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Foreword 

 
The release of this volume in the Climate Change 

Reconsidered (CCR) series ends a five-year pause 

following the release of Climate Change 

Reconsidered II: Biological Impacts. Several shorter 

reports were released in the interim, most notably 

Why Scientists Disagree about Global Warming (first 

edition in 2015, second edition in 2016). While it was 

never our intention to issue a CCR volume every 

year, hope did exist that this volume would emerge 

sooner than it has.  

This volume is the product of the 

Nongovernmental International Panel on Climate 

Change (NIPCC), a joint project of three nonprofit 

organizations, The Heartland Institute, the Center for 

the Study of Carbon Dioxide and Global Change, and 

the Science and Environmental Policy Project 

(SEPP). Two of NIPCC’s cosponsoring organizations 

experienced leadership changes since 2014 that 

affected the release of this new volume.  

Joseph Bast and Diane Bast, editors of this 

volume and previous volumes in the series (as well as 

the authors of this foreword) retired in early 2018. 

Joseph Bast was president and CEO of The Heartland 

Institute and Diane Bast was senior editor, which 

meant time that might otherwise have been dedicated 

to this book was devoted to managing a successful 

corporate succession instead. 

Dr. S. Fred Singer, the founder and previously 

president and chairman of the Science and 

Environmental Policy Project (SEPP), also handed 

over the reins to a younger generation of leaders, in 

his case to Kenneth Haappala the new president and 

Thomas Sheahan the new chairman. At 93 years 

young, Dr. Singer insists he is not retiring. He 

continues to be published in popular and scientific 

journals and contributed substantially to this volume. 

One of the lead authors of the three most recent 

volumes in the CCR series passed away in January 

2016. Dr. Robert Carter’s unexpected departure was a 

heavy blow to everyone – his family, of course, as 

well as colleagues and friends in Australia, America, 

and around the world. Just weeks before he passed, 

Dr. Carter agreed to take this final volume “across 

the finish line” and was starting to reach out to his 

extensive global networks of climate scientists for 

help. So devastated were we that fully a year passed 

after his death before work resumed on the book. 

This book is dedicated to his memory. 

Amidst all these changes, we also found new 

partners who made this volume possible. Dr. Roger 

Bezdek, a distinguished economist specializing in 

energy and climate issues, stepped in to provide 

insights and skills that our usual stable of physicists, 

biologists, and climatologists lacked. With him came 

nearly two dozen economists and a similar number of 

engineers with deep expertise in the economic and 

environmental impacts of fossil fuels and their 

alternatives, the focus of this book. 

Also new for this volume is Dr. David Legates, 

professor of climatology in the Department of 

Geography at the University of Delaware and an 

adjunct professor at the university’s Physical Ocean 

Science and Engineering Program and in the 

Department of Applied Economics. Dr. Legates is a 

“scientist’s scientist,” a recognized authority in his 

field, and, like Dr. Carter and Dr. Singer, unafraid to 

speak the truth on the controversial subject of climate 

change, even at the cost of damaging a promising 

academic career. 

As we said of previous volumes in the CCR 

series, the sheer size of this volume – 700 pages 

containing references to thousands of articles and 

books – suggests what an extraordinary research, 

writing, and editing endeavor this turned out to be. 

The topic of this volume – broadly, the benefits and 

costs of fossil fuels – required reviewing scientific 

and economic literature on organic chemistry, climate 

science, public health, economic history, human 
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security, and theoretical studies based on integrated 

assessment models (IAMs) and cost-benefit analysis. 

Much of this literature resides outside peer-reviewed 

academic journals. Consequently readers will see a 

heavier reliance than in previous volumes on books, 

government and think tank reports, and sometimes 

newspaper and magazine reports of news events. 

We extend our sincere thanks and appreciation to 

the 117 scientists, engineers, economists, and other 

experts who helped write and review this report, as 

well as the thousands more who conducted the 

original research that is summarized and cited. 

Funding for this effort once again came from three 

family foundations, none of them having any 

commercial interest in the topic. We thank them for 

their generosity as well as their patience. No 

government or corporate funds were solicited or 

received to support this project. 

 

 

 

        Diane Carol Bast 

        Executive Editor 
        The Heartland Institute 

           Joseph L. Bast 

           Director and Senior Fellow 
          The Heartland Institute  



vii 

 

 

 

 

Preface 

 
 

This new volume, Climate Change Reconsidered II: 

Fossil Fuels, assesses the costs and benefits of the 

use of fossil fuels with a special focus on concerns 

related to anthropogenic climate change. It is the fifth 

volume in the Climate Change Reconsidered (CCR) 

series produced by the Nongovernmental 

International Panel on Climate Change (NIPCC).  

NIPCC was created by Dr. S. Fred Singer in 

2003 to provide an independent review of the reports 

of the United Nations’ Intergovernmental Panel on 

Climate Change (IPCC). Unlike the IPCC and as its 

name suggests, NIPCC is a private association of 

scientists and other experts and nonprofit 

organizations. It is not a government entity and is not 

beholden to any political benefactors. This and 

previous volumes in the CCR series, along with other 

publications and information about NIPCC, are 

available for free on NIPCC’s website at 

www.climatechangereconsidered.org. 

 

 
Summary of Findings 

The NIPCC authors, building on previous reports in 

the CCR series as well as new literature reviews, find 

that while climate change is occurring and a human 

impact on climate is likely, there is no consensus on 

the size of that impact relative to natural variability, 

the net benefits or costs of the impacts of climate 

change, or whether future climate trends can be 

predicted with sufficient confidence to guide public 

policies today. Consequently, concern over climate 

change is not a sufficient scientific or economic basis 

for restricting the use of fossil fuels. 

The NIPCC authors do something their IPCC 

counterparts never did: conduct an even-handed cost-

benefit analysis of the use of fossil fuels. Despite 

calling for the end of reliance on fossil fuels by 2100, 

the IPCC never produced an accounting of the 

opportunity cost of restricting or banning their use. 

That cost, a literature review shows, would be 

enormous. Estimates of the cost of reducing 

anthropogenic greenhouse gas (GHG) emissions by 

the amounts said by the IPCC to be necessary to 

avoid causing ~2°C warming in the year 2050 range 

from the IPCC’s own estimate of 3.4% to as high as 

81% of projected global gross domestic product 

(GDP) in 2050, the latter estimate nullifying all the 

gains in human well-being made in the past century. 

Cost-benefit ratios range from the IPCC’s own 

estimate of 6.8:1 to an alarming 162:1. The costs of 

specific emission mitigation programs range from 7.4 

times to 7,000 times more than the benefits, even 

assuming the IPCC’s faulty science and tenuous 

associations are correct. 

The NIPCC authors conclude, “The global war 

on energy freedom, which commenced in earnest in 

the 1980s and reached a fever pitch in the second 

decade of the twenty-first century, was never founded 

on sound science or economics. The world’s 

policymakers ought to acknowledge this truth and 

end that war.” 

 

 
Organization of Inquiry 

Since economics can provide insights into the alleged 

impacts of climate change, this volume begins with a 

chapter describing how economic principles can be 

applied to environmental issues. The authors explain 

how economists use observational data (prices, 

profits and losses, investment and consumption 

decisions, etc.) to measure and monetize costs and 

benefits, to understand how people respond to and 

solve challenges, and to understand why private as 

well as government efforts to protect the environment 

sometimes fail to achieve their objectives. 

http://www.climatechangereconsidered.org/
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Chapter 2 updates the literature review of climate 

science in previous CCR volumes. Most notably, the 

authors say the IPCC has exaggerated the amount of 

warming likely to occur if the concentration of 

atmospheric carbon dioxide (CO2) were to double 

and such warming as occurs is likely to be modest 

and cause no net harm to the global environment or 

to human well-being.  Chapters 3, 4, and 5 catalogue 

the beneficial impacts of fossil fuels on human 

prosperity, human health, and the environment. These 

benefits are enormous – imagine, for a moment, life 

without electricity, modern medicine, or cars, trucks, 

and airplanes – yet these benefits are missing from 

the IPCC’s massive tomes. A true accounting of the 

costs and benefits of ending humanity’s reliance on 

fossil fuels must include the opportunity cost of 

forgoing these benefits. 

Chapters 6 and 7 address two types of costs or 

harms said to be created by the use of fossil fuels: air 

pollution and what the IPCC calls threats to “human 

security.” The NIPCC authors show the alleged 

effects of air pollution have been grossly exaggerated 

by the U.S. Environmental Protection Agency and the 

World Health Organization. Similarly, the IPCC’s 

own literature review shows how weak is the case for 

claiming climate change intensifies “risk factors” 

such as loss of property and livelihoods, forced 

migration, and violent conflict. Chapter 8, the final 

chapter of the book, critiques the IPCC’s claim that 

the cost of reducing the use of fossil fuels is justified 

by the benefits of a slightly cooler world a century 

hence. New cost-benefit analyses of climate change, 

fossil fuels, and regulations demonstrate how 

adaptation to climate change is invariably the better 

path than attempting to mitigate it by reducing 

greenhouse gas emissions. 
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Robert M. Carter (left) with S. Fred Singer (right), photo 

taken in October 2013 in The Hague, Netherlands. 
 

We dedicate this report to the memory of Robert M. Carter, who helped write and edit 

previous volumes in the Climate Change Reconsidered series but passed away in 2016 as 

the current volume was only beginning to come together. It would have been a far better 

work had he lived to help direct our efforts. Bob was a palaeontologist, stratigrapher, 

marine geologist, and environmental scientist with a long and distinguished career in the 

academy. He was a mentor and friend to hundreds of young scientists and many non-

scientists. He proved by personal example that science in the end does not tolerate 

corruption, and that what matters most of all is personal integrity. 
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Summary for Policymakers 

 
 

 

Introduction 

Climate Change Reconsidered II: Fossil Fuels, 

produced by the Nongovernmental International 

Panel on Climate Change (NIPCC), assesses the costs 

and benefits of the use of fossil fuels
1
 by reviewing 

scientific and economic literature on organic 

chemistry, climate science, public health, economic 

history, human security, and theoretical studies based 

on integrated assessment models (IAMs) and cost-

benefit analysis (CBA). It is the fifth volume in the 

Climate Change Reconsidered series (NIPCC 2009, 

2011, 2013, 2014) and, like the preceding volumes, it 

focuses on research overlooked or ignored by the 

United Nations’ Intergovernmental Panel on Climate 

Change (IPCC). 

In its 2013 volume titled Climate Change 

Reconsidered II: Physical Science, NIPCC refuted 

the scientific basis of the IPCC’s claim that 

dangerous human interference with the climate 

system is occurring. In its 2014 volume titled Climate 

Change Reconsidered II: Biological Impacts, NIPCC 

addressed and refuted the IPCC’s claim that climate 

change negatively affects plants, wildlife, and human 

health.  

In this new volume, 117 scientists, economists, 

and other experts address and refute the IPCC’s claim 

that the impacts of climate change on human well-

being and the natural environment justify dramatic 

reductions in the use of fossil fuels. Specifically, the 

NIPCC authors critique two recent IPCC reports: 

Climate Change 2014: Impacts, Adaptation, and 

Vulnerability, the Working Group II contribution to 

                                                      
1 This report follows conventional usage by using “fossil 

fuels” to refer to hydrocarbons, principally coal, oil, and 
natural gas, used by humanity to generate power. We 
recognize that not all hydrocarbons may be derived from 
animal or plant sources. 

the IPCC’s Fifth Assessment Report (AR5), and 

Climate Change 2014: Mitigation of Climate 

Change, the Working Group III contribution to AR5 

(IPCC, 2014a, 2014b).  

The organization of this Summary for 

Policymakers tracks the organization of the full 

report. Citations to supporting research and 

documentation are scant for want of space but can be 

found at the end of the document. More than 2,000 

references appear in the full report.  

 

Part I. Foundations 

The most consequential issues in the climate change 

debate are “whether the warming since 1950 has been 

dominated by human causes, how much the planet 

will warm in the 21st century, whether warming is 
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‘dangerous,’ whether we can afford to radically 

reduce CO2 emissions, and whether reduction will 

improve the climate” (Curry, 2015). Addressing these 

issues requires foundations in environmental 

economics and climate science. Part I of Climate 

Change Reconsidered II: Fossil Fuels provides those 

foundations. 

 

 
1. Environmental Economics 

Many environmentalists and climate scientists are not 

familiar with economic research on environmental 

issues and have only vague ideas about what 

economics can bring to the climate change debate. 

Many economists make a different mistake, accepting 

unsubstantiated claims that the “science is settled” 

regarding the causes and consequences of climate 

change and then limiting their role in the debate to 

finding the most efficient way to reduce “carbon 

pollution.” Both audiences need to be aware of what 

economists can bring to the climate change debate. 

The most valuable concept economists bring is 

opportunity cost, the value of something that must be 

given up to acquire or achieve something else. Every 

choice has a corresponding opportunity cost. By 

revealing those costs, economics can help 

policymakers discover cost-effective responses to 

environmental problems, including climate change 

(Block, 1990; Markandya and Richardson, 1992; 

Libecap and Steckel, 2011).  

A second key concept is the Environmental 

Kuznets Curve (EKC), pictured in Figure SPM.1. 

Fossil fuels and the technologies they power make it 

possible to use fewer resources and less surface space 

to meet human needs while also allowing 

environmental protection to become a positive and 

widely shared social value and objective. EKCs have 

been documented for a wide range of countries and 

air quality, water quality, and other measures of 

environmental protection (Yandle et al., 2004; 

Goklany, 2012; Bertinelli et al., 2012). 

Economists can help compassionate people 

reconcile the real-world trade-offs of protecting the 

environment while using natural resources to produce 

the goods and services needed by humankind 

(McKitrick, 2010; Morris and Butler, 2013; 

Anderson and Leal, 2015). They have demonstrated 

how committed environmentalists can better achieve 

their goals by recognizing fundamental economic 

principles such as discount rates and marginal costs 

(Anderson and Huggins, 2008). They have shown 

how entrepreneurs can use private property, price 

signals, and markets to discover new ways to protect 

the environment (Anderson and Leal, 1997; Huggins, 

2013). 

 
 
Figure SPM.1 
A typical Environmental Kuznets Curve 

 
Source: Ho and Wang, 2015, p. 42. 

 
  
Economists have pointed out the economic and 

political pitfalls facing renewable and carbon-neutral 

energies (Morriss et al., 2011; Yonk et al., 2012). 

Economists have explained how proposals to force a 

transition away from fossil fuels advanced without an 

understanding of the true costs and implications of 

alternative fuels can lead to unnecessary expenses 

and minimal or even no net reduction in greenhouse 

gas emissions (Lomborg, 2010; van Kooten, 2013; 

Heal, 2017; Lemoine and Rudik, 2017). 

Economists describe how common resources can 

be degraded by overuse by “free riders,” but also how 

they can be effectively managed by individuals and 

nongovernment organizations using their knowledge 

of local opportunities and costs, the kind of 

knowledge national and international organizations 

typically lack (Coase, 1994). These market-based 

solutions exhibit the sort of spontaneous order that 

Hayek (1988) often wrote about, a coordination that 

is not dictated or controlled by a central planner. 

Ostrom (2010) identified eight design principles 

shared by entities most successful at managing 

common-pool resources. 

The prosperity made possible by the use of fossil 

fuels has made environmental protection a social 

value in countries around the world (Hartwell and 

Coursey, 2015). The value-creating power of private 

property rights, prices, profits and losses, and 

voluntary trade can turn climate change from a 

possible tragedy of the commons into an opportunity 
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of the commons (Boettke, 2009). Energy freedom, 

not government intervention, can balance the 

interests and needs of today with those of tomorrow. 

It alone can access the local knowledge needed to 

find efficient win-win responses to climate change.  

 

 
2. Climate Science 

Chapter 2 provides an overview of the current state of 

climate science beginning with an explanation of the 

Scientific Method, which imposes restrictions and 

duties on scientists intended to ensure the quality, 

objectivity, utility, and integrity of their work. Key 

elements of the Scientific Method include 

experimentation, the testing of competing 

hypotheses, objective and careful peer review, 

discerning correlation from causation, and controlling 

for natural variability. In each of these areas, the 

IPCC and many scientists whose work is prominent 

in climate science have been shown to fall short 

(Essex and McKitrick, 2007; Darwall, 2013; Lewin, 

2017; Armstrong and Green, 2018). 

Two other topics concerning methodology are the 

role of consensus in science and ways to manage and 

communicate uncertainty. Consensus may have a 

place in science when it is achieved over an extended 

period of time by independent scientists following the 

conventions of the Scientific Method. This is not the 

context in which it is invoked in climate science, and 

consequently it has been the cause of controversy and 

polarization of views (Curry, 2012; Lindzen, 2017). 

Uncertainty is unavoidable in science, but it can be 

reduced using techniques such as Bayesian inference 

and honestly communicated to other researchers and 

the public. Instead of following best practices, the 

IPCC and its followers make many unmerited 

declarative statements and issue seemingly confident 

predictions without error bars (Essex and McKitrick, 

2007; Frank, 2015). 

The unique chemistry of carbon explains why 

fossil fuels, composed mainly of carbon and 

hydrogen, are so widely used as fuel. Kiefer (2013) 

writes, “Carbon transforms hydrogen from a diffuse 

and explosive gas that will only become liquid 

at -423° F [-253° C] into an easily handled, room-

temperature liquid with 63% more hydrogen atoms 

per gallon than pure liquid hydrogen, 3.5 times the 

volumetric energy density (joules per gallon), and the 

ideal characteristics of a combustion fuel. … A 

perfect combustion fuel possesses the desirable 

characteristics of easy storage and transport, inertness 

and low toxicity for safe handling, measured and 

adjustable volatility for easy mixing with air, stability 

across a broad range of environmental temperatures 

and pressures, and high energy density. Because of 

sweeping advantages across all these parameters, 

liquid hydrocarbons have risen to dominate the global 

economy” (p. 117). 

Climate models are a subject of controversy in 

climate science. General circulation models (GCMs) 

“run hot,” meaning they predict more warming than 

actually occurred or is likely to occur in the future 

(Monckton et al., 2015). They hindcast twice as 

much warming from 1979 to 2016 as actually 

occurred (Christy, 2018). See Figure SPM.2. Climate 

models are unable to reproduce many important 

climate phenomena (Legates, 2014) and are “tuned” 

to produce results that fall into an “acceptable range” 

of outputs (Hourdin et al., 2017).  

 
 
Figure SPM.2 
Failure of climate models to hindcast global 
temperatures, 1979–2015 

 

 
 
Source: Christy, 2016. 

 
 

The accuracy of temperature records since pre-

industrial times is a second area of controversy. 

Records from surface stations are known to contain 

systematic errors due to instrument and recording 

errors, physical changes in the instrumentation, and 

database mismanagement, making them too 

unreliable to form the basis of scientific research, yet 

they are seldom questioned (Frank, 2015; McLean, 

2018). More accurate satellite-based temperature 

records, which reach back only to 1979, reveal a 

range of near-global warming of approximately 

0.07°C to 0.13°C per decade from 1979 to 2016 
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(Christy et al., 2018). 

Equilibrium climate sensitivity (ECS), a measure 

of expected warming when CO2 concentrations in the 

atmosphere double, is yet another source of 

controversy in climate science. The IPCC’s estimate 

of ECS is one-third higher than most recent estimates 

in the scientific literature (Michaels, 2017). There is 

so much uncertainty in climate models and so many 

new discoveries being made that a single “true” 

estimate of ECS is probably impossible to calculate. 

Scientists also disagree about whether climate 

change is negatively affecting human well-being or 

the natural world. Despite headlines and documentary 

films claiming the opposite, there is little or no 

evidence of trends that lie outside natural variability 

in severe weather events, droughts, forest fires, 

melting ice, sea-level rise, and adverse effects on 

plant life. In some cases, the historical record reveals 

just the opposite: more mild weather and fewer 

droughts, for example, than in the pre-industrial past. 

Most plants are known to flourish in a warmer 

environment with higher levels of CO2 (Idso and 

Idso, 2015).  

Why do scientists disagree? Partly because 

skepticism, not consensus, is the heart of science. 

Sources of disagreement can be found in the 

interdisciplinary character of the issue, fundamental 

uncertainties concerning climate science (Curry, 

2015; Lindzen, 2017), the failure of the IPCC to be 

an independent and reliable source of research on the 

subject (IAC, 2010; Laframboise, 2011, 2013), and 

tunnel vision (bias) among researchers (Kabat, 2008; 

Berezow and Campbell, 2012).  

The final section of Chapter 2 critiques the claim 

that “97% of scientists agree” that climate change is 

mostly or entirely the result of the human presence 

and is dangerous. Surveys, literature reviews, and 

petitions demonstrate a lively debate is occurring in 

the scientific community over the basic science and 

economics of climate change (Solomon, 2010; Curry, 

2012; Friends of Science, 2014; Tol, 2014a; Legates 

et al., 2015; Global Warming Petition Project, n.d.). 

In conclusion, fundamental uncertainties arising 

from insufficient observational evidence and 

disagreements over how to interpret data and set the 

parameters of models prevent science from 

determining whether human greenhouse gas 

emissions are having effects on Earth’s atmosphere 

that could endanger life on the planet. There is no 

compelling scientific evidence of long-term trends in 

global mean temperatures or climate impacts that 

exceed the bounds of natural variability. 

 

Part II. The Benefits of Fossil Fuels  

Part II presents an accounting of the benefits created 

by the use of fossil fuels. Chapters 3, 4, and 5 address 

human prosperity, human health benefits, and 

environmental benefits, respectively. 

 

 

3. Human Prosperity 

The primary reason humans burn fossil fuels is to 

produce the goods and services that make human 

prosperity possible. Put another way, humans burn 

fossil fuels to live more comfortable, safer, and 

higher-quality lives. Chapter 3 documents the many 

ways in which fossil fuels contribute to human 

prosperity. 

The role played by fossil fuels in the dramatic 

rise in human prosperity is revealed by the close 

correlation between carbon dioxide (CO2) emissions 

and world gross domestic product (GDP) shown in 

Figure SPM.3. Fossil fuels were responsible for such 

revolutionary technologies as the steam engine and 

cotton gin, early railroads and steamships, 

electrification and the electric grid, the internal 

combustion engine, and the computer and Internet 

revolution. In particular, the spread of electrification 

made possible by fossil fuels has transformed the 

modern world, making possible many of the devices, 

services, comforts, and freedoms we take for granted 

(Smil, 2005, 2010; Goklany, 2012; Gordon, 2016). 

 

 
 
Figure SPM.3 
Relationship between world GDP and CO2 
emissions 
 

 
Source: Bezdek, 2014, p. 127. 
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Today, fossil fuels supply 81% of global primary 

energy and 78% of U.S. primary energy. They are 

required to power the revolving turbine electric 

generators that supply dispatchable energy to electric 

grids, making electricity available on demand in the 

quantities needed, not only when the sun shines and 

the wind blows. Fossil fuels are also essential for 

fertilizer production and the manufacture of concrete 

and steel. Access to affordable, plentiful, and reliable 

energy is closely associated with key measures of 

global human development, including per-capita 

GDP, consumption expenditure, urbanization rate, 

life expectancy at birth, and the adult literacy rate 

(United Nations Development Program, 2010; Šlaus 

and Jacobs, 2011). Research reveals a positive 

relationship between low energy prices and human 

prosperity (Clemente, 2010; Bezdek, 2014; 2015). 

A similar level of human prosperity is not 

possible by relying on alternative fuels such as solar 

and wind power. Wind and solar power are 

intermittent and unreliable, much more expensive 

than fossil fuels, cannot be deployed without the use 

of fossil fuels to build them and to provide back-up 

power, cannot power most modes of transportation, 

and cannot increase dispatchable capacity sufficiently 

to meet more than a small part of the rising demand 

for electricity (Rasmussen, 2010; Bryce, 2010; Smil, 

2010, 2016; Stacy and Taylor, 2016).  

The contribution of fossil fuels to human 

prosperity can be estimated in numerous ways, 

making agreement on a single cost estimate difficult. 

However, estimates converge on very high amounts: 

Coal delivered economic benefits in the United States 

alone worth between $1.275 trillion and $1.76 trillion 

in 2015 and supported approximately 6.8 million jobs 

(Rose and Wei, 2006). Reducing reliance on fossil 

fuels in the United States by 40% from 2012 to 2030 

would cost $478 billion and an average of 224,000 

jobs each year (U.S. Chamber of Commerce, 2014).  

 

 

4. Human Health Benefits 

Chapter 4 presents the human health benefits of fossil 

fuels. Historically, humankind was besieged by 

epidemics and other disasters that caused frequent 

widespread deaths and kept the average lifespan to 

less than 35 years (Omran, 1971). The average 

lifespan among the ancient Greeks was apparently 

just 18 years, and among the Romans, 22 years 

(Bryce, 2014, p. 59, citing Steckel and Rose, 2002). 

Today, according to the U.S. Census Bureau (2016), 

“The world average age of death has increased by 35 

years since 1970, with declines in death rates in all 

age groups, including those aged 60 and older. From 

1970 to 2010, the average age of death increased by 

30 years in East Asia and 32 years in tropical Latin 

America, and in contrast, by less than 10 years in 

western, southern, and central Sub-Saharan Africa. 

… [A]ll regions have had increases in mean age at 

death, particularly East Asia and tropical Latin 

America” (pp. 31–3). 

 
 
Figure SPM.4 
Deaths caused by cold vs. heat 
 

 
Source: Gasparrini et al., 2015, p. 369.  
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Fossil fuels have lifted billions of people out of 

poverty, reducing the negative effects of poverty on 

human health (Moore and Simon, 2000). They 

improve human well-being and safety by powering 

labor-saving and life-protecting technologies such as 

air conditioning, modern medicine, cars, trucks, and 

airplanes (Goklany, 2007).  Fossil fuels made 

possible electrification of heating, lighting, 

manufacturing, and other processes, resulting in 

protection of human health and extended lives 

(Bryce, 2014). Fossil fuels also increased the quantity 

and improved the reliability and safety of the food 

supply (Moore and White, 2016). 

Fossil fuels may also affect human health by 

contributing to some part of the global warming 

experienced during the twentieth century or forecast 

by GCMs for the twenty-first century and beyond. 

Medical science and observational research in Asia, 

Australia, Europe, and North America confirm that 

warming is associated with lower, not higher, 

temperature-related mortality rates (Keatinge and 

Donaldson, 2004; Gasparrini et al., 2015; White, 

2017). See Figure SPM.4. Research shows warmer 

temperatures lead to decreases in premature deaths 

due to cardiovascular and respiratory disease and 

stroke occurrences (Nafstad et al., 2001; Gill et al., 

2012; Song et al., 2018), while warmer temperatures 

have little if any influence on mosquito- or tick-borne 

diseases (Murdock et al., 2016).  

 

 

5. Environmental Benefits 

Chapter 5 reviews evidence showing how human use 

of fossil fuels benefits the environment. The 

scientific literature on the impacts of warmer 

temperatures and rising atmospheric CO2 

concentrations on plants finds them to be 

overwhelmingly positive. This extends to rates of 

photosynthesis and biomass production and the 

efficiency with which plants and trees utilize water 

(Ainsworth and Long, 2005; Bourgault et al., 2017). 

The result is a remarkable and beneficial Greening of 

the Earth shown in Figure SPM.5 (Zhu et al. 2016; 

Campbell et al., 2017; Cheng et al., 2017).  

Similarly, the impacts of global warming on 

terrestrial animals is likely to be net positive. Wildlife 

benefit from expanding habitats, and real-world data

 
 
Figure SPM.5 
Greening of the Earth, 1982 to 2009, trend in average observed leaf area index (LAI) 

 

 
Source: Zhu et al., 2016. 
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indicate warmer temperatures have not been harmful 

to wildlife (Willis et al., 2010). Laboratory and field 

studies of the impact of warmer temperatures and 

reduced water pH levels (so-called “acidification”) 

on aquatic life find tolerance and adaptation and even 

examples of benefits (Pandolfi et al., 2011; Baker, 

2014). 

The fact that carbon and hydrogen are ubiquitous 

in the natural world helps to explain why the rest of 

the physical world is compatible with them and even 

depends on them for life itself (Smil, 2016). The 

carbon cycle minimizes the environmental impact of 

human emissions of CO2 by reforming it into other 

compounds and sequestering it in the oceans, plants, 

and rocks. According to the IPCC, the residual of the 

human contribution of CO2 that remains in the 

atmosphere after natural processes move the rest to 

other reservoirs is as little as 0.53% of the carbon 

entering the air each year and 0.195% of the total 

amount of carbon thought to be in the atmosphere 

(IPCC, 2013, p. 471). 

The high power density of fossil fuels enable 

humanity to meet its ever-rising need for food and 

natural resources while using less surface space, 

thereby rescuing precious wildlife habitat from 

development. In 2010, fossil fuels, thermal, and 

hydropower required less than 0.2% of the Earth’s 

ice-free land, and nearly half that amount was surface 

covered by water for reservoirs (Smil, 2016, pp. 211–

212). Fossil fuels required roughly the same surface 

area as devoted to renewable energy sources (solar 

photovoltaic, wind, and liquid biofuels), yet delivered 

110 times as much power (Ibid.).  

Acid rain, once thought to be a serious 

environmental threat, is no longer considered one 

(NAPAP, 1998). Human contributions of oil to the 

oceans via leakage and spills are trivial in relation to 

natural sources and quickly disperse and biodegrade 

(NRC, 2003). The damage caused by oil spills is a 

net cost of using oil, but not a major environmental 

problem. 

In conclusion, fossil fuels directly benefit the 

environment by making possible huge (orders of 

magnitude) advances in efficiency, making it possible 

to meet human needs while using fewer natural 

resources. Fossil fuels make it possible for humanity 

to flourish while still preserving much of the land 

needed by wildlife to survive. And the prosperity 

made possible by fossil fuels has made environmental 

protection both highly valued and financially 

possible, producing a world that is cleaner and safer 

than it would have been in their absence. 

 

Part III. Costs of Fossil Fuels 

Part III presents an accounting of the costs of using 

fossil fuels. Chapters 6 and 7 address impacts on air 

quality and human security. Chapter 8 reviews the 

literature on cost-benefit analysis (CBA), integrated 

assessment models (IAMs), and the “social cost of 

carbon” (SCC), providing new CBAs for global 

warming, fossil fuels, and emission mitigation 

programs. 

 

 

6. Air Quality 

The U.S. Environmental Protection Agency (EPA) 

claims public health is endangered by exposure to 

particulate matter (PM), ozone, nitrogen dioxide 

(NO2), sulfur dioxide (SO2), methylmercury, and 

hydrogen chloride attributed to the combustion of 

fossil fuels. Other harms include visibility 

impairment (haze), corrosion of building materials, 

negative effects on vegetation due to ozone, acid rain, 

and nitrogen deposition, and negative effects on 

ecosystems from methylmercury (EPA, 2013). 

A review of the evidence shows the EPA and 

other government agencies exaggerate the public 

health threat posed by fossil fuels. While the 

combustion of fossil fuels without pollution 

abatement technology does release chemicals that 

could be harmful to humans, other animal life, and 

plants, the most important issue is not the quantity of 

emissions but levels of exposure (Calabrese and 

Baldwin, 2003; Calabrese, 2005, 2015). By all 

accounts, air quality improved in the United States 

and other developed countries throughout the 

twentieth century and the trend continues in the 

twenty-first century (Goklany 2012; EPA, 2018a). 

By the EPA’s own measures, only 3% of children 

in the United States live in counties where they might 

be exposed to what the agency deems “unhealthy air” 

(EPA, 2018b).  Also according to the EPA, 0% of 

children live in counties in which they might be 

exposed to harmful levels of carbon monoxide in 

outdoor air, only 0.1% live in counties where lead 

exposure might be a threat, 2% live where nitrogen 

dioxide is a problem, and 3% live where sulfur 

dioxide is a problem (Ibid.). (See Figure SPM.6.)  
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Figure SPM.6 
Percentage of children ages 0 to 17 years living in counties with pollutant concentrations above 
the levels of the current air quality standards, 1999–2016 
 

 
 
Source: EPA, 2018b, p. 11. 

 

Even these estimates inflate the real public health 

risk by assuming all children are continuously 

exposed to the worst air quality measured in the 

county in which they reside, and by relying on air 

quality standards that are orders of magnitude lower 

than medically needed to be protective of human 

health (Arnett, 2006; Schwartz and Hayward, 2007; 

Avery, 2010; Belzer, 2017). 

The EPA claims PM and ozone remain public 

health problems in the United States, saying 7% (for 

PM10) to 21% (for PM2.5) of children live in counties 

where they might be exposed to unhealthy levels of 

PM and 58% are threatened by ozone. But it is 

precisely with respect to these two alleged health 

threats that the EPA’s misconduct and violation of 

sound methodology are most apparent. The agency 

violated the Bradford Hill Criteria, resisted 

transparency and accountability for its actions, and 

even violated the law as it set National Ambient Air 

Quality Standards (NAAQS) for PM and ozone 

(Schwartz, 2003; U.S. Senate Committee on 

Environment and Public Works, 2014; Milloy, 2016). 

The EPA’s claim that PM kills hundreds of 

thousands of Americans annually (EPA, 2010, p. G7) 

is classic scaremongering based on unreliable 

research (Enstrom, 2005; Milloy and Dunn, 2012; 

Wolff and Heuss, 2012). The EPA’s own 

measurements show average exposure in the United 

States to both PM10 and PM2.5 has fallen steeply since 

the 1990s and is now below its NAAQS (EPA, 

2018a).  

The authors of Chapter 6 conclude that air 

pollution caused by fossil fuels is unlikely to kill 

anyone in the United States in the twenty-first 

century, though it may be a legitimate health concern 

in rapidly growing developing countries that rely on 

biofuels and burning coal without modern emission 

control technologies. 
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7. Human Security 

Similar to how the EPA exaggerates the harmful 

effects of air pollution, the IPCC exaggerates the 

harmful effects of climate change on “human 

security,” which it defines as “a condition that exists 

when the vital core of human lives is protected, and 

when people have the freedom and the capacity to 

live with dignity” (IPCC, 2014a, p. 759). It collects 

circumstantial evidence to build a case linking 

climate change to an almost endless list of maladies, 

but it never actually tests the null hypothesis that 

these maladies are due to natural causes. The result is 

a long and superficially impressive report relying on 

assumptions and tenuous associations that fall far 

short of science (Lindzen, 2013; Gleditsch and 

Nordås, 2014; Tol, 2014b). 

Fossil fuels make human prosperity possible (see 

Chapter 3 and Goklany, 2012). Prosperity in turn, as 

Benjamin Friedman writes, “more often than not 

fosters greater opportunity, tolerance of diversity, 

social mobility, commitment to fairness, and 

dedication to democracy” (Friedman, 2006, p. 15). 

All of this serves to protect, not threaten, human 

security. Prosperity also promotes democracy, and 

democracies have lower rates of violence and go to 

war less frequently than any other form of 

government (Halperin et al., 2004, p. 12).  

The cost of wars fought in the Middle East is 

sometimes attributed to the industrial nations’ 

“addiction to oil.” But many of those conflicts have 

origins and justifications unrelated to oil (Bacevich, 

2017; Glaser and Kelanic, 2016; Glaser, 2017). On 

the verge of becoming a net energy exporter, the 

United States could withdraw from the region, but it 

is likely to remain for other geopolitical reasons. If 

global consumption of oil were to fall as a result of 

concerns over climate change, the Middle East could 

become more, not less, violent (Pipes, 2018, p. 21). 

Empirical research shows no direct association 

between climate change and violent conflicts 

(Salehyan, 2014; Gleditsch and Nordås, 2014). The 

warming of the second half of the twentieth and early 

twenty-first centuries coincided with a dramatic 

decline in the number of fatalities due to warfare. 

(See Figure SPM.7.) In fact, extensive historical 

research in China and elsewhere reveals close and 

positive relationships between a warmer climate and 

peace and prosperity, and between a cooler climate  

 
 
Figure SPM.7 
Battle-related deaths in state-based conflicts since 1946, by world region 

 
Source: Our World in Data, n.d. 
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and war and poverty (Yin et al., 2016; Lee et al., 

2017). A warmer world is likely to be more 

prosperous and peaceful than is the world today. 

Climate change does not pose a military threat to the 

United States (Kueter, 2012; Hayward et al., 2014). 

Forcing America’s military leaders to utilize costly 

biofuels, prepare for climate-related humanitarian 

disasters, and harden military bases for possible 

changes in weather or sea level attributed to climate 

change wastes scarce resources and reduces military 

preparedness (Kiefer, 2013; Smith, 2015). 

The authors of Chapter 7 conclude it is probably 

impossible to attribute to the human impact on 

climate any negative impacts on human security. 

Deaths and loss of income due to storms, flooding, 

and other weather-related phenomena are and always 

have been part of the human condition. Real-world 

evidence demonstrates warmer weather is closely 

associated with peace and prosperity, and cooler 

weather with war and poverty. A warmer world, 

should it occur, is therefore more likely to bring 

about peace and prosperity than war and poverty.  

 

 
8. Cost-Benefit Analysis 

Cost-benefit analysis (CBA), sometimes and more 

accurately called benefit-cost ratio analysis, is an 

economic tool that can help determine if the financial 

benefits over the lifetime of a project exceed its costs. 

Its use is mandated by executive order for regulations 

in the United States. In the climate change debate, 

cost-benefit analysis is used to estimate the net 

benefits or costs that could result from unabated 

global warming, from replacing fossil fuels with 

alternative energy sources, and of particular programs 

aimed at reducing greenhouse gas emissions or 

sequestering CO2. CBA is also employed to estimate 

the “social cost of carbon.” 

Chapter 8 starts with a brief tutorial on cost-

benefit analysis including its history and use in public 

policy and the order of “blocks” or “modules” in 

integrated assessment models (IAMs) (shown in 

Figure SPM.8). The biggest problem facing the use 

of IAMs in the climate change debate is the problem 

of propagation of error, the mounting uncertainty 

with each step in a complex formula where variables 

and processes are not known with certainty (Curry, 

2011; Frank, 2015, 2016; Heal, 2017). This 

“cascading uncertainty” makes IAMs “close to 

useless” for policymakers (Pindyck, 2013). In such 

cases, the most reliable method of forecasting is not 

to rely on expert opinion, but to project a simple 

linear continuation of past trends (Armstrong, 2001).  

Two prominent efforts to conduct CBAs of 

climate change, the U.S. Interagency Working Group 

on the Social Cost of Carbon (IWG, 2015; since 

disbanded) and the British Stern Review (Stern, 

2007), were severely handicapped by un- 

 
 
Figure SPM.8 
Simplified linear causal chain of an IAM illustrating the basic steps required to obtain SCC 
estimates 

 
Source: Modified from Parson et al., 2007, Figure ES-1, p. 1. 

 



 Summary for Policymakers 

  11 

acknowledged uncertainties, low discount rates, and 

reliance on the IPCC’s flawed climate science (IER, 

2014; Byatt, 2006; Mendelsohn, 2006; Tapia 

Granados and Carpintero, 2013). The complexity of 

climate science and economics makes conducting any 

of these CBAs a difficult and perhaps even 

impossible challenge (Ceronsky et al., 2011). 

Harvard University Professor of Economics Martin 

Weitzman remarked, “the economics of climate 

change is a problem from hell,” adding that “trying to 

do a benefit-cost analysis (BCA) of climate change 

policies bends and stretches the capability of our 

standard economist’s toolkit up to, and perhaps 

beyond, the breaking point” (Weitzman, 2015). 

Research presented in previous chapters shows 

how errors or uncertainties in choosing emission 

scenarios, estimating the amount of carbon dioxide 

that stays in the atmosphere, the likelihood of 

increases in flooding and extreme weather, and other 

inputs render IAMs unreliable guides for 

policymakers. Correcting the shortcomings of two of 

the leading IAMs – the DICE and FUND models – 

results in a superior analysis that, unsurprisingly, 

arrives at a very different conclusion, a “social cost 

of carbon” that is either zero or negative, meaning the 

social benefits of each additional unit of CO2 emitted 

exceed its social costs (Dayaratna et al., 2017). 

Figure SPM.9 summarizes evidence presented in 

previous chapters for all the costs and benefits of 

fossil fuels. While not exhaustive, the list of impacts 

in Figure SPM.9 includes most of the topics 

addressed by the IPCC’s Working Group II and can 

be compared to Assessment Box SPM.2 Table 1 in its 

Summary for Policymakers (IPCC, 2014a, pp. 21–5). 

The new review finds 16 of 25 impacts are net 

benefits, only one is a net cost, and the rest are either 

unknown or likely to have no net impact. 

 

 
 
Figure SPM.9 
Impact of fossil fuels on human well-being 

 

Impact Benefit or 
Cost 

Observations Chapter 
References 

Acid rain No net impact Once feared to be a major environmental threat, the deposition of 
sulfuric and nitric acid due to smokestack emissions, so-called “acid 
rain,” was later found not to be a threat to forest health and to affect 
only a few bodies of water, where remediation with lime is an 
inexpensive solution. The fertilizing effect of nitrogen deposition 
more than offsets its harms to vegetation. Dramatic reductions in 
SO2 and NO2 emissions since the 1980s mean “acid rain” has no net 
impact on human well-being today. 

5.1, 6.1 

Agriculture Benefit Fossil fuels have contributed to the enormous improvement in crop 
yields by making artificial fertilizers, mechanization, and modern 
food processing techniques possible. Higher atmospheric CO2 levels 
are causing plants to grow better and require less water. Numerous 
studies show the aerial fertilization effect of CO2 is improving global 
agricultural productivity, on average by 15%. 

3.3, 4.1, 5.2, 
5.3, 7.2, 8.2 

Air quality Benefit Exposure to potentially harmful chemicals in the air has fallen 
dramatically during the modern era thanks to the prosperity, 
technologies, and values made possible by fossil fuels. Safe and 
clean fossil fuels made it possible to rapidly increase energy 
consumption while improving air quality. 

5.2, Chapter 6 

Catastrophes Unknown No scientific forecasts of possible catastrophes triggered by global 
warming have been made. CO2 is not a “trigger” for abrupt climate 
change. Inexpensive fossil fuel energy greatly facilitates recovery. 

7.2, 8.2 

Conflict Benefit The occurrence of violent conflicts around the world has fallen 
dramatically thanks to prosperity and the spread of democracy made 
possible by affordable and reliable energy and a secure food supply. 

7.1, 7.3, 8.2 

Democracy Benefit Prosperity is closely correlated with the values and institutions that 
sustain democratic governments. Tyranny promoted by zero-sum 

7.1 
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Impact Benefit or 
Cost 

Observations Chapter 
References 

wealth is eliminated. Without fossil fuels, there would be fewer 
democracies in the world. 

Drought No net impact There has been no increase in the frequency or intensity of drought 
in the modern era. Rising CO2 lets plants use water more efficiently, 
helping them overcome stressful conditions imposed by drought. 

2.3, 5.3 

Economic 
growth 
(consumption) 

Benefit Affordable and reliable energy is positively correlated with economic 
growth rates everywhere in the world. Fossil fuels were 
indispensable to the three Industrial Revolutions that produced the 
unprecedented global rise in human prosperity. 

Chapter 3, 
4.1, 5.2, 7.1, 
7.2 

Electrification Benefit Transmitted electricity, one of the greatest inventions in human 
history, protects human health in many ways. Fossil fuels directly 
produce some 80% of electric power in the world. Without fossil 
fuels, alternative energies could not be built or relied on for 
continuous power. 

Chapter 3, 4.1 

Environmental 
protection 

Benefit Fossil fuels power the technologies that make it possible to meet 
human needs while using fewer natural resources and less surface 
space. The aerial CO2 fertilization effect has produced a substantial 
net greening of the planet, especially in arid areas, that has been 
measured using satellites. 

1.3, Chapter 5 

Extreme 
weather 

No net impact There has been no increase in the frequency or intensity of extreme 
weather in the modern era, and therefore no reason to expect any 
economic damages to result from CO2 emissions. 

2.3, 8.2 

Forestry Benefit Fossil fuels made it possible to replace horses as the primary means 
of transportation, saving millions of acres of land for forests. 
Elevated CO2 concentrations have positive effects on forest growth 
and health, including efficiency of water use. Rising CO2 has 
reduced and overridden the negative effects of ozone pollution on 
the photosynthesis, growth, and yield of nearly all the trees that have 
been evaluated experimentally. 

5.3 

Human 
development 

Benefit Affordable energy and electrification, better derived from fossil fuels 
than from renewable energies, are closely correlated with the United 
Nations’ Human Development Index and advance what the IPCC 
labels “human capital.” 

3.2, 4.1, 7.2 

Human health Benefit Fossil fuels contribute strongly to the dramatic lengthening of 
average lifespans in all parts of the world by improving nutrition, 
health care, and human safety and welfare. (See also “Air quality.”) 

3.2, Chapter 
4, 5.2 

Human 
settlements/ 
migration 

Unknown Forced migrations due to sea-level rise or hydrological changes 
attributable to man-made climate change have yet to be 
documented and are unlikely since the global average rate of sea-
level rise has not accelerated. Climate change is as likely to 
decrease as increase the number of people forced to migrate. 

7.3 

Ocean 
acidification 

Unknown Many laboratory and field studies demonstrate growth and 
developmental improvements in aquatic life in response to higher 
temperatures and reduced water pH levels. Other research 
illustrates the capability of both marine and freshwater species to 
tolerate and adapt to the rising temperature and pH decline of the 
planet’s water bodies.  

5.5 

Oil spills Cost Oil spills can harm fish and other aquatic life and contaminate 
drinking water. The harm is minimized because petroleum is 
typically reformed by dispersion, evaporation, sinking, dissolution, 
emulsification, photo-oxidation, resurfacing, tar-ball formation, and 
biodegradation. 

5.1 

Other market 
sectors 

No net impact The losses incurred by some businesses due to climate change, 
whether man-made or natural, will be offset by profits made by other 

1.2, 7.2 
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Impact Benefit or 
Cost 

Observations Chapter 
References 

businesses taking advantage of new opportunities to meet consumer 
wants. Institutional adaptation, including of markets, to a small and 
slow warming is likely. 

Polar ice 
melting 

Unknown What melting is occurring in mountain glaciers, Arctic sea ice, and 
polar icecaps is not occurring at “unnatural” rates and does not 
constitute evidence of a human impact on the climate. Global sea-
ice cover remains similar in area to that at the start of satellite 
observations in 1979, with ice shrinkage in the Arctic Ocean offset 
by growth around Antarctica. 

2.3 

Sea-level rise No net impact There has been no increase in the rate of increase in global average 
sea level in the modern era, and therefore no reason to expect any 
economic damages to result from it. Local sea levels change in 
response to factors other than climate. 

2.3, 8.2 

Sustainability Benefit Fossil fuels are a sustainable source of energy today and for the 
foreseeable future. Their impacts do not endanger human health or 
the environment. A market-based transition to alternative fuels will 
occur when supply and demand require it. 

1.5, 5.2 

Temperature-
related mortality 

Benefit Cold weather kills more people than warm weather, and fossil fuels 
enable people to protect themselves from temperature extremes. A 
world made warmer and more prosperous by fossil fuels would see 
a net decrease in temperature-related mortality. 

4.2 

Transportation Benefit Fossil fuels revolutionized society by making transportation faster, 
less expensive, and safer for everyone. The increase in human, raw 
material, and product mobility was a huge boon for humanity, with 
implications for agriculture, education, health care, and economic 
development. 

4.1 

Vector-borne 
diseases 

No net impact Warming will have no impact on insect-borne diseases because 
temperature plays only a small role in the spread of these diseases. 
The technologies and prosperity made possible by fossil fuels 
eliminated the threat of malaria in developed countries and could do 
the same in developing countries regardless of climate change. 

4.6 

Water 
resources 

Benefit While access to water is limited by climate and other factors in many 
locations around the world, there is little evidence warming would 
have a net negative effect on the situation. Fossil fuels made it 
possible for water quality in the United States and other industrial 
countries to improve substantially while improving water use 
efficiency by about 30% over the past 35 years. Aerial CO2 
fertilization improves plant water use efficiency, reducing the 
demand for irrigation. 

5.2, 5.3 

 

The IPCC’s Working Group II says CO2 

emissions must be cut by between 40% and 70% 

from 2010 levels by 2050 in order to prevent the 

~2°C of warming (since pre-industrial times) that 

would otherwise occur by that year (IPCC, 2014b, 

pp. 10, 12). Since economic growth is closely related 

to CO2 emissions (a proxy for the use of fossil fuels 

to generate primary energy), the opportunity cost of 

reducing greenhouse gas (GHG) emissions includes 

the lost economic prosperity that otherwise would 

have occurred. Original analysis for this book shows 

that when this factor is accounted for, reducing 

GHGs to 70% below 2010 levels by 2050 would 

lower world GDP in 2050 by 21% from baseline 

forecasts. World GDP would be about $231 trillion 

instead of the $292 trillion now forecast by the World 

Bank, a loss of $61 trillion.  

The IPCC also overlooked the physical limits 

wind and solar energy face preventing them from 

generating enough dispatchable energy (available on 

demand 24/7) to entirely replace fossil fuels, so 

energy consumption must fall in order for emissions 

to fall. If global population continues to grow, then 

per-capita energy consumption must decline even 

faster. One estimate that takes this factor into account 

finds reducing GHG emissions by 80% by 2050
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Figure SPM.10 
Impact of fossil fuels on human health 

 

 

 
 

would reduce GDP by 81%, plunging the world into 

permanent economic recession and undoing all the 

progress made since 1905 (Tverberg, 2012).  

The IPCC estimates the cost of unabated climate 

change to be between 0.2% and 2% of GDP in 2050 

(IPCC, 2014a, p. 663) while the models it relies on 

produce an average estimate of 0.5%. That is the 

expected benefit of avoiding ~ 2°C of warming by 

2050. Since the cost of reducing CO2 emissions by 

70% is approximately 21% of projected GDP that 

year, the cost-benefit ratio is 42:1 (21 / 0.5). In other 

words, reducing anthropogenic GHG emissions 

enough to avoid a 2°C warming by 2050 would cost 

42 times as much as the benefits. The estimate by 

Tverberg (2012) taking into account the physical 

limits that prevent alternative energy sources from 

completely replacing fossil fuels produces an 

alarming cost-benefit ratio of 162:1 (81 / 0.5). 

Cost-benefit analysis can also be applied to 

greenhouse gas mitigation programs to produce like-

to-like comparisons of their cost-effectiveness. The 

cap-and-trade bill considered by the U.S. Congress in 

2009, for example, would have cost 7.4 times more 

than its benefits, even assuming all of the IPCC’s 

assumptions and claims about climate science were 

correct. Other bills and programs already in effect 

have costs exceeding benefits by factors up to 7,000 

(Monckton, 2016). In short, even accepting the 
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IPCC’s flawed science and scenarios, there is no 

justification for adopting GHG emission mitigation 

programs. 

 

 
Conclusion 

Fossil fuels have benefited humanity by making 

possible the prosperity that occurred since the first 

Industrial Revolution, which made possible 

investments in goods and services that are essential to 

protecting human health and prolonging human life. 

Fossil fuels also power the technologies that reduce 

the environmental impact of a growing human 

population, saving space for wildlife.  

The IPCC and national governments around the 

world claim the negative impacts of global warming 

on human health and security, occurring now or 

likely to occur in the future, more than offset the 

benefits that come from the use of fossil fuels. This 

claim lacks any scientific or economic basis. The 

benefits of fossil fuels are nowhere reported in the 

IPCC’s assessment reports. The analysis conducted 

here for the first time finds nearly all the impacts of 

fossil fuel use on human well-being are net positive 

(benefits minus costs), near zero (no net benefit or 

cost), or are simply unknown.  

The alleged negative human health impacts due 

to air pollution are exaggerated by researchers who 

violate the Bradford Hill Criteria and rely too heavily 

on epidemiological studies finding weak relative 

risks. The alleged negative impacts on human 

security due to climate change depend on tenuous 

chains of causality that find little support in the peer-

reviewed literature. 

In conclusion, the IPCC and its national 

counterparts have not conducted proper cost-benefit 

analyses of fossil fuels, global warming, or 

regulations designed to force a transition away from 

fossil fuels. The global war on fossil fuels, which 

commenced in earnest in the 1980s and reached a 

fever pitch in the second decade of the twenty-first 

century, was never founded on sound science or 

economics. The authors of and contributors to 

Climate Change Reconsidered II: Fossil Fuels urge 

the world’s policymakers to acknowledge this truth 

and end that war. 
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1. Environmental Economics 

Introduction No one should assume the “science is settled” regarding anthropogenic climate change or 
that the only role for economists is to recommend the most efficient way to reduce “carbon 
pollution.” 

1.1 History  

 Economists have been addressing environmental issues since the discipline was founded 
in the eighteenth century. 

 Economies and ecological systems have many commonalities, with the result that 
economics and ecology share many key concepts. 

 Economists have shown markets can manage access to common-pool resources better 
than government agencies. 

1.2 Key Concepts 

1.2.1 Opportunity Cost The cost of any choice is the value of forgone uses of the funds or time spent. Economists 
call this “opportunity cost.” 

1.2.2 Competing Values Climate change is not a conflict between people who are selfish and those who are 
altruistic. People who oppose immediate action to reduce greenhouse gas emissions are 
just as ethical or moral as those who support such action. 

1.2.3 Prices Market prices capture and make public local knowledge that is complex, dispersed, and 
constantly changing. 

1.2.4 Incentives Most human action can be understood by understanding the incentives people face. “Moral 
hazard” occurs when people are able to escape full responsibility for their actions. 

1.2.5 Trade Trade creates value by making both parties better off. 

1.2.6 Profits and Losses Profits and losses direct investments to their highest and best uses. 

1.2.7 Unintended 
Consequences 

The art of economics consists in looking not merely at the immediate but at the longer-
term effects of any act or policy. 

1.2.8 Discount Rates Discount rates, sometimes referred to as the “social rate of time preference,” are used to 
determine the current value of future costs and benefits. 

1.2.9 Cost-benefit Analysis Cost-benefit analysis, when performed correctly, can lead to better public policy decisions. 
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1.3 Private Environmental Protection 

1.3.1 Common-pool 
Resources 

Common-pool resources have been successfully protected by tort and nuisance laws and 
managed by nongovernmental organizations. 

1.3.2 Cooperation Voluntary cooperation can generate efficient solutions to conflicts involving negative 
externalities. 

1.3.3 Prosperity Prosperity leads to environmental protection becoming a higher social value and provides 
the resources needed to make it possible. 

1.3.4 Local Knowledge The information needed to anticipate changes and decide how best to respond is local 
knowledge and the most efficient responses will be local solutions. 

1.3.5 Ecological 
Economics 

“Ecological economics” is not a reliable substitute for rigorous mainstream environmental 
economics.  

1.4 Government Environmental Protection 

1.4.1 Property Rights Governments can protect the environment by helping to define and enforce property rights. 

1.4.2 Regulation Regulations often fail to achieve their objectives due to the conflicting incentives of 
individuals in governments and the absence of reliable and local knowledge. 

 Evidence of “market failure” does not mean government intervention can improve market 
outcomes. 

1.4.3 Bureaucracy Government bureaucracies predictably fall victim to regulatory capture, tunnel vision, moral 
hazard, and corruption. 

1.4.4 Rational Ignorance Voters have little incentive to become knowledgeable about many public policy issues. 
Economists call this “rational ignorance.” 

1.4.5 Rent-seeking 
Behavior 

Government’s ability to promote the goals of some citizens at the expense of others leads 
to resources being diverted from production into political action. Economists call this “rent-
seeking behavior.” 

1.4.6 Displacement Government policies that erode the protection of property rights reduce the incentive and 
ability of owners to protect and conserve their resources. Those policies displace, rather 
than improve or add to, private environmental protection. 

1.4.7 Leakage “Leakage” occurs when the emissions reduced by a regulation are partially or entirely offset 
by changes in behavior. 

1.5 Future Generations 

1.5.1 Conservation and 
Protection 

Capital markets create information, signals, and incentives to manage assets for long-term 
value. 

1.5.2 Innovation Markets reward innovations that protect the environment by using less energy and fewer 
raw materials per unit of output. 

1.5.3 Small versus Big 
Mistakes 

Mistakes made in markets tend to be small and self-correcting. Mistakes made by 
governments tend to be big and more likely to have catastrophic effects. 

1.6 Conclusion  

 Climate change is not a problem to be solved by markets or government intervention. It is a 
complex phenomenon involving choices made by millions or even billions of people 
producing countless externalities both positive and negative. 

 The best responses to climate change are likely to arise from voluntary cooperation 
mediated by nongovernmental entities using knowledge of local costs and opportunities. 

 Energy freedom – allowing markets rather than governments to make important choices 
about which fuels to use – can turn climate change from a possible tragedy of the commons 
into an opportunity of the commons. 
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2. Climate Science 

2.1 A Science Tutorial 

2.1.1 Methodology The Scientific Method is a series of requirements imposed on scientists to ensure the 
integrity of their work. The IPCC has not followed established rules that guide scientific 
research. 

 Appealing to consensus may have a place in science, but should never be used as a 
means of shutting down debate. 

 Uncertainty in science is unavoidable but must be acknowledged. Many declaratory and 
predictive statements about the global climate that appear in the IPCC’s reports are not 
warranted by science. 

2.1.2 Observations Surface air temperature is governed by energy flow from the Sun to Earth and from Earth 
back into space. Whatever diminishes or intensifies this energy flow can change air 
temperature. 

 Levels of carbon dioxide (CO2) and methane (CH4) in the atmosphere are governed by 
processes of the carbon cycle. Exchange rates and other climatological processes are 
poorly understood. 

 The geological record shows temperatures and CO2 levels in the atmosphere have not been 
stable, making untenable the IPCC’s assumption that they would be stable in the future in 
the absence of human emissions. 

 Water vapor is the dominant greenhouse gas owing to its abundance in the atmosphere and 
the wide range of spectra in which it absorbs radiation. Carbon dioxide absorbs energy only 
in a very narrow range of the longwave infrared spectrum. 

2.2 Controversies 

2.2.1 Temperature 
Records 

Reconstructions of average global surface temperature differ depending on the methodology 
used. The warming of the twentieth and early twenty-first centuries has not been shown to 
be beyond the bounds of natural variability. 

2.2.2 Climate Models General circulation models (GCMs) are unable to accurately depict complex climate 
processes. They do not accurately hindcast or forecast the climate effects of anthropogenic 
greenhouse gas emissions. 

2.2.3 Climate Sensitivity Estimates of equilibrium climate sensitivity (the amount of warming that would occur 
following a doubling of atmospheric CO2 level) range widely. The IPCC’s estimate is higher 
than many recent estimates. 

2.2.4 Solar Influence Solar irradiance, magnetic fields, UV fluxes, cosmic rays, and other solar activity may have 
greater influence on climate than climate models and the IPCC currently assume. 

2.3 Climate Impacts  

2.3.1 Severe Weather 
Events 

There is little evidence that the warming of the twentieth and early twenty-first centuries has 
caused a general increase in severe weather events. Meteorological science suggests a 
warmer world would see milder weather patterns. 

 The link between warming and drought is weak, and by some measures drought decreased 
over the twentieth century. Changes in the hydrosphere of this type are regionally highly 
variable and show a closer correlation with multidecadal climate rhythmicity than they do 
with global temperature. 

2.3.2 Melting Ice The Antarctic ice sheet is likely to be unchanged or is gaining ice mass. Antarctic sea ice is 
gaining in extent, not retreating. Recent trends in the Greenland ice sheet mass and Arctic 
sea ice are not outside natural variability. 

2.3.3 Sea-level Rise Long-running coastal tide gauges show the rate of sea-level rise is not accelerating. Local 
and regional sea levels exhibit typical natural variability. 

2.3.4 Harm to Plant Life 
 

The effects of elevated CO2 on plant characteristics are net positive, including increasing 
rates of photosynthesis and biomass production. 
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2.4 Why Scientists Disagree 

2.4.1 Scientific 
Uncertainties 

Fundamental uncertainties and disagreements prevent science from determining whether 
human greenhouse gas emissions are having effects on Earth’s atmosphere that could 
endanger life on the planet. 

2.4.2 An Interdisciplinary 
Subject 

Climate is an interdisciplinary subject requiring insights from many fields of study. Very few 
scholars have mastery of more than one or two of these disciplines. 

2.4.3 Failure of the IPCC Many scientists trust the Intergovernmental Panel on Climate Change (IPCC) to objectively 
report the latest scientific findings on climate change, but it has failed to produce balanced 
reports and has allowed its findings to be misrepresented to the public. 

2.4.4 Tunnel Vision Climate scientists, like all humans, can have tunnel vision. Bias, even or especially if 
subconscious, can be especially pernicious when data are equivocal and allow multiple 
interpretations, as in climatology. 

2.5 Appeals to Consensus 

2.5.1 Flawed Surveys Surveys and abstract-counting exercises that are said to show a “scientific consensus” on 
the causes and consequences of climate change invariably ask the wrong questions or the 
wrong people. No survey data exist supporting claims of consensus on important scientific 
questions. 

2.5.2 Evidence of Lack of 
Consensus 

Some survey data, petitions, and peer-reviewed research show deep disagreement among 
scientists on issues that must be resolved before the anthropogenic global warming 
hypothesis can be accepted. 

2.5.3 Petition Project Some 31,000 scientists have signed a petition saying “there is no convincing scientific 
evidence that human release of carbon dioxide, methane, or other greenhouse gases is 
causing or will, in the foreseeable future, cause catastrophic heating of the Earth’s 
atmosphere and disruption of the Earth’s climate.” 

2.5.4 Conclusion Because scientists disagree, policymakers must exercise special care in choosing where 
they turn for advice. 

2.6 Conclusion 

Fundamental uncertainties arising from insufficient observational evidence and 
disagreements over how to interpret data and set the parameters of models prevent science 
from determining whether human greenhouse gas emissions are having effects on Earth’s 
atmosphere that could endanger life on the planet.  

There is no compelling scientific evidence of long-term trends in global mean temperatures 
or climate impacts that exceed natural variability. 

 

3. Human Prosperity 

3.1 An Energy Tutorial 

3.1.1 Definitions Some key concepts include energy, power, watts, joules, and power density. 

3.1.2 Efficiency Advances in efficiency mean we live lives surrounded by the latest conveniences, yet we 
use only about 3.5 times as much energy per capita as did our ancestors in George 
Washington’s time. 

3.1.3 Energy Uses Increased use of energy and greater energy efficiency have enabled great advances in 
artificial light, heat generation, and transportation. 

3.1.4 Energy Sources Fossil fuels supply 81% of the primary energy consumed globally and 78% of energy 
consumed in the United States. 

3.1.5 Intermittency Due to the nature of wind and sunlight, wind turbines and solar photovoltaic (PV) cells can 
produce power only intermittently. 

3.2 Three Industrial Revolutions 

3.2.1 Creating Modernity Fossil fuels make possible such transformative technologies as nitrogen fertilizer, concrete, 
the steam engine and cotton gin, electrification, the internal combustion engine, and the 
computer and Internet revolution. 
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3.2.2 Electrification Electricity powered by fossil fuels has made the world a healthier, safer, and more 
productive place. 

3.2.3 Human Well-being Access to energy is closely associated with key measures of global human development 
including per-capita GDP, consumption expenditure, urbanization rate, life expectancy at 
birth, and the adult literacy rate. 

3.3 Food Production 

3.3.1 Fertilizer and 
Mechanization 

Fossil fuels have greatly increased farm worker productivity thanks to nitrogen fertilizer 
created by the Haber-Bosch process and farm machinery built with and fueled by fossil 
fuels. 

3.3.2 Aerial Fertilization Higher levels of carbon dioxide (CO2) in the atmosphere act as fertilizer for the world’s 
plants. 

3.3.3 Economic Value of 
Aerial Fertilization 

The aerial fertilization effect of rising levels of atmospheric CO2 produced global economic 
benefits of $3.2 trillion from 1961 to 2011 and currently amount to approximately 
$170 billion annually. 

3.3.4 Future Value of Aerial 
Fertilization 

Over the period 2012 through 2050, the cumulative global economic benefit of aerial 
fertilization will be approximately $9.8 trillion. 

3.3.5 Proposals to Reduce 
CO2 

Reducing global CO2 emissions by 28% from 2005 levels, the reduction President Barack 
Obama proposed in 2015 for the United States, would reduce aerial fertilization benefits by 
$78 billion annually. 

3.4 Why Fossil Fuels? 

3.4.1 Power Density Fossil fuels have higher power density than all alternative energy sources except nuclear 
power. 

3.4.2 Sufficient Supply Fossil fuels are the only sources of fuel available in sufficient quantities to meet the needs 
of modern civilization. 

3.4.3 Flexibility Fossil fuels provide energy in the forms needed to make electricity dispatchable (available 
on demand 24/7), and they can be economically transported to or stored near the places 
where energy is needed. 

3.4.4 Inexpensive Fossil fuels in the United States are so inexpensive that they make home heating, 
electricity, and transportation affordable for even low-income households. 

3.5 Alternatives to Fossil Fuels 

3.5.1 Lower Power Density The low power density of alternatives to fossil fuels is a crippling deficiency that prevents 
them from ever replacing fossil fuels in most applications. 

3.5.2 Limited Supply Wind, solar, and biofuels cannot be produced and delivered where needed in sufficient 
quantities to meet current and projected energy needs. 

3.5.3 Intermittency Due to their intermittency, solar and wind cannot power the revolving turbine generators 
needed to create dispatchable energy. 

3.5.4 High Cost Electricity from new wind capacity costs approximately 2.7 times as much as electricity 
from existing coal, 3 times more than natural gas, and 3.7 times more than nuclear power. 

3.5.5 Future Cost The cost of alternative energies will fall too slowly to close the gap with fossil fuels before 
hitting physical limits on their capacity. 

3.6 Economic Value of Fossil Fuels 

3.6.1 Energy and GDP Abundant and affordable energy supplies play a key role in enabling economic growth. 

3.6.2 Estimates of 
Economic Value 

Estimates of the value of fossil fuels vary but converge on very high numbers. Coal alone 
delivered economic benefits worth between $1.3 trillion and $1.8 trillion of U.S. GDP in 
2015. 

 Reducing global reliance on fossil fuels by 80% by 2050 would probably reduce global GDP 
by $137.5 trillion from baselines projections. 
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4. Human Health Benefits 

4.1 Modernity and Public Health 

4.1.1 Technology and 
Health 

Fossil fuels improved human well-being and safety by powering labor-saving and life-
protecting technologies such as cars and trucks, plastics, and modern medicine. 

4.1.2 Public Health Trends Fossil fuels play a key and indispensable role in the global increase in life expectancy. 

4.2 Morality Rates 

 Cold weather kills more people than warm weather. A warmer world would see a net 
decrease in temperature-related mortality in virtually all parts of the world, even those with 
tropical climates. 

 Weather is less extreme in a warmer world, resulting in fewer injuries and deaths due to 
storms, hurricanes, flooding, etc. 

4.3 Cardiovascular Disease 

 Higher surface temperatures would reduce the incidence of fatal coronary events related to 
low temperatures and wintry weather by a greater degree than they would increase the 
incidence associated with high temperatures and summer heat waves. 

 Non-fatal myocardial infarction is also less frequent during unseasonably warm periods 
than during unseasonably cold periods. 

4.4 Respiratory Disease 

 Climate change is not increasing the incidence of death, hospital visits, or loss of work or 
school time due to respiratory disease. 

 Low minimum temperatures are a greater risk factor than high temperatures for outpatient 
visits for respiratory diseases. 

4.5 Stroke 

 Higher surface temperatures would reduce the incidence of death due to stroke in many 
parts of the world, including Africa, Asia, Australia, the Caribbean, Europe, Japan, Korea, 
Latin America, and Russia. 

 Low minimum temperatures are a greater risk factor than high temperatures for stroke 
incidence and hospitalization. 

4.6 Insect-borne Diseases 

 Higher surface temperatures are not leading to increases in mosquito-transmitted and tick-
borne diseases such as malaria, yellow fever, viral encephalitis, and dengue fever. 

4.6.1 Malaria 
 

Extensive scientific information and experimental research contradict the claim that malaria 
will expand across the globe and intensify as a result of CO2-induced warming. 

4.6.2 Dengue Fever Concerns over large increases in dengue fever as a result of rising temperatures are 
unfounded and unsupported by the scientific literature, as climatic indices are poor 
predictors for dengue fever. 

4.6.3 Tick-borne Diseases Climate change has not been the most significant factor driving recent changes in the 
distribution or incidence of tick-borne diseases. 

4.7 Conclusion  

 Fossil fuels directly benefit human health and longevity by powering labor-saving and life-
protecting technologies and perhaps indirectly by contributing to a warmer world. 

 

5. Environmental Benefits  

5.1 Fossil Fuels in the Environment 

 Fossil fuels are composed mainly of carbon and hydrogen atoms (and oxygen, in the case of 
low-grade coal). Carbon and hydrogen appear abundantly throughout the universe and on 
Earth. 
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 In addition to mining and drilling, hydrocarbons also enter the environment through natural 
seepage, industrial and municipal effluent and run-off, leakage from underground storage or 
wells, and spills and other accidental releases. 

 The chemical characteristics of fossil fuels make them uniquely potent sources of fuel. They 
are more abundant, compact, and reliable, and cheaper and safer to use, than other energy 
sources. 

5.2 Direct Benefits 

5.2.1 Efficiency The greater efficiency made possible by technologies powered by fossil fuels makes it 
possible to meet human needs while using fewer natural resources, thereby benefiting the 
environment. 

5.2.2 Saving Land for 
Wildlife 

Fossil fuels make it possible for humanity to flourish while still preserving much of the land 
needed by wildlife to survive. 

5.2.3 Prosperity The prosperity made possible by fossil fuels has made environmental protection both highly 
valued and financially possible, producing a world that is cleaner and safer than it would 
have been in their absence. 

5.3. Impact on Plants 

5.3.1 Introduction  

5.3.2 Ecosystem Effects Elevated CO2 improves the productivity of ecosystems both in plant tissues aboveground 
and in the soils beneath them. 

5.3.3 Plants under Stress Atmospheric CO2 enrichment ameliorates the negative effects of a number of environmental 
plant stresses including high temperatures, air and soil pollutants, herbivory, nitrogen 
deprivation, and high levels of soil salinity. 

5.3.4 Water Use Efficiency Exposure to elevated levels of atmospheric CO2 prompts plants to increase the efficiency of 
their use of water, enabling them to grow and reproduce where it previously has been too 
dry for them to exist. 

5.3.5 Future Impacts on 
Plants 

The productivity of the biosphere is increasing in large measure due to the aerial fertilization 
effect of rising atmospheric CO2. 

 The benefits of CO2 enrichment will continue even if atmospheric CO2 rises to levels far 
beyond those forecast by the IPCC. 

5.4 Impact on Terrestrial Animals 

 The IPCC’s forecasts of possible extinctions of terrestrial animals are based on computer 
models that have been falsified by data on temperature changes, other climatic conditions, 
and real-world changes in wildlife populations. 

5.4.1 Evidence of Ability 
to Adapt 
 

Animal species are capable of migrating, evolving, and otherwise adapting to changes in 
climate that are greater and more sudden than what is likely to result from the human impact 
on the global climate. 

5.4.2 Future Impacts on 
Terrestrial Animals 

Although there likely will be some changes in terrestrial animal population dynamics, few if 
any will be driven even close to extinction. 

5.5 Impact on Aquatic Life 

 The IPCC’s forecasts of dire consequences for life in the world’s oceans rely on falsified 
computer models and are contradicted by real-world observations. 

5.5.1 Evidence of Ability 
to Adapt 

Aquatic life demonstrates tolerance, adaptation, and even growth and developmental 
improvements in response to higher temperatures and reduced water pH levels 
(“acidification”). 

5.5.2 Future Impacts on 
Aquatic Life 

The pessimistic projections of the IPCC give way to considerable optimism with respect to 
the future of the planet’s marine life. 

5.6 Conclusion  

 Combustion of fossil fuels has helped and will continue to help plants and animals thrive 
leading to shrinking deserts, expanded habitat for wildlife, and greater biodiversity. 
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6. Air Quality 

6.1 An Air Quality Tutorial 

6.1.1 Chemistry The combustion of fossil fuels without air pollution abatement technology releases chemicals 
known to be harmful to humans, other animal life, and plants. 

6.1.2 Exposure At low levels of exposure, the chemical compounds produced by burning fossil fuels are not 
known to be toxic. 

6.1.3 Trends Exposure to potentially harmful emissions from the burning of fossil fuels in the United 
States declined rapidly in recent decades and is now at nearly undetectable levels. 

6.1.4 Interpreting 
Exposure Data 

Exposure to chemical compounds produced during the combustion of fossil fuels is unlikely 
to cause any fatalities in the United States. 

6.2 Failure of the EPA 

6.2.1 A Faulty Mission Due to its faulty mission, flawed paradigm, and political pressures on it to chase the 
impossible goal of zero risk, the U.S. Environmental Protection Agency (EPA) is an 
unreliable source of research on air quality and its impact on human health. 

6.2.2 Violating the 
Scientific Method 

The EPA makes many assumptions about relationships between air quality and human 
health, often in violation of the Bradford Hill Criteria and other basic requirements of the 
Scientific Method. 

6.2.3 Lack of Integrity and 
Transparency 

The EPA has relied on research that cannot be replicated and violates basic protocols for 
conflict of interest, peer review, and transparency. 

 By conducting human experiments involving exposure to levels of particulate matter and 
other pollutants it claims to be deadly, the EPA reveals it doesn’t believe its own 
epidemiology-based claims of a deadly threat to public health. 

 While the new administration has pledged to improve matters, some current regulations and 
ambient air quality standards are based on flawed data. 

6.3 Observational Studies 

6.3.1 Reliance on 
Observational Studies  

Observational studies are easily manipulated, cannot prove causation, and often do not 
support a hypothesis of toxicity with the small associations found in uncontrolled 
observational studies. 

 Observational studies cited by the EPA fail to show relative risks (RR) that would suggest a 
causal relationship between chemical compounds released during the combustion of fossil 
fuels and adverse human health effects. 

6.3.2 The Particulate 
Matter Scare 

Real-world data and common sense contradict claims that ambient levels of particulate 
matter kill hundreds of thousands of Americans and millions of people around the world 
annually. 

6.4 Circumstantial Evidence 

 Circumstantial evidence cited by the EPA and other air quality regulators is easily refuted by 
pointing to contradictory evidence. 

 EPA cannot point to any cases of death due to inhaling particulate matter, even in 
environments where its National Ambient Air Quality Standard (NAAQS) is exceeded by 
orders of magnitude. 

 Life expectancy continues to rise in the United States and globally despite what should be a 
huge death toll, said to be equal to the entire death toll caused by cancer, attributed by the 
EPA and WHO to just a single pollutant, particulate matter. 

6.5 Conclusion 

 It is unlikely that the chemical compounds created during the combustion of fossil fuels kill or 
harm anyone in the United States, though it may be a legitimate health concern in third-
world countries that rely on burning biofuels and fossil fuels without modern emission control 
technologies. 
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7. Human Security 

7.1 Fossil Fuels 

7.1.1 Prosperity As the world has grown more prosperous, threats to human security have become less 
common. The prosperity that fossil fuels make possible, including helping produce sufficient 
food for a growing global population, is a major reason the world is safer than ever before. 

7.1.2 Democracy Prosperity is closely correlated with democracy, and democracies have lower rates of 
violence and go to war less frequently than any other form of government. Because fossil 
fuels make the spread of democracy possible, they contribute to human security. 

7.1.3 Wars for Oil The cost of wars fought in the Middle East is not properly counted as one of the “social costs 
of carbon” as those conflicts have origins and justifications unrelated to oil. 

 Limiting access to affordable energy threatens to prolong and exacerbate poverty in 
developing countries, increasing the likelihood of domestic violence, state failure, and 
regional conflict. 

7.2 Climate Change 

7.2.1 The IPCC’s 
Perspective 

The IPCC claims global warming threatens “the vital core of human lives” in multiple ways, 
many of them unquantifiable, unproven, and uncertain. The narrative in Chapter 12 of the 
Fifth Assessment Report illustrates the IPCC’s misuse of language to hide uncertainty and 
exaggerate risks. 

7.2.2 Extreme Weather Real-world data offer little support for predictions that CO2-induced global warming will 
increase either the frequency or intensity of extreme weather events. 

7.2.3 Sea-level Rise Little real-world evidence supports the claim that global sea level is currently affected by 
atmospheric CO2 concentrations, and there is little reason to believe future impacts would be 
distinguishable from local changes in sea level due to non-climate related factors. 

7.2.4 Agriculture Alleged threats to agriculture and food security are contradicted by biological science and 
empirical data regarding crop yields and human hunger. 

7.2.5 Human Capital Alleged threats to human capital – human health, education, and longevity – are almost 
entirely speculative and undocumented. There is no evidence climate change has eroded or 
will erode livelihoods or human progress. 

7.3 Violent Conflict 

7.3.1 Empirical Research Empirical research shows no direct association between climate change and violent conflicts. 

7.3.2 Methodological 
Problems 

The climate-conflict hypothesis is a series of arguments linked together in a chain, so if any 
one of the links is disproven, the hypothesis is invalidated. The academic literature on the 
relationship between climate and social conflict reveals at least six methodological problems 
that affect efforts to connect the two. 

7.3.3 Alleged Sources of 
Conflict 

The scholarly literature does not support the IPCC’s claim that climate change intensifies 
alleged sources of violent conflict including abrupt climate changes, access to water, famine, 
resource scarcity, and refugee flows. 

7.3.4 U.S. Military Policy Climate change does not pose a military threat to the United States. President Donald Trump 
was right to remove it from the Pentagon’s list of threats to national security. 

7.3.5 Conclusion Predictions that climate change will lead directly or indirectly to violent conflict are not 
testable. They presume mediating institutions and human capital will not resolve conflicts 
before they escalate to violence. 

7.4 Human History 

7.4.1 China Extensive historical research in China reveals a close and positive relationship between a 
warmer climate and peace and prosperity, and between a cooler climate and war and 
poverty. 

7.4.2 Rest of the World The IPCC relies on second- or third-hand information with little empirical backing when 
commenting on the implications of climate change for conflict. 

7.5 Conclusion 

 It is probably impossible to attribute to the human impact on climate any negative impacts on 
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human security. Deaths and loss of income due to storms, flooding, and other weather-
related phenomena are and always have been part of the human condition.  

 Real-world evidence demonstrates warmer weather is closely associated with peace and 
prosperity, and cooler weather with war and poverty. A warmer world, should it occur, is 
therefore more likely to bring about peace and prosperity than war and poverty. 

 

8. Cost-Benefit Analysis 

8.1 CBA Basics 

 Cost-benefit analysis (CBA) is an economic tool that can help determine if the financial 
benefits over the lifetime of a project exceed its costs. 

8.1.1 Use in the Climate 
Change Debate 

In the climate change debate, CBA is used to answer four distinct questions about the costs 
and benefits of fossil fuels and the costs of measures to mitigate, rather than adapt to, 
climate change. 

8.1.2 Integrated 
Assessment Models 

Integrated assessment models (IAMs) are a key element of cost-benefit analysis in the 
climate change debate. They are enormously complex and can be programmed to arrive at 
widely varying conclusions. 

8.1.2.1 Background and 
Structure 

A typical IAM has four steps: emission scenarios, future CO2 concentrations, climate 
projections and impacts, and economic impacts. 

8.1.2.2 Propagation of 
Error 

IAMs suffer from propagation of error, sometimes called cascading uncertainties, whereby 
uncertainty in each stage of the analysis compounds, resulting in wide uncertainty bars 
surrounding any eventual results. 

8.1.3 IWG Reports The widely cited “social cost of carbon” calculations produced during the Obama 
administration by the Interagency Working Group on the Social Cost of Carbon have been 
withdrawn and are not reliable guides for policymakers. 

8.1.4 Stern Review The widely cited “Stern Review” was an important early attempt to apply cost-benefit 
analysis to climate change. Its authors focused on worst-case scenarios and failed to report 
profound uncertainties. 

8.2 Assumptions and Controversies 

8.2.1 Emission Scenarios Most IAMs rely on emission scenarios that are little more than guesses and speculative 
“storylines.” Even current greenhouse gas emissions cannot be measured accurately, and 
technology is likely to change future emissions in ways that cannot be predicted. 

8.2.2 Carbon Cycle IAMs falsely assume the carbon cycle is sufficiently understood and measured with sufficient 
accuracy as to make possible precise predictions of future levels of carbon dioxide (CO2) in 
the atmosphere. 

8.2.3 Climate Sensitivity Many IAMs rely on estimates of climate sensitivity – the amount of warming likely to occur 
from a doubling of the concentration of atmospheric carbon dioxide – that are too high, 
resulting in inflated estimates of future temperature change. 

8.2.4 Climate Impacts Many IAMs ignore the extensive scholarly research showing climate change will not lead to 
more extreme weather, flooding, droughts, or heat waves. 

8.2.5 Economic Impacts The “social cost of carbon” (SCC) derived from IAMs is an accounting fiction created to 
justify regulation of fossil fuels. It should not be used in serious conversations about how to 
address the possible threat of man-made climate change. 

8.2.5.1 The IPCC’s 
Findings 

The IPCC acknowledges great uncertainty over estimates of the “social cost of carbon” and 
estimates the impact of climate change on human welfare is small relative to many other 
factors and will barely affect global economic growth rates. 

8.2.5.2 Discount Rates Many IAMs apply discount rates to future costs and benefits that are much lower than the 
rates conventionally used in cost-benefit analysis and which are mandated by the U.S. 
Office of Management and Budget (OMB) for use by federal agencies. 

8.3 Climate Change 

8.3.1 The IPCC’s Findings By the IPCC’s own estimates, the cost of reducing emissions in 2050 by enough to avoid a 
warming of ~2° C would be 6.8 times as much as the benefits would be worth. 
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8.3.2 DICE and FUND 
Models 

Changing only three assumptions in two leading IAMs – the DICE and FUND models – 
reduces the SCC by an order of magnitude for the first and changes the sign from positive to 
negative for the second. 

8.3.3 A Negative SCC Under very reasonable assumptions, IAMs can suggest the SCC is more likely than not to 
be negative, even though they have many assumptions and biases that tend to exaggerate 
the negative effects of GHG emissions. 

8.4 Fossil Fuels 

8.4.1 Impacts of Fossil 
Fuels 

Sixteen of 25 possible impacts of fossil fuels on human well-being are net benefits, only one 
is a net cost, and the rest are either unknown or likely to have no net impact. 

8.4.2 Cost of Mitigation Wind and solar cannot generate enough dispatchable energy (available on demand 24/7) to 
replace fossil fuels, so energy consumption must fall in order for emissions to fall. 

8.4.2.1 High Cost of 
Reducing Emissions 

Transitioning from a world energy system dependent on fossil fuels to one relying on 
alternative energies would cost trillions of dollars and take decades to implement. 

8.4.2.2 High Cost of 
Reducing Energy 
Consumption 

Reducing greenhouse gas emissions to levels suggested by the IPCC or the goal set by the 
European Union would be prohibitively expensive. 

8.4.3 New Cost-benefit 
Ratios 

The evidence seems compelling that the costs of restricting use of fossil fuels greatly 
exceed the benefits, even accepting many of the IPCC’s very questionable assumptions. 

8.5 Regulations 

 Cost-benefit analysis applied to greenhouse gas mitigation programs can produce like-to-
like comparisons of their cost-effectiveness. 

 The cap-and-trade bill considered by the U.S. Congress in 2009 would have cost 7.4 times 
more than its benefits, even assuming all of the IPCC’s assumptions and claims about 
climate science were correct. 

 Other bills and programs already in effect have costs exceeding benefits by factors up to 
7,000. In short, even accepting the IPCC’s flawed science and scenarios, there is no 
justification for adopting expensive emission mitigation programs. 

8.6 Conclusion   

 The benefits of fossil fuels far outweigh their costs. Various scenarios of reducing 
greenhouse gas emissions have costs that exceed benefits by ratios ranging from 
6.8:1 to 162:1. 
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Key Findings 

Key findings of this chapter include the following: 

 

 

Introduction 

 No one should assume the “science is settled” 

regarding anthropogenic climate change or that 

the only role for economists is to recommend the 

most efficient way to reduce “carbon pollution.” 

 

History 

 Economists have been addressing environmental 

issues since the discipline was founded in the 

eighteenth century.  

 Economies and ecological systems have many 

commonalities, with the result that economics 

and ecology share many key concepts. 

 Economists have shown markets can manage 

access to common-pool resources better than 

government agencies.  

 

Key Concepts 

 The cost of any choice is the value of forgone 

uses of the funds or time spent. Economists call 

this “opportunity cost.” 

 Climate change is not a conflict between people 

who are selfish and those who are altruistic. 

People who oppose immediate action to reduce 

greenhouse gas emissions are just as ethical or 

moral as those who support such action. 

 Market prices capture and make public local 

knowledge that is complex, dispersed, and 

constantly changing. 

 Most human action can be understood by 

understanding the incentives people face. “Moral 

hazard” occurs when people are able to escape 

full responsibility for their actions. 

 Trade creates value by making both parties better 

off. 

 Profits and losses direct investments to their 

highest and best uses. 

 The art of economics consists in looking not 

merely at the immediate but at the longer-term 

effects of any act or policy. 

 Discount rates, sometimes referred to as the 

“social rate of time preference,” are used to 

determine the current value of future costs and 

benefits. 

 Cost-benefit analysis, when performed correctly, 

can lead to better public policy decisions.  

 

Private Environmental Protection 

 Common-pool resources have been successfully 

protected by tort and nuisance laws and managed 

by nongovernmental organizations. 

 Voluntary cooperation can generate efficient 

solutions to conflicts involving negative 

externalities. 

 Prosperity leads to environmental protection 

becoming a higher social value and provides the 

resources needed to make it possible. 

 The information needed to anticipate changes and 

decide how best to respond is local knowledge 

and the most efficient responses will be local 

solutions. 

 “Ecological economics” is not a reliable 

substitute for rigorous mainstream environmental 

economics. 

 

Government Environmental Protection 

 Governments can protect the environment by 

helping to define and enforce property rights. 

 Regulations often fail to achieve their objectives 

due to the conflicting incentives of individuals in 

governments and the absence of reliable and 

local knowledge. 
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 Evidence of “market failure” does not mean 

government intervention can improve market 

outcomes. 

 Government bureaucracies predictably fall victim 

to regulatory capture, tunnel vision, moral 

hazard, and corruption. 

 Voters have little incentive to become 

knowledgeable about many public policy issues. 

Economists call this “rational ignorance.” 

 Government’s ability to promote the goals of 

some citizens at the expense of others leads to 

resources being diverted from production to 

political action. Economists call this “rent-

seeking behavior.”  

 Government policies that erode the protection of 

property rights reduce the incentive and ability of 

owners to protect and conserve their resources. 

Those policies displace, rather than improve or 

add to, private environmental protection. 

 “Leakage” occurs when the emissions reduced by 

a regulation are partially or entirely offset by 

changes in behavior. 

 

Future Generations 

 Capital markets create information, signals, and 

incentives to manage assets for long-term value. 

 Markets reward innovations that protect the 

environment by using less energy and fewer raw 

materials per unit of output. 

 Mistakes made in markets tend to be small and 

self-correcting. Mistakes made by governments 

tend to be big and are more likely to have 

catastrophic effects. 

 

Conclusion 

 Climate change is not a problem to be solved by 

markets or government intervention. It is a 

complex phenomenon involving choices made by 

millions or even billions of people producing 

countless externalities both positive and negative.  

 The best responses to climate change are likely to 

arise from voluntary cooperation mediated by 

nongovernmental entities using knowledge of 

local costs and opportunities. 

 Energy freedom – allowing markets rather than 

governments to make important choices about 

which fuels to use – can turn climate change 

from a possible tragedy of the commons into an 

opportunity of the commons. 

 

Introduction 

No one should assume the “science is 

settled” regarding anthropogenic climate 

change or that the only role for economists is 

to recommend the most efficient way to 

reduce “carbon pollution.” 

 

Many environmentalists and climate scientists are not 

familiar with the latest economic research on how 

common-pool resources, of which the global 

atmosphere is one, can be managed efficiently. They 

therefore believe the only thing economists can 

contribute to the debate over climate change is 

expertise in finding the most efficient way to reduce 

“carbon pollution.” Many economists allow 

themselves to be relegated to this role by accepting 

unsubstantiated claims that the “science is settled” 

regarding the causes and consequences of climate 

change. Both audiences need to be aware of basic 

economic concepts that apply to climate change. 

The general acceptance by economists of the 

findings of the United Nations’ Intergovernmental 

Panel on Climate Change (IPCC) creates the 

appearance that most economists endorse the theory 

that man-made emissions of greenhouse gases 

(GHGs), and carbon dioxide (CO2) in particular, are 

causing harm today and possibly a catastrophe in the 

future. For example, 26 prominent economists signed 

“The Schelling consensus on climate change policy,” 

which leads with this statement: “Global climate 

change is one of the greatest problems facing 

mankind that requires collective action in order to be 

solved” (Anthoff et al., 2011). Why would 

economists, who generally do not have backgrounds 

in physical science and who pride themselves on not 

presuming to aggregate or order the preferences of 

others, pledge allegiance to such a dogmatic claim? 

Jean Tirole, winner of the 2014 Nobel Prize in 

economics, wrote in 2017, “Rising sea levels 
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affecting islands and coastal cities, climatic 

disturbances, heavy rains and extreme droughts, 

uncertain harvests: we are all aware of the 

consequences of climate change. … [U]nless the 

international community acts vigorously, climate 

change may well compromise, in a dramatic and 

lasting way, the well-being of future generations” 

(Tirole, 2017, p. 195). He cites the IPCC and makes 

reference to the need “to contain the temperature 

increase to a virtuous 1.5 to 2.0 degrees Celsius” (p. 

196). He attributes lack of effort to reduce GHG 

emissions to “selfishness with regard to future 

generations and the free rider problem” (p. 199). 

These statements suggest Tirole doesn’t know the 

difference between weather and climate, or between a 

political organization and a scientific body, and that 

he thinks one hypothetical construction of global 

temperature is somehow more “virtuous” than 

another. Reading such conjecture and moralizing by a 

Nobel Laureate is disappointing. 

Even economists who specialize in climate 

change fail to take the scientific debate seriously. In a 

recent book, William Nordhaus, the Sterling 

Professor of Economics at Yale University, cited the 

Summary for Policymakers (SPM) of the IPCC’s 

Fourth Assessment Report and two National 

Academies reports (2001, 2011) and writes, “I could 

continue with further examples, but the basic findings 

of expert panels around the world are the same: The 

processes underlying projections of climate change 

are established science; the climate is changing 

unusually rapidly and the earth is warming” 

(Nordhaus, 2013, p. 296). But climate change in the 

twentieth century and so far in the twenty-first 

century was not “unusual” and at issue is not whether 

the planet is warming but how much of that warming 

is due to anthropogenic causes. His choice of panels 

rather than peer-reviewed literature is an appeal to 

authority instead of observational data or the 

scientific method. He also seems unaware of who 

writes the summaries for policymakers of the IPCC 

reports; most are not scientists (Goldenberg, 2014). 

In the same book and as part of the same 

discussion of why he believes the science is settled, 

Nordhaus accepts the Hadley/NCDC/GISS global 

average surface temperature record without question 

or doubt, even though its accuracy has been 

challenged and since 1979 it has been superseded by 

superior satellite-based temperature data showing less 

warming. He cites anecdotes of “melting of glaciers 

and ice sheets” seemingly unaware that glaciers and 

ice sheets have waxed and waned for eons and in 

recent centuries regardless of the amount of CO2 in 

the atmosphere. He repeats the IPCC’s claim that its 

computer models cannot account for rising 

temperatures without a major role for CO2, so CO2 

must account for rising temperatures … circular 

reasoning based on unproven presumptions. See also 

Heal (2017) as an example of an economist who 

concedes “massive uncertainty” involving climate 

science and economics, yet considers general 

circulation models to be a reliable basis for making 

predictions about future temperatures and climate 

impacts (pp. 1047, 1052). 

Climate scientists have tried to school economists 

on the actual findings of the climate science 

community, instead of the distorted portrait created 

by the IPCC and other government panels, with only 

limited success. See, for example, Nordhaus (2012) 

and a reply by three distinguished climate scientists, 

Cohen, Happer, and Lindzen (2012).  

It seems economists have broken what has been 

called Ray Hyman’s Categorical Directive: “Before 

we try to explain something, we should be sure it 

actually happened” (Sheaffer, 2009, p. 84). The best 

available climate science shows the human effect on 

the global climate is likely too small to be measured 

against a background of natural variation (NIPCC, 

2009, 2013). Most forecasts of future global warming 

due to human activities are implausible and violate 

most of the accepted principles of scientific 

forecasting (Green et al., 2009; Green and 

Armstrong, 2007). The environmental benefits of a 

modest global warming are likely to exceed the 

environmental costs (NIPCC, 2014). Many scientists 

do not endorse the IPCC’s claims of high confidence 

in predictions of more frequent or severe floods, 

droughts, hurricanes, and other calamities (Essex and 

McKitrick, 2007). 

The failure of many economists to address the 

climate issue truthfully and forcefully is surprising. 

An extensive literature exists describing how interest 

groups have repeatedly exaggerated environmental 

threats in order to advance their financial interests or 

ideological agendas. Green and Armstrong (2011) 

studied 26 past forecasts of serious environmental 

harms from human activity and found none of the 

forecasts was the product of scientific forecasting 

methods and none proved to be accurate. In 20 of the 

situations, costly government regulations were 

imposed with the effect of reducing the welfare of the 

many while benefiting the few. See also the list of 

titles in Lehr (2014), the Iron Law of Regulation 

website, and the references in Section 1.4.5 below. 

Public choice theory predicts this sort of behavior 

and documents it across many fields. Public choice 
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theorists are not on the fringe of mainstream 

economics; at least six won Nobel Prizes for their 

work: Gary Becker, James M. Buchanan, Ronald 

Coase, Elinor Ostrom, Vernon Smith, and George 

Stigler. 

Economists have more to offer on climate change 

than simply advice for designing tax and cap-and-

trade schemes. By revealing the costs and benefits of 

various policy options and market-based alternatives 

to government regulation, economics can help 

policymakers discover cost-effective responses to a 

wide range of environmental problems (Block, 1990; 

Markandya and Richardson, 1992; Libecap and 

Steckel, 2011). Environmental economics has 

become more important as “the quick environmental 

fixes from command-and-control regulation mainly 

have been achieved and … the balance of pollution 

sources is shifting from large ‘point sources’ to more 

diffuse sources that are more difficult and expensive 

to regulate” (Dietz and Stern, 2002, p. vii). This 

description certainly applies to global warming, as 

CO2 and other greenhouse gases are emitted from 

billions of sources both anthropogenic and natural. 

Economists can help reconcile the real-world 

tradeoffs of protecting the environment while 

producing the goods and services needed by 

humanity by tapping the internal motivation of 

property owners, the value-creating power of trade, 

and local knowledge of costs and opportunities 

(Anderson and Leal, 2015; Morriss and Butler, 

2013). They have shown how entrepreneurs can use 

private property, price signals, and capital markets to 

protect the environment without relying on 

government force (Anderson and Leal, 1997; 

Anderson and Huggins, 2008; Huggins, 2013). 

Economists have pointed out the economic, 

political, legal, and administrative pitfalls facing 

renewable and carbon-neutral energies (McKitrick, 

2010; Morriss et al., 2011; Yonk et al., 2012). 

Proposals to cap greenhouse gas emissions, “put a 

price on carbon,” and other policies intended to force 

a transition away from fossil fuels often are advanced 

without an understanding of the true costs and 

physical limitations on the supply of alternative fuels. 

One consequence is their advocates support poorly 

designed programs that lead to unnecessary expenses, 

minimal or even no net reductions in emissions, and 

the unintentional emergence of regulatory hurdles to 

innovation and future discovery of alternative fuels 

(McKitrick, 2009; Lomborg, 2010; van Kooten, 

2013; Lemoine and Rudik, 2017). 

Economists also bring value to the climate 

change discussion thanks to their expertise in 

statistical analysis. Darwall (2013) remarks, 

“economists should be in a better position than others 

to make their own assessment of the science because 

much of it is about statistics and modeling” (p. 239). 

He quotes Ross McKitrick, a Canadian economist, 

saying, “the typical economist has way more training 

in data analysis than a typical climatologist,” and 

“once they start reading climate papers they start 

spotting errors all over the place” (Ibid.). 

Economists have examined the reasons why poor 

people and minorities often live in neighborhoods 

exposed to the highest levels of pollution (Banzhaf, 

2012). Understanding how this situation can be the 

unintended consequence of policies intended to 

reduce emissions can lead to ideas and proposals that 

better protect everyone’s health and rights.  

Economists also can measure and help predict the 

distributional effects of public policies; e.g., whether 

the poor are hurt more than the wealthy by policies 

that seek to reduce greenhouse gas emissions by 

raising the price of energy (Büchs et al., 2011; 

Kotkin, 2018). Similarly, economists can determine if 

poor countries are more vulnerable to climate change 

than wealthy countries (Mendelsohn et al., 2006). 

While some economists are occasionally guilty of 

the “tunnel vision” described later in this chapter, 

most are well-schooled in the limits of markets. 

Fullerton and Stavins (1998) wrote, “many 

economists – ourselves included – make a living out 

of analyzing ‘market failures’ such as environmental 

pollution. These are situations in which laissez faire 

policy leads not to social efficiency, but to 

inefficiency” (p. 5). Market-based approaches to 

environmental protection, they wrote, “are no 

panacea” and “the scope of economic analysis is 

much broader than financial flows” (Ibid., pp. 5–6). 

On the other hand, economists are more keenly aware 

than others of the failure of regulation to improve on 

market results even in cases of “market failure” 

(Winston, 1993, 2006). 

Section 1.1 summarizes the history of 

environmental economics and introduces free-market 

environmentalism (FME). Sections 1.2 through 1.4 

describe the basic principles and tools of 

environmental economics based on an earlier book by 

Richard L. Stroup (Stroup, 2003), one of the 

coauthors of the present chapter. Stroup’s work 

appears here with the publisher’s permission and has 

been substantially revised and updated with the 

author’s assistance and approval. Section 1.5 

describes how markets take into account the interests 

of future generations. Section 1.6 presents a brief 

summary and conclusion. 
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1.1 History 

Economists have been addressing 

environmental issues since the discipline was 

founded in the eighteenth century.  

 

Economists at least since Adam Smith (1776 [1976]) 

and even before him (see Cantillon, 1755 and the 

discussion in Rothbard, 1995) have used the tools of 

economics to address environmental issues. 

Economics and scholarly interest in the relationship 

between humans and the natural environment 

emerged simultaneously due to the same historical 

events. Writing nearly a century ago, Thomas (1925 

[1965]) observed “the first great impulse to a 

thorough-going development of environmental 

theories came as a result of the discoveries and 

colonizing enterprises of the sixteenth and 

seventeenth centuries known as the Commercial 

Revolution” (p. 22). Smith was fascinated by what 

was happening in the American colonies (see “Of 

Colonies,” Book IV, Chapter vii, of The Wealth of 

Nations) and corresponded with Benjamin Franklin 

while writing his great book.  

Economics and ecology emerged as disciplines 

with more in common than differences. Smith 

influenced Thomas Malthus (1766–1834), who in 

turn influenced Charles Darwin, born after Smith’s 

death (Smith lived from 1723 to 1790, Darwin from 

1809 to 1882). Darwin attended the University of 

Edinburgh, where Smith once lectured and was well 

known. Darwin referred to Smith and cited him in 

The Descent of Man, published in 1871 (Darwin 1871 

[1981], p. 81). Smith’s insight that markets lead the 

self-interested individual “by an invisible hand to 

promote an end which was no part of his intention” 

(Smith, 1776 [1976], Book 4, Chapter 4) is echoed in 

Darwin’s description of evolution in The Origin of 

Species, a process in which “all organic beings are 

striving to seize on each place in the economy of 

nature” (Darwin 1859 [2003]). 

Why economists would be interested in the 

environment was obvious to Thomas: “As economics 

is almost invariably considered by the economists to 

include a study of man’s exploitation of his physical 

environment for his own needs, it is not necessary to 

dwell upon the fact that the study of the physical 

environment is of the utmost significance for that 

subject” (Thomas 1925 [1965], p. 9). Malthus, David 

Ricardo, and John Stuart Mill each addressed the 

limits on human prosperity posed by the scarcity of 

land suited to agriculture, coal, and other natural 

resources.  

https://www.nybooks.com/articles/2012/03/22/why-global-warming-skeptics-are-wrong/
https://www.nybooks.com/articles/2012/03/22/why-global-warming-skeptics-are-wrong/
https://www.brookings.edu/wp-content/uploads/2016/06/20061003.pdf
https://www.brookings.edu/wp-content/uploads/2016/06/20061003.pdf
https://www.brookings.edu/wp-content/uploads/2016/06/20061003.pdf
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In 1920, A.C. Pigou recognized the special 

problem posed by resources owned in common rather 

than by individuals, observing, “No ‘invisible hand’ 

can be relied on to produce a good arrangement of 

the whole from a combination of separate treatments 

of the parts. It is therefore necessary that an authority 

of wider reach should intervene to tackle the 

collective problems of beauty, of air and light, as 

those other collective problems of gas and water have 

been tackled” (Pigou, 1920, p. 195).  

By 1931, economists were laying the foundations 

of what would become natural resource economics 

(Hotelling, 1931). With some notable exceptions 

(Mises, [1966] 1998; Knight, 1924), a generation of 

economists generally accepted Pigou’s argument that 

only governments could solve “collective problems” 

involving air and water. That changed in 1960 with 

publication of an essay titled “The Problem of Social 

Cost” by future Nobel Laureate Ronald Coase 

(Coase, 1960). 

Coase observed that high transaction costs may 

cause markets to fail to ensure that all of the costs of 

a person’s actions are fully borne by the actor 

(“internalized”), but transaction costs are ubiquitous 

(there is no such thing as “zero transaction costs”) 

and positive and negative externalities are resolved 

everywhere, usually without government 

intervention. All that is necessary to achieve the most 

efficient outcomes is for governments to help 

recognize and enforce the property rights of the 

parties involved and allow them to negotiate toward a 

settlement. As Terry Anderson explains it, 

“Certainly, transaction costs can prevent all costs 

from being fully accounted for, but unaccounted for 

costs constitute uncaptured benefits. If water is not 

owned, and therefore polluted, the entrepreneur who 

can establish ownership captures the benefits if water 

quality is improved” (Anderson, 2011). Coase’s 

contribution to the environmental debate is described 

in more detail in Section 1.3.2. 

Environmental economics was strongly 

influenced by the rise of the modern environmental 

movement in the 1970s. Publication in 1972 of The 

Limits to Growth by the Club of Rome steered the 

profession in the direction of forecasting trends in 

population, technology, and the use of finite natural 

resources (Meadows et al., 1972). In 1989, Blueprint 

for a Green Economy by David Pearce and coauthors 

spelled out the public policy implications of 

environmental values and concerns, calling for 

recognition of the economic benefits of natural 

resources, taxes on polluters, and measuring 

additions and losses to a country’s stock of natural 

resources (Pearce et al., 1989). Many modern-day 

economists, including Helm (2015), continue to work 

in this tradition. Baden and Stroup (1981) observed,  

The dawn of the environmental movement 

coincided with an increased skepticism of 

private property rights and the market. Many 

citizen activists blamed self-interest and the 

institutions that permit its expression for our 

environmental and natural resource crises. 

From there it was a short step to the 

conclusion that management by professional 

public ‘servants,’ or bureaucrats, would 

significantly ameliorate the problems 

identified in the celebrations accompanying 

Earth Day 1970 (p. x). 

Also during the 1970s, an alternative school of 

thought called “the new resource economics,” or 

free-market environmentalism (FME), began to 

emerge (Hardin and Baden, 1977; Harvard Journal 

of Law & Public Policy, 1992; Anderson and Leal, 

2015). It advanced critiques of Pigou’s dismissal of 

private solutions to the management of “collective 

problems” such as pollution by documenting cases 

where recognizing and enforcing private property 

rights solved environmental problems without relying 

on politics and governments. As Anderson 

commented in 2007, “Secure private property rights 

that hold people accountable and markets that 

communicate human values and opportunity costs are 

the core of FME, and they are as applicable to global 

warming as they are to land and water conservation” 

(Anderson, 2007). 

According to FME, the market approach to 

protecting commonly owned resources is to find win-

win solutions even when conditions might otherwise 

cause over-use of a resource by some agents and 

harm to others. People value and are willing to pay 

for environmental amenities, meaning there are 

markets for achieving environmental protection. 

Since the future value of assets affects their current 

prices, private ownership of assets creates incentives 

for conservation and protection that benefit future 

generations. 

FME recognizes that markets are powerful 

engines of value creation thanks to the incentives 

created by private property rights, the knowledge 

generated and communicated by prices and the profit 

and loss system, and the value created by exchanges 

in which both parties benefit. Governments routinely 

fail to manage resources as efficiently as markets due 

to their isolation from these market forces resulting in 
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moral hazard, careerism, tunnel vision, and other 

maladies known to afflict government bureaucracies. 

The best solutions to problems involving common-

pool resources, then, are often discovered and 

implemented by markets rather than by politics and 

bureaucracies.  

 FME scholars generally hold that human welfare 

is the best measure of success in managing natural 

resources. They stress that protecting the natural 

environment is a value that grows mainly or even 

only in the presence of the prosperity that markets 

make possible. Environmentalists argue to the 

contrary, that animals and even inanimate objects 

have “innate” value or make contributions to 

“sustainability” that should be weighed against any 

human benefits (Chase, 1995; Davidson, 2000). In 

contrast to free markets, where values emerge from 

voluntary transactions, it is not clear who should 

determine the values that environmentalists argue for 

or who should bear the cost of attaining them. 

Some environmentalists also dispute FME’s 

exposé of repeated government failure, instead 

attributing favorable trends in air and water quality, 

for example, entirely to government interventions and 

not to any market processes, even though many of 

those trends started before government intervention 

could have played a role (Simon, 1995; Goklany, 

1999; Hayward, 2011, pp. 7ff). These 

environmentalists hold out hope that concentrating 

power in the hands of government officials can do 

more to protect the air, water, and endangered species 

than giving property owners and others secure 

property rights and incentives to do the right thing. 

Finally, some environmentalists blame the free 

enterprise system for the unequal distribution of 

wealth among individuals, leading them to 

subordinate individual liberty to their own goals 

(Coffman, 1994; Easterbrook, 2003; Buchanan, 2005; 

Klein, 2014). 

Some environmentalists who reject mainstream 

environmental economics have attempted to create 

their own school called “ecological economics.” The 

contributions and limits of that effort are described in 

Section 1.3.5. Not all environmentalists, however, 

assume a fundamental conflict between free 

enterprise and environmental protection. Their efforts 

merit some attention here. 

Rothschild (1990) described “the profound 

similarity” of economies and ecosystems in a book 

titled Bionomics: The Inevitability of Capitalism (p. 

213). The titles of sections in his book give an idea of 

the parallels and their application in both fields: 

evolution and innovation, organism and organization, 

energy and values, learning and progress, struggle 

and competition, feedback loops and free markets, 

parasitism and exploitation, and mutualism and 

cooperation. He wrote, “Bionomics is the branch of 

ecology that examines the economic relations 

between organisms and their environment. As such, 

bionomics provides the best starting point for a new 

way of thinking about the human economy. Cutting 

through the mind-boggling complexity of the 

ecosystem, the bionomic perspective illuminates the 

interplay of forces that maintain stability while 

spawning change. Problems beyond the reach of 

orthodox economics are readily understood from the 

bionomic perspective” (p. 335). 

Hawken, Lovins, and Hunter Lovins (2000), in a 

book titled Natural Capitalism: Creating the Next 

Industrial Revolution, presented what they call “the 

next industrial revolution,” predicting (as well as 

advocating) a “new type of industrialism, one that 

differs in its philosophy, goals, and fundamental 

process from the industrial system that is the standard 

today” (p. 2). “[N]atural capitalism does not aim to 

discard market economics,” they wrote, “nor reject its 

valid and important principles or its powerful 

mechanisms. It does suggest that we should 

vigorously employ markets for their proper purpose 

as a tool for solving the problems we face, while 

better understanding markets’ boundaries and 

limitations” (p. 260). 

Hawken et al. (2000) were confident markets can 

address a wide range of environmental challenges, 

including climate change. They wrote, “The menu of 

climate-protecting opportunities is so large that over 

time, they can overtake and even surpass the pace of 

economic growth. Over the next half-century, even if 

the global economy expanded by 6- to 8-fold, the rate 

of releasing carbon by burning fossil fuel could 

simultaneously decrease by anywhere from one-third 

to nine-tenths below the current rate” (p. 244).  

Nordhaus and Shellenberger (2007) are also 

environmentalists who endorse market-based 

approaches to environmental protection. Saying “the 

two of us had spent all of our professional careers, 

about thirty years between us, working for the 

country’s largest environmental organizations and 

foundations, as well as many smaller grassroots 

ones” (p. 8), they wrote, “As Americans became 

increasingly wealthy, secure, and optimistic, they 

started to care more about problems such as air and 

water pollution and the protection of the wilderness 

and open space. This powerful correlation between 

increasing affluence and the emergence of quality-of-

life and fulfillment values has been documented in 
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developed and undeveloped countries around the 

world” (p. 6). “Environmentalists,” they observed, 

“have long misunderstood, downplayed, or ignored 

the conditions for their own existence. They have 

tended to view economic growth as the cause [of] but 

not the solution to ecological crisis” (Ibid.). 

 

* * * 

  

This brief overview of the history of 

environmental economics should lay to rest concerns 

that economists don’t understand ecology or lack the 

tools to study the best solutions to environmental 

problems. The conjoined histories of economics and 

ecology and the extensive commonalities of the 

subjects mean economists can make valuable 

contributions to the climate change discussion by 

identifying market-based solutions to problems 

arising from pollution and by warning of the 

shortcomings of relying on government interventions. 
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1.2 Key Concepts 

This section introduces nine key economic concepts 

that shed light on environmental protection. Some 

important concepts are missing from this section, 

including population, technology, elasticity of 

demand, and probably many others. Those concepts 

can be found in standard textbooks and reference 

works (e.g., Ward, 2006; Henderson, 2008). While 

some examples and case studies presented in this 

section involve climate change, some do not. 
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1.2.1 Opportunity Cost 

The cost of any choice is the value of forgone 

uses of the funds or time spent. Economists 

call this “opportunity cost.” 

 

Scarcity is a fundamental fact of life, not just of 

economics (Becker, 1976; Glaeser and Shleifer, 

2014). It is always present in nature, even when 

human beings are not (Rothschild, 1990). Each 

population of a species can flourish and expand only 

until it reaches the limit of available habitat, sunlight, 

water, and nutrients. Trees grow taller as they 

compete for sunlight. Some plants spread their leaves 

horizontally, capturing sunlight while blocking 

access for other species that might sprout up to 

compete for water and nutrients. Each successful 

strategy captures resources, taking them from 

competing species or populations. 

According to Sowell (2007), “the available 

resources are always inadequate to fulfill all the 

desires of all the people. Thus there are no ‘solutions’ 

… but only trade-offs that still leave many unfulfilled 

and much unhappiness in the world” (p. 113). 

Scarcity persists even when supplies increase because 

people’s goals and wants change as they gain control 

over more resources, giving them the ability to climb 

what Abraham Maslow famously described as a 

“hierarchy of needs,” rising from physiological needs 

such as food, clothing, and safety to self-actualization 

(Maslow, 1943). Maslow’s view that basic human 

needs must be met before higher-level wants and 

desires become valued has been widely validated in 

psychology, history, and economics (Abulof, 2017). 

The cost of any choice is the value of foregone 

uses of the funds or time we spend. Economists call 

this “opportunity cost.” Some of these costs are 

obvious, like the price we pay for a product or 

service, but others are more subtle and easy to 

overlook, such as the time we spend learning about 

which product we want to buy, time spent waiting in 

line, and the long-term consequences of choices. 

When governments regulate activities, an estimate of 

the opportunity cost must include the consequences, 

many of them unintended, of the new rules.  

Advocates of immediate action to reduce 

greenhouse gas emissions often assume the people of 

the world can afford to spend more on “low-carbon” 

fuels or that people can use less energy by being “less 

wasteful” or making small changes in lifestyle such 

as riding bicycles to work or replacing incandescent 

lightbulbs with LED fixtures. This is plainly not the 

case in developing countries, where limited access to 

electricity already causes hardships including disease 

and premature deaths. 

The lifestyle change necessary to reduce 

greenhouse gas emissions as much as called for by 

the IPCC and various environmental groups would be 

dramatic. Calculations presented in Chapter 8 show 

per-capita gross domestic product (GDP) would have 

to fall by as much as 81% from baseline forecasts, a 

loss of $238 trillion. To put that figure in perspective, 



 Climate Change Reconsidered II: Fossil Fuels 

46  

U.S. GDP in 2017 was only $19.4 trillion and 

China’s GDP was $12.2 trillion (Tverberg, 2012). 

Most of the economic gains of the past century would 

be nullified, and with them all the gains in health 

care, education, transportation, and practically every 

other part of modern civilization.  

 Most of the cost of a forced transition away from 

fossil fuels would be the opportunity cost of using 

less energy. Even with optimistic assumptions about 

the rate of innovation and investment, renewables 

will come up far short of producing the energy 

needed by a growing global population. Because 

access to inexpensive and reliable energy is closely 

correlated with economic growth and human 

development, a significant reduction in energy supply 

would cause catastrophic losses in human wellbeing. 

Imagine a world without cars, trucks, and airplanes, 

or without aluminum, fertilizer, or the Internet. These 

are only a few of the things that would have to be 

surrendered to achieve the emission reduction targets 

set by the IPCC and the United Nations. 

No matter how wealthy the society in which we 

live, reducing greenhouse gas emissions or investing 

in adaptation strategies would mean spending less 

than we otherwise could on schools, public safety, or 

protecting the environment from threats other than 

climate change. Ignoring the opportunity costs of 

climate change actions doesn’t make those costs go 

away. Ignoring them means we cannot prioritize our 

spending, which leads to wasting scarce resources on 

activities that produce only small or only hypothetical 

benefits while passing up opportunities to achieve 

much greater real benefits. 
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1.2.2 Competing Values 

Climate change is not a conflict between 

people who are selfish and those who are 

altruistic. People who oppose immediate 

action to reduce greenhouse gas emissions 

are just as ethical or moral as those who 

support such action. 

 

People have differing goals and disagree about which 

choice is best. Often this disagreement doesn’t matter 

because decisions largely or entirely affect only the 

person making the choice and those who willingly 

cooperate with that person. But some decisions affect 

other people who have not agreed to be affected. In 

such instances, pursuit of differing goals can lead to 

conflict. Nowhere is this more evident than in recent 

environmental matters. 

The United States has vast forests but not enough 

to provide all of the wood, all of the wilderness, and 

all of the accessible recreation we want. As soon as 

we log trees, build roads, or improve trails and 

campsites, we lose some wilderness. Similarly, we 

have large amounts of fresh water, but if we use 

water to grow rice in California, the water consumed 

cannot be used for drinking water in California cities. 

If we use fire to help a forest renew itself, we will 

have air pollution downwind while the fire burns. We 

must make choices about how to allocate our limited 

resources.  

This can be seen in events surrounding the 

decision of California’s San Bernardino County to 

build a new hospital facility. The county began 

planning the state-of-the-art complex in 1982. Eleven 

years later, on the day before groundbreaking in 

1993, the U.S. Fish and Wildlife Service determined 

the Delhi Sands fly, which had been found on the 

site, was an endangered species. The county was 

required to spend $4.5 million to move the hospital 

250 feet to give the flies a few acres on which to live 

and a corridor to the nearby sand dunes. This 

required diverting funds from the county’s medical 

budget to pay for biological studies on 

accommodating the fly (National Association of 

Homebuilders et al., 1996; Booth, 1997; Nagle, 

1998). Environmentalists who wanted biological 

diversity were relieved, but county officials were 

upset at the delay and unexpected costs that taxpayers 

ultimately would have to bear. To use resources one 

http://ourfiniteworld.com/2012/07/26/an-optimistic-energygdp-forecast-to-2050-based-on-data-since-1820/
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way sacrifices the use of those resources for other 

things. There is no escaping this fact. San Bernardino 

County faced a choice between timely provision of a 

health care facility and protection of a unique species.  

Even environmental goals often conflict. A 

policy of strict forest preservation (e.g., a wilderness 

designation) in an old-growth forest does not allow 

trees to be thinned, although such thinning could 

minimize forest dieback from insect infestations, 

disease, or fire. In this case, the goal of preserving the 

old-growth forest in the short term contradicts the 

goal of preserving the forest’s long-term survival.  

Discussions about climate change often frame it 

as a conflict between people who are selfish and 

those who care about others, including and perhaps 

especially future generations. This framing is 

incorrect. The goals of some individuals are selfish, 

intended to further only their own welfare, and the 

goals of others are altruistic, intended to help their 

fellow man, but in both cases, each person’s concern 

and vision are focused mainly on a narrow set of ends 

(Sowell, 1980, 2011). 

Even the most noble and altruistic goals are 

typically narrow. Consider two famous examples. 

The concern felt by Saint Teresa of Calcutta for the 

indigent and the sick was legendary. So, too, was 

Sierra Club founder John Muir’s love of wilderness 

and his focus on protecting wilderness for all time. In 

both cases their goals were widely regarded as noble 

and altruistic, not narrowly selfish.  

Yet one might be tempted to conclude that Saint 

Teresa would have been willing to sacrifice some of 

the remaining wilderness in India in order to provide 

another hospital for the people of Calcutta she cared 

so much about, and John Muir would have been 

willing to see fewer hospitals constructed if that 

helped preserve wilderness. Individuals with 

unselfish goals, like all other individuals, are 

narrowly focused. Each individual is willing to see 

sacrifices made in goals less important to him or her 

in order to further his or her own narrow purposes. 

We know and care most about things that directly 

affect us, our immediate family, and others close to 

us. We know much less about things that mostly 

affect people we never see. When a person acts to 

achieve his or her narrow set of goals, it doesn’t 

mean the individual cares nothing about others. It just 

means that for each of us, our strongest interests are 

narrowly focused. These narrow sets of goals, 

whatever the mix of selfishness and altruism, 

correspond to what economists call the “self-interest” 

of that individual. 

People who oppose immediate action to reduce 

greenhouse gas emissions say they place a higher 

priority on respecting the rights of others to find their 

own way in the world, or providing good schools or 

hospitals or making sure poor people are well 

provided for, than delaying the uncertain arrival of a 

small amount of global warming a century hence 

(Epstein, 2014; Legates and van Kooten, 2014; 

Carlin, 2015; Moore and Hartnett White, 2016). This 

is a defendable moral choice, one that doesn’t mean 

they are selfish. People who call themselves 

environmentalists may care less about the welfare of 

other people than they do about their own ability to 

enjoy wilderness or imagine playing a role in 

bringing about a romantic vision of unspoiled nature 

(Hulme, 2009). This hardly makes them altruistic. 

There are thousands of environmental goals, each 

competing with others for limited land, water, and 

other resources. Even without selfishness, the narrow 

focus of individuals is enough to ensure there will be 

strong disagreements and competition for scarce 

natural resources. This narrowness of focus is 

important for understanding the economics of 

environmental issues. Depending on the 

circumstance, narrow goals can lead to tunnel vision, 

with destructive results, or to satisfying exchanges 

that make all participants better off. 
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1.2.3 Prices 

Market prices capture and make public local 

knowledge that is complex, dispersed, and 

constantly changing. 

 

The ability of markets to harmonize personal interests 

and the general welfare is one of the best documented 

and most firmly established findings of modern 

economics (Watson, 1969; Becker, 1976; Eatwell et 

al., 1989; Gwartney et al., 2012). Prices make this 

harmony possible by capturing and making public 

local knowledge that is otherwise hidden, dispersed, 

and constantly changing.  

Prices are an expression of agreement between a 

producer (supply) and a buyer (demand) on the value 

of a good or service. The price of a good or service is 

commonly depicted in economics as the intersection 

of supply and demand curves as shown in Figure 

1.2.3.1. 

Changes in price reflect a product’s increasing or 

decreasing scarcity compared with other goods and 

services and present a powerful incentive for buyers 

and sellers to act on that information (Hayek, 1945; 

Friedman, 1976; Sowell, 1980; Steil and Hinds, 

2009). Without market signals, it would be nearly 

impossible to evaluate the effect of (or even keep 

track of) all the factors influencing scarcity in many 

product uses and locations. Yet each one is relevant 

to the cost and value of what is preserved, produced, 

and offered in the marketplace. 

Each buyer and each seller may act with little 

knowledge of what any other person wants or needs. 

But so long as people are free to choose, market 

prices direct each person to satisfy the needs of 

others. Prices encourage producers to provide what 

consumers want the most, relative to their cost, and to 

satisfy any particular want in the least costly way. 

 
 

Figure 1.2.3.1 
Prices are determined by supply (S) and 
demand (D)  

 

 
Source: Encyclopedia Britannica, 2013. 

 
 

Consumers, too, are strongly influenced by prices and 

they, too, act as if they care about their fellow 

consumers. When prices increase, they consume less; 

when prices decrease, they consume more. By 

economizing when goods are scarce, they allow more 

for other consumers. They purchase more when the 

goods are plentiful and there is a lot to go around. 

Actual and expected offers in the marketplace are 

guidance from the so-called invisible hand. 

Consider energy markets. Each consumer of 

electricity chooses whether to use electric heat, and 

how high or low to set the thermostat. In addition to 

preferences about temperature, these decisions reflect 

the price of electricity. When prices are high, people 

will economize, making more electricity available for 

others. When prices are low, they will consume more. 

These decisions, in turn, influence the decisions of 

others, even those made by other industries. For 

instance, individual consumer choices about 

electricity consumption affect how much aluminum 

will be produced and which producers will supply 

more than others.  

Primary aluminum production requires large 

quantities of electricity. Higher electricity prices raise 

the price of aluminum compared with substitute 

metals and especially raise costs for producers that 

use a lot of electricity per ton of aluminum. 

Producers who conserve on the use of electricity 

enjoy a competitive advantage and are likely to 

https://www.animallaw.info/article/commerce-clause-meets-delhi-sands-flower-loving-fly
https://www.animallaw.info/article/commerce-clause-meets-delhi-sands-flower-loving-fly
https://law.justia.com/cases/federal/appellate-courts/F3/130/1041/634655/
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produce a larger share of aluminum sold in the 

market. Thus, even with little or no knowledge of 

why electricity prices are rising throughout the 

economy, each consumer makes choices that move 

sales away from the expensive energy sources and 

toward conservation or substitute energy sources, and 

away from inefficient electricity producers and 

toward more efficient ones. 

When resources are not privately owned or are 

not traded in open markets, the vital flow of 

information created by prices is missing. That is the 

case, for example, with national parks in the United 

States (Leal and Fretwell, 1997). Most of the funds 

for national parks come from tax dollars appropriated 

by Congress. Park visitors pay only a small fraction 

of the cost of the services they receive. Proceeds 

from national park recreation fees cover only about 

10% of the cost of park operations (Regan, 2013). 

(States do somewhat better; an average of 39% of 

state park operating costs were recovered by user fees 

in 2011 (Walls, 2013, p. 5)).  

With such a small portion of their budgets 

coming from user fees, park managers have little 

information about how much the various services 

they provide are worth to visitors. To learn what 

people want, they have to rely on surveys and polls, 

which can reach only a small number of people and 

can be misleading. In contrast, for owners of private 

campgrounds, amusement parks, museums, and other 

attractions that also draw visitors, information is 

always flowing and managers always have an 

incentive to respond to that information. The price 

they can charge for admission is determined by the 

value consumers place on their services. Their net 

profit or loss (as well as news of competitors’ profits 

or losses) directs them to continuously change their 

budgets to better meet their customers’ demonstrated 

wants. 

Turning to the climate change issue, there is no 

marketplace in which access to the atmosphere is 

bought and sold; consequently, there is no price 

system revealing agreement on the value of 

competing uses. Complicating matters is the fact that 

human activities contribute only a tiny part to the 

natural exchange of carbon dioxide between the 

atmosphere and other reservoirs – the subject of 

Chapter 5, Section 5.1. Like the managers of public 

parks, a government agency placed in charge of 

managing the atmosphere would operate blindly, not 

knowing how much to charge for use of the 

atmosphere or how to invest the revenues it might 

raise by rationing use of the atmosphere.  

Some environmentalists and economists see this 

as a “problem” that could be solved by “putting a 

price on carbon” (they mean carbon dioxide). But 

prices efficiently allocate resources only if they are 

real, that is to say, if they arise from voluntary 

exchanges among people with defined and enforced 

private property rights. Assigning a price to a ton of 

carbon dioxide emissions does not solve the market 

coordination problem, and since that arbitrary price is 

likely to be wrong it makes the problem worse. 

Advocates of a “carbon tax” also assume that an 

objectively correct or efficient level of taxation can 

be found, that political leaders would agree to it, and 

that such a tax could be collected and enforced 

without creating expenses greater than the forecast 

benefits of reduced climate change. In reality, there is 

no such thing as a government agency able to act on a 

calculation of the “social cost of carbon,” even if 

such a cost were established. A carbon tax is 

discussed in more detail in Section 1.4.2.  

Later chapters explain that the human impact on 

climate is likely to be too small to be seen against a 

background of natural variability and the “social cost 

of carbon” is probably near zero or even negative, if 

it is knowable at all. These findings suggest that the 

optimal “carbon tax” is likely to be zero or even 

negative. In short, it is fruitless to view climate 

change as a problem in need of a government 

solution. It is, instead, properly viewed as a natural 

process, one of many, routinely accommodated by 

markets without need for government intervention.  

The discussion in this section suggests some 

preliminary implications for the climate change issue: 

 

 Real prices allocate resources to their best and 

highest uses, even though that is not the intended 

outcome of individual buyers and sellers. 

 Without prices, assets cannot be efficiently 

managed. 

 There is currently no price system that assigns 

values to competing uses of the atmosphere.  

 Real prices reflect agreements by buyers and 

sellers who are free to choose and cannot be 

randomly assigned to goods or services by 

economists or government agencies. 
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1.2.4 Incentives 

Most human action can be understood by 

understanding the incentives people face. 

“Moral hazard” occurs when people are 

able to escape full responsibility for their 

actions. 

 

Nearly everyone would want to save a person who is 

drowning. But each of us is more likely to try to 

rescue a person who falls into two feet of water at the 

edge of a small pond than to try to rescue someone 

who is struggling in a river near the top edge of 

Niagara Falls. Economists express this simple reality 

as a principle: People are more likely to pursue their 

goals (benefits) when the cost to them is minimal, 

and they will seek low-cost ways to attain them. 

These costs and benefits – or penalties and rewards – 

are called incentives (Becker, 1976; Lazear, 2000).  

Knowing the incentives people face makes it 

possible to understand and sometimes even predict 

behavior. If a person’s goal is to increase his or her 

income, that person has an incentive to devote long 

hours to a grueling job or seek to obtain a better- 

paying one. If the person’s goal is to make friends or 

achieve inner peace, earning a high income is not as 

important and behavior will be different. The 

difference between these people is not that some are 

“greedy” and others not. Their behavior can be 

explained by understanding the costs and benefits 

they face in the pursuit of their goals.  

As individuals we usually are able to recognize 

and evaluate the costs of our choices. We are attuned 

to the relative costs of alternatives available to us, but 

recognizing and taking into account the costs facing 

others is more difficult. The costs borne by others 

generally have less effect on our decisions than the 

costs we incur directly. When individuals realize they 

can use resources that properly belong to others for 

their own benefit, they are tempted to act 

irresponsibly. Economists call this “moral hazard” 

(Kotowitz, 1987).  

Moral hazard exists in the private marketplace in 

cases where information asymmetries combine with 

separation of ownership and control, enabling people 

to escape full responsibility for their actions. 

Examples include excessive utilization of health 

services due to reliance on third-party insurers 

(Goodman, 2012) and reckless behavior by persons 

with access to trust funds (Carnegie, 1891; Feldman, 

2014). However, as Hülsmann (2006) writes, “there 

are strong forces at work to eliminate expropriation” 

when it occurs in free markets. In the examples 

given, insurers try to limit their financial exposure by 

not covering treatment for preexisting conditions and 

by rejecting some claims, and wealthy individuals 

write trust fund agreements carefully to limit or end 

access to the funds in the event of misbehavior by the 

beneficiary. As a result, says Hülsmann, “moral 

hazard induced expropriation is therefore not only 

accidental, but also ephemeral in the free market.”  

 A risk of moral hazard arises when one person 

can over-use a public good (or good held in common) 

for personal gain even though others may suffer as a 

result. Writers about climate change often claim 

manufacturers, energy companies, and people who 

https://www.britannica.com/topic/price-economics
http://perc.org/articles/funding-national-park-system-next-century#sthash.jgQUPUOj.dpuf
http://perc.org/articles/funding-national-park-system-next-century#sthash.jgQUPUOj.dpuf


 Environmental Economics 

  51 

drive cars and trucks are “dumping carbon pollution” 

into the atmosphere, exploiting and degrading a 

common resource without paying a fair price to other 

stakeholders. If true, this would be an example of 

moral hazard. Why this is not the case is addressed in 

some detail in Section 1.3 and elsewhere in this book. 

In contrast to free markets, political institutions 

and regulated markets are rife with moral hazard. 

“Strong forces to eliminate expropriation” are seldom 

seen. People who work in government or who qualify 

for government entitlement programs are usually 

spending someone else’s money, not their own, and 

so have a weaker incentive to spend it wisely. The 

price of inefficiency, which would be borne by an 

individual or a business if incurred in the private 

market, is instead borne by taxpayers or businesses. 

Consequently, there is little incentive for government 

agencies to become more efficient. According to 

Baden and Stroup (1981), “Bureaucrats, like most 

other people, are predominantly self-interested. 

Given that an administrator’s welfare tends to 

increase with increments in his budget, many of our 

resource administrators act as bureaucratic 

entrepreneurs. Unfortunately, unlike [entrepreneurs] 

in the private sector, these administrators are not 

accountable to a bottom line demarcating benefits 

and costs. Thus, the net ‘benefits’ of many of their 

activities are strongly negative” (p. x). 

Government agencies have incentives to conceal 

the basis of their decisions, so they cannot be 

challenged by the individuals being regulated or 

taxed. Elected officials have incentives to make 

campaign promises they have no intention of 

keeping. Individuals have incentives to fake illnesses 

or hide assets to qualify for entitlement programs. All 

these perverse incentives compromise government’s 

ability to deliver services efficiently. 

The Endangered Species Act illustrates the harm 

that can occur when one party determines how 

another must use an asset. The law gives government 

officials great latitude in telling landowners what to 

do if they find an endangered animal such as a red-

cockaded woodpecker on their properties. 

Government officials choose how the animal must be 

protected, but the landowner must pay the costs. For 

example, the owner may not be allowed to log land 

within a certain distance of the bird’s colony. In some 

cases, government officials have prevented plowing 

land for farming or to create a firebreak. With such 

power, government officials are likely to be wasteful 

of some resources (such as land) while ignoring other 

ways of protecting the species (such as building nest 

boxes). To the government official, the land is almost 

a free good. (See Section 1.4.6 for a more detailed 

discussion of this example.) 

A program the EPA devised for reducing 

nitrogen based-nutrients that build up in waters such 

as the Chesapeake Bay offers another example. The 

agency developed a list of acceptable options among 

which states could choose, along with an estimated 

cost per pound of nitrogen removed (Jones et al., 

2010, Figure 2). States were required to submit 

implementation plans describing which solutions they 

would apply to reduce nitrogen.  

One solution was to require storm water retention 

ponds for new land development projects, with an 

estimated cost of $92.40 per pound of nitrogen 

removed. Another option was to plant over-winter 

cover crops on farm fields, with an estimated cost of 

$4.70 per pound of nitrogen removed. 

Retention ponds reduce immediate runoff but add 

nutrients to groundwater, the primary source of water 

pollution. They also impose long-term maintenance 

issues and attract geese, which add to the nitrogen 

pollution. Cover crops retain nitrogen, which is then 

available for the next season’s crops, thus removing 

nitrogen from the water system and making them the 

superior solution. 

Delaware chose to implement the far more 

expensive, less effective retention pond option 

because builders need permits and could be forced by 

government officials to comply, while farmers don’t 

need permits to plant crops. The permitting agency 

even rejected a builders association’s offer to pay 

into a cover crop fund instead of installing retention 

ponds (Jones et al., 2010). It was a vivid example of 

moral hazard at work. 

How are incentives relevant to the climate change 

issue? Without a marketplace in which access to the 

atmosphere is bought and sold, there are no prices 

that might make possible the efficient management of 

the atmosphere for the public good. Individuals have 

incentives to use the atmosphere to dispose of waste 

without regard to its possible negative effects on 

others, unless faced with regulations that prevent 

such behavior. This system might be judged wrong if 

actual damage to the public interest were 

demonstrated and if a superior method of rationing 

use of the atmosphere were available. Both 

assumptions are severely tested in later chapters.  

Some conclusions from this section include the 

following: 

 

 Human action is determined by incentives people 

face in the pursuit of their goals. 
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 In the private sector, incentives align people’s 

actions with the public interest because people 

generally are held accountable for the 

consequences of their actions. 

 In the public sector, action is often separated 

from accountability for results, resulting in 

conduct that may not advance the public interest. 

 Incentives concerning the use of the atmosphere 

are currently distorted by the absence of a price 

system, but whether this causes social harms or 

can be corrected is unclear. 
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1.2.5 Trade 

Trade creates value by making both parties 

better off. 

 

The First Theorem of Welfare Economics, also 

known as Adam Smith’s Invisible Hand Theorem, 

reads “if everyone trades in the competitive 

marketplace, all mutually beneficial trades will be 

completed and the resulting equilibrium allocation of 

resources will be economically efficient.” (Pindyck 

and Rubinfeld, 2000, p. 574). Both sides can gain 

when goods are exchanged; there does not need to be 

a winner and a loser. This means voluntary 

exchanges create value even though no additional 

goods or services are created. Trade allows people to 

act on the signals created by prices and the incentives 

created by the costs and benefits of choices freely 

made. Trade is the real-world manifestation of 

markets, the spontaneous order that is created when 

property rights are protected and people are free to 

choose how to use what belongs to them (Hayek, 

1983). Trade can create value in three ways: 

 

1. Trade channels resources, products, and services 

from those who value them less to those who 

value them more. One way to understand this 

principle is to think about something people 

really disagree about – say, music. John likes 

opera. Jane likes rock music. If John has a rock 

concert ticket and Jane an opera ticket, 

exchanging the tickets will make both of them 

better off. Without any change in production, the 

trade of the opera ticket for the rock concert 

ticket produces value. 

2. Trade enables individuals to direct their resources 

to activities where they produce the greatest 

value so they can then trade the fruits of those 

activities for the items they want for themselves. 

A farmer in central Montana who grows wheat 

produces far more than he wants to consume. He 

trades the wheat for income to buy coffee from 

Guatemala, shoes from Thailand, and oranges 

from Florida. The Montana farmer might have 

been able to grow oranges, but given the cold 

Montana climate, doing so would have 

squandered resources. Trade enables people to 

obtain many things they would not have the 

proper talent or resources to produce efficiently 

themselves. 

3. Trade enables everyone to gain from the division 

of labor and economies of scale. Only with trade 

can individuals specialize narrowly in computer 

programming, writing books, or playing 

professional golf, developing highly productive 

skills that would be impossible to obtain if each 

https://www.barrons.com/articles/incentive-trusts-can-keep-your-heirs-motivated-1400310740
https://www.barrons.com/articles/incentive-trusts-can-keep-your-heirs-motivated-1400310740
https://www.wri.org/sites/default/files/how_nutrient_trading_could_help_restore_the_chesapeake_bay.pdf
https://www.wri.org/sites/default/files/how_nutrient_trading_could_help_restore_the_chesapeake_bay.pdf
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family had to produce everything for itself. 

Similarly, large automobile factories lower the 

cost of manufacturing cars so they can be sold at 

prices within reach of the average worker.  

Resource owners gain by trading in three ways: 

across uses (for example, trading out of low-valued 

crops into ones that earn more money), across space 

(marketing products across geographic distance to 

different states or nations), and across time (using 

resources now or gaining from conservation or 

speculation by saving resources until they become 

more valuable). 

Even trade in garbage can create wealth. 

Consider a city that disposes of garbage in a landfill. 

If the city is located in an area where underground 

water lies near the surface, disposing of garbage is 

dangerous, and very costly measures would have to 

be taken to protect the water from landfill leakage. 

Such a city may gain by finding a trading partner 

with more suitable land where a properly constructed 

landfill does not threaten to pollute water. The 

landowner may be willing to accept garbage in return 

for pay. If so, both parties will be better off. 

In some parts of the western United States, rights 

to divert and use water from rivers and groundwater 

are bought and sold. Anderson and Libecap (2011) 

documented 1,766 transactions in 11 states between 

1987 and 2008. These transactions allow even water, 

a resource that meets the definition of a public or 

common-pool resource, to be traded like a private 

good, allowing access rights to move to those who 

value them most highly at a price acceptable to 

current holders of those rights.  

In recent years, more people have been seeking 

high-quality streams for fly-fishing. They recognize 

many streams dry up in hot summer months when 

farmers divert large amounts of water for their fields. 

To keep more water in streams to keep fish thriving, 

some fly-fishers are willing to trade cash for the 

farmers’ water rights. And some farmers are happy to 

part with a portion of the water they have been using 

in exchange for cash. The Oregon Water Trust 

(recently renamed The Freshwater Trust) works out 

trades between individuals committed to protecting 

salmon and farmers who are willing to give up some 

of their water. Purkey (2007) wrote, 

 Consider the story of ranchers Pat and Hedy 

Voigt. Last year, they reached a permanent, 

voluntary agreement with one of the 

[Columbia Basin Water Transactions 

Program] CBWTP’s partners, the Oregon 

Water Trust. Between July 21 and September 

30, up to 6.5 million gallons of water that 

they would normally divert each day from 

the Middle Fork of the John Day River and 

two of its tributaries will stay in the river, 

enhancing flows for a distance of 70 miles. In 

exchange, the Voigts now have the resources 

to improve irrigation efficiencies on their 

ranch, even as they benefit one of the largest 

and best remaining populations of wild 

spring Chinook and summer steelhead in the 

lower 48 states. 

According to Purkey, similar deals have been 

struck elsewhere in Oregon and in Idaho, Montana, 

and Washington. “Across the Columbia Basin, 

forward-looking landowners are creating innovative 

strategies that improve their bottom lines and build 

flexibility into ecosystems facing chronic water 

shortages. The results of this new model are not only 

benefiting communities right now but also are 

helping to prepare the Pacific Northwest for the 

future” (Ibid.). 

 Trade is important in the climate change 

discussion for a number of reasons. Access to the 

atmosphere does not need to be a zero-sum 

transaction whereby people who produce emissions 

benefit at the expense of others. Nor do the 

governments of the world have to agree on the terms 

and conditions of access for the result to be efficient. 

Virtually everyone benefits from the energy produced 

when anthropogenic greenhouse gases are produced 

as well as from increased agricultural production due 

to aerial fertilization by carbon dioxide. Positive and 

negative externalities are exchanged spontaneously in 

the absence of government policies (or taxes) or even 

sufficient information to place prices on either one. 

The result is huge net social benefits documented in 

Chapters 3, 4, and 5. Interfering with this trade by 

limiting or even banning the use of fossil fuels would 

jeopardize these benefits. 

It may be objected that future generations do not 

have a place at the table in the spontaneous 

marketplace for access to the atmosphere, and since 

today’s emissions may have a negative impact on 

them this constitutes an inefficiency or injustice. 

Section 1.5 of this chapter explains how capital 

markets create incentives for today’s investors to 

protect the interests of future generations, so this 

concern can be addressed. But consider too that 

virtually everything we do today affects future 

generations, either for good or for ill, so this can 
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hardly be a justification for government intervention. 

The Intergovernmental Panel on Climate Change 

(IPCC) itself admits that the impact of climate 

change on future generations will be “small relative 

to the impacts of other drivers (medium evidence, 

high agreement). Changes in population, age, 

income, technology, relative prices, lifestyle, 

regulation, governance, and many other aspects of 

socioeconomic development will have an impact on 

the supply and demand of economic goods and 

services that is large relative to the impact of climate 

change” (IPCC, 2014, p. 662. This suggests climate 

change does not pose a unique danger that would 

justify it being treated differently than other 

challenges. 

Common ownership of resources is not a barrier 

to the use of trade as a way to achieve win-win 

solutions to conflicts over access. Some of the 

biggest successes in managing other common-pool 

resources, such as water described in the examples 

given above and public lands (grazing rights) in cases 

described later in this chapter, rely on spontaneous or 

informal processes with only limited involvement by 

governments (Ostrom, 2005). The case against 

attempting to create an artificial marketplace for 

trading rights to the atmosphere is set forth in Section 

1.3 and other parts of this book.  
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1.2.6 Profits and Losses 

Profits and losses direct investments to their 

highest and best uses. 

 

The profit and loss system is a key element of 

markets. By allowing investors and producers to keep 

the profits they earn and suffer any losses they incur, 

markets ensure that resources are used as efficiently 

as possible to meet consumer wants and needs 

(Mises, 1966 [1998], pp. 241–4; Gilder, 1984; 

Novak, 1991, pp. 104–12). 

Profit is a measure of how much value was added 

to a good or service relative to the cost of resources 

used. Profits provide a clear index of performance, 

with high profits indicating resources were purchased 

at a price much lower than the resulting product was 

worth to buyers. A large loss indicates the product 

was worth much less than the resources taken from 

the rest of the economy to produce it. In this way, 

profits and losses direct businesses toward activities 

that most efficiently meet consumer wants and needs  

High profits act as a signal to producers to make 

more products and to potential producers to start 

making new products. Consumers benefit from the 

increased supply and competition among producers, 

which drive down prices. Awareness of profit 

margins leads to more careful use of natural 

resources as producers seek to minimize their costs. 

This can lead to the discovery of new ways to use 

resources more efficiently. 

Hope for profits and fear of losses cause 

producers to spend untold hours figuring out how to 

use resources more efficiently. That is why airplanes, 

batteries, bicycles, bottles, cans, cars, computers and 

computer chips, printing devices, solar panels, 

telephones, televisions, and hundreds of other 

products we use every day are “smaller, faster, 

lighter, denser, and cheaper” than ever before (Bryce, 

2014). The profit and loss system is driving a 

widespread “dematerialization” process whereby 

fewer resources and less energy are needed to meet 

human needs, a trend described and documented in 

detail in Chapter 5. 

Profits reward those who succeed in producing 

goods and services people are willing to buy at a 

price higher than the cost of supplying them. Losses 

have their place, too. They penalize those who have 

not been able to discover how to create more value 

than the cost to produce. In effect, people are telling a 

money-losing firm they want to see that firm’s 

resources go to other products or services more 

valuable to them. 

https://www.hoover.org/research/market-solution-our-water-wars
https://www.hoover.org/research/market-solution-our-water-wars
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Large profits are ephemeral. The competition of 

new entrants, drawn by profits, gradually lowers the 

sales of existing firms and often their prices as well, 

reducing profits. Entry continues until profits fall to 

what economists call normal rates of return. Entry 

then stops. The first firm to innovate successfully 

may make above-normal profits (an appropriate 

reward and critical incentive), but the profits fall as 

competition heats up. 

An entrepreneur seeking to exploit a new profit 

opportunity usually must (a) discover the new 

opportunity and (b) find investors willing to take the 

risk that profits will be made. It may also be 

necessary to sell potential buyers on the new product 

or service. All of these activities are costly. But 

expected profit provides an incentive to persevere for 

entrepreneurs, investors, and those who must sell the 

idea to investors and the product to buyers. Expected 

profit rewards them for making the necessary 

investments of time, effort, and money to accomplish 

their tasks. New ideas may need years of effort 

before they reach fruition. Expected profit is the 

carrot to attract the needed efforts. 

Thanks to the profit and loss system, the most 

efficient producers win the competition for the use of 

scarce resources. But this system does not exist in 

government agencies; unlike private entrepreneurs 

and investors, government officials typically cannot 

retain any profits their agencies might earn by being 

more efficient than competitors, and they do not 

personally suffer a loss if they are inefficient. 

Consequently, governments can and do 

systematically waste resources, taking losses over the 

long term because they make up the difference by 

taking money from taxpayers. 

Government officials are typically deprived of 

the signals created by a profit and loss system that 

might direct them to the most efficient ways to 

produce a product or deliver a service. When they 

make poor decisions, they are insulated from the 

negative consequences because taxpayers, 

consumers, or regulated businesses must incur the 

loss. Even if regulators are smart and well-informed, 

they are unlikely to be smarter or better informed 

than private investors since they are spending other 

people’s money and not their own.  

Framing climate change as a problem requiring a 

government-led solution necessarily means losing the 

powerful efficiency-creating power of the profit and 

loss system. Without profits and losses directing 

investments in energy sources and technologies, 

governments must pick winners and losers based on 

the input of lobbyists, the judgment of bureaucrats 

influenced by careerism and tunnel vision, and other 

maladies affecting bureaucracies described in some 

detail in Section 1.4.3.  

A key part of the climate change issue, perhaps 

more important than any scientific variable or theory, 

is who should decide what energy sources and 

technologies ought to be used in light of what we 

know about climate change. Should those choices be 

made by individuals and private entities that reap 

profits or bear losses from their choices, or by 

government agencies that are immune to such 

consequences? Vaclav Smil (2010) ended his book 

Energy Myths and Realities with this warning to 

those who think they can do better than markets at 

picking an energy source that could replace fossil 

fuels: 

Do not uncritically embrace unproven new 

energies and processes just because they fit 

some preconceived ideological or society-

shaping models. Wind turbines or thin-film 

solar cells may seem to be near-miraculous 

forms of green salvation, ready to repower 

America within a decade. But ours is a 

civilization that was created by fossil fuels, 

and its social contours and technological 

foundations cannot be reshaped in a decade 

or two (p. 163). 

 

References 

Bryce, R. 2014. Smaller Faster Lighter Denser Cheaper: 

How Innovation Keeps Proving the Catastrophists Wrong. 

New York, NY: PublicAffairs. 

Gilder, G. 1984. The Spirit of Enterprise. New York, NY: 

Simon and Schuster. 

Mises, L. 1996 [1998]. Human Action: A Treatise on 

Economics, the Scholar’s Edition. Auburn, AL: Ludwig 

von Mises Institute. 

Novak, M. 1991. The Spirit of Democratic Capitalism. 

Lanham, MD: Madison Books. 

Smil, V. 2010. Energy Myths and Realities: Bringing 

Science to the Energy Policy Debate. Washington, DC: 

American Enterprise Institute. 

 



 Climate Change Reconsidered II: Fossil Fuels 

56  

1.2.7 Unintended Consequences 

The art of economics consists in looking not 

merely at the immediate but at the longer 

effects of any act or policy. 

 

Hazlitt (1979) wrote, “the whole of economics can be 

reduced to a single lesson, and that lesson can be 

reduced to a single sentence. The art of economics 

consists in looking not merely at the immediate but at 

the longer effects of any act or policy; it consists in 

tracing the consequences of that policy not merely for 

one group but for all groups” (p. 17). Economists are 

trained to ask, “and then what?” 

Unintended consequences are sometimes referred 

to as “the seen and the unseen.” Claude Frédéric 

Bastiat wrote in 1850, “a law gives birth not only to 

an effect, but to a series of effects. Of these effects, 

the first only is immediate; it manifests itself 

simultaneously with its cause – it is seen. The others 

unfold in succession – they are not seen: it is well for 

us if they are foreseen.” Bastiat also observed that the 

difference between a bad and a good legislator is “the 

one takes account of the visible effect; the other takes 

account both of the effects which are seen and also of 

those which it is necessary to foresee.”  

Overlooking the secondary effects (side effects) 

of an action is easy, especially if those effects are on 

other people or will not be experienced soon. When 

those unintended consequences are negative, they can 

offset some or all of the benefits of an action. 

Advocates of a particular goal or state of affairs often 

are impatient with the sometimes slow pace of 

markets and voluntary agreements. Passing a law or 

funding a government program seems to be a faster 

and more direct route to their goal, and this path is 

often sold to activists by elected officials seeking 

their campaign support and lobbyists seeking clients. 

But most government programs fail to achieve their 

goals precisely because of the unintended 

consequences economists are trained to look for. 

Turning to the issue of climate change, advocates 

of immediate action to reduce greenhouse gas 

emissions often overlook the unintended 

consequences of their recommendations. Reducing 

emissions by amounts large enough to potentially 

affect the planet’s climate would require large 

reductions in energy consumption, which would 

reduce human well-being by diverting resources 

away from more urgent needs. Because wind and 

solar power costs two to three times as much as 

energy derived from the use of fossil fuels, using 

those alternative energy sources would reduce human 

well-being, especially for low-income families that 

cannot afford to pay more for electricity and home 

heating (Bezdek, 2010). “Energy poverty” is a critical 

issue facing developing countries today because 

access to electricity is crucial to the three dimensions 

of human development: health, knowledge, and 

standard of living (Kanagawa and Nakata, 2008). 

The money spent today and in the near future on 

expensive solar and wind power would not be 

available for other things that contribute to human 

well-being, such as public health actions to protect 

people from malaria and other diseases, wells and 

dams to provide water for agriculture and use in 

homes, and infrastructure such as electric power 

plants and power lines (Yadama, 2013; Lomborg, 

2006). The full consequences of those missed 

opportunities would only emerge over time and are 

largely invisible to today’s environmental activists.  

Another unintended consequence of reducing 

greenhouse gas emissions is the negative effect on 

food production and the natural environment. Carbon 

dioxide is essential to plant growth, and 

anthropogenic emissions are thought to be 

responsible for 70% of the “greening of the Earth” 

observed from satellites and benefiting more than 

25% to 50% of the global vegetated area (Zhu, et al., 

2016). (Less than 4% of the globe shows browning 

(Ibid.).) Less greening also means less habitat for 

wildlife, so efforts to stop or slow global warming 

could unintentionally lead to the extinction of more 

species (Goklany, 2015; Hughes et al., 2014). 

Replacing fossil fuels with wind, solar, and biofuels 

also would require millions of square miles of 

wilderness and farmland to be covered with industrial 

wind turbines, mirrors or photovoltaic panels, or corn 

planted and harvested to make ethanol. The 

environmental consequences would be devastating 

(Kiefer, 2013; Bryce, 2014, p. 212; Smil, 2015, pp. 

211–2).  

Over the period 2012 through 2050, the 

cumulative global economic benefit of aerial CO2 

fertilization will be approximately $9.8 trillion (Idso, 

2013). Reducing greenhouse gas emissions would 

mean forfeiting some or all of this benefit. Mariani 

(2017), in a study described in greater detail in 

Chapter 5, Section 5.3.6.1, estimates a return of 

global temperatures and CO2 levels to pre-industrial 

conditions would reduce by 18% global production of 

the four crops (wheat, maize, rice, and soybean) 

accounting for two-thirds of total global human 

caloric consumption. Mariani estimates that increases 

in atmospheric CO2 to 560 ppm and temperature to 

+2°C relative to today would improve crop 
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production by 15% above today’s values. 

Frank et al. (2017) note actions to mitigate 

greenhouse gas emissions could negatively impact 

food supply in several ways: by diverting agricultural 

land into land used for energy (e.g. corn from feed to 

ethanol); by halting or slowing needed land 

conversion from high-carbon landscapes (forests) 

into agricultural production; by shifting from more to 

less greenhouse gas-intensive agricultural 

commodities (e.g., away from ruminant production); 

and by adopting greenhouse gas-reducing 

management practices (e.g., reduced fertilizer 

application). Figure 1.2.7.1 shows the relative 

product price change of nine commodities driven by 

a $150 per ton of CO2-equivalent (CO2e) tax (left 

panel), as well as the overall percent increase in the 

food price index (right panel, relative to the base year 

of 2000) for the world and various regions of the 

world. 

In all instances, the CO2 tax raises the cost of 

food in all regions. The largest increases (60% to 

100%) in the food price index are seen in those 

regions with less efficient agricultural production 

systems, such as Oceania, South East Asia, Sub-

Saharan Africa, South Asia, and Latin America, 

while for the world as a whole the price increase is 

around 38%. 

Figure 1.2.7.2 depicts the relationship between 

greenhouse gas mitigation targets and global average 

calorie consumption projected for the year 2050. As 

the figure shows, increasingly ambitious efforts to 

reduce CO2 emissions result in greater reductions in 

daily dietary energy. Using the IPCC’s representative 

concentration pathway (RCP) scenario that limits 

warming to 1.5°C, for example, a $190 tCO2e
-1

 

carbon tax would reduce daily caloric intake by 

285 kcal per capita per day, a 9% decrease. At first 

glance, such a decline may not appear significant, but 

as Frank et al. note, “this would translate into a rise 

of 300 million people in the global number of 

chronically undernourished [individuals],” a 150% 

increase over the current chronically undernourished 

population. 

Frank et al. conclude “a uniform carbon price 

across sectors does lead to trade-offs with food 

security at increasingly ambitious stabilization 

targets. This results from rising food prices driven by 

the adoption of greenhouse gas abatement strategies 

[that] limit agricultural land expansion and increase 

production costs for farmers targeted by the 

implementation of a carbon price.” 

 
 
Figure 1.2.7.1 
Relative price impact of a $150 per tCO2e carbon tax on emissions from agriculture on global 
commodity prices and regional food price index 

  

 
 

CIS is Commonwealth of Independent States, EAS is East Asia, EU28 is European Union, LAM is Latin America, 
MEN is Middle East and North Africa, NAM is North America, OCE is Oceania, SAS is South Asia, SEA is South 
East Asia, SSA is Sub-Saharan Africa, and WLD is World. Source: Adapted from Frank et al., 2017. 
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Figure 1.2.7.2 
Per-capita caloric loss caused by proposed carbon taxes  

 

 
 
The blue line represents policies where all countries participate to achieve increasingly ambitious climate 
stabilization targets. Text adjacent to the blue squares indicates the carbon price (tax) associated in achieving 
climate stabilization for a given representative concentration pathway (RCP) and its associated global 
temperature reduction in 2050. Source: Adapted from Frank et al., 2017. 

 
 

Advocates of immediate action to reduce the use 

of fossil fuels probably do not want to increase 

energy poverty, destroy wildlife habitat, or increase 

world-wide hunger. These are all unintended 

consequences of the IPCC’s clearly stated goal of 

reducing and eventually banning fossil fuels (IPCC, 

2014, pp. 10, 12). Economists are trained to look for 

such unintended consequences, to anticipate how 

changes in incentives lead to changes in behavior 

which then affect the ability to reach goals. 

Environmental activists ignore or downplay these 

consequences due to their tunnel vision. Their vision 

of a world where energy freedom is replaced with a 

government-imposed ban on fossil fuels is so 

compelling they simply refuse to believe it could 

have a dark side. 
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1.2.8 Discount Rates 

Discount rates, sometimes referred to as the 

“social rate of time preference,” are used to 

determine the current value of future costs 

and benefits. 

 

How do you place a value on a cost or benefit that 

occurs far in the future? How much should be spent 

today to avoid a possible but uncertain harm 50 years 

or 100 years hence? 

Discount rates, sometimes referred to as the 

“social rate of time preference,” are used to 

determine the current value of future benefits or 

harms. As Kreutzer (2016) wrote, “Discounting is an 

opportunity cost exercise. The rate should reflect the 

best alternative return that an investment of the same 

size could reasonably be expected to generate.” 

Discounting has a long history of use in public 

policy.  

Of the many controversies involved in deciding 

whether and how to respond to the threat of climate 

change, none attracts as much attention and 

condemnation as the choice of the discount rate used 

to estimate the present value of future impacts. 

Weitzman (2015) has described this debate over 

discounting damages as “vigorous,” noting “the 

choice of a discount rate is itself one of the most 

significant (and controversial) uncertainties in the 

economics of climate change.” And, as Heal and 

Millner (2014) conclude, there is “no convergence to 

a single unanimously agreed upon [discount] value in 

sight.” 

The rate at which one discounts the value of 

benefits expected to appear in the future is expressed 

annually, similar to interest paid on a savings 

account. “The lower the rate of discount employed, 

the higher the present value of the estimated future 

benefits of a public project. Hence, the rate of 

discount used in evaluating public projects has an 

important influence on the allocation of resources 

within the public sector, and may also influence the 

relative rates of growth of the public and private 

sectors” (Mikesell, 1977, p. 3). 

One method of estimating the current value of 

future costs and benefits is exponential discounting, 

which is typically used in finance. It assumes 

preferences between consuming now or in the future 

do not change over time, so only the value of time 

needs to be taken into account. That value, in turn, 

can be revealed by looking at the interest paid on 

very safe investments, such as government bonds, for 

a similar period of time. This method is used by the 

U.S. Office of Management and Budget (OMB), 

which defines the “social rate of time preference” as 

the real rate of return on long-term government debt. 

It requires cost-benefit analyses be calculated using 

that published rate and two additional constant rates, 

a low rate of 3% and a high rate of 7%, to establish a 

band or range of outputs for decision-making (OMB, 

2003). The U.K.’s Treasury uses a standard 3.5% rate 

(but see below for a recent modification), below the 

http://www.co2science.org/education/reports/co2benefits/MonetaryBenefitsofRisingCO2onGlobalFoodProduction.pdf
http://www.co2science.org/education/reports/co2benefits/MonetaryBenefitsofRisingCO2onGlobalFoodProduction.pdf
http://www.dtic.mil/dtic/tr/fulltext/u2/a595813.pdf
http://www.dtic.mil/dtic/tr/fulltext/u2/a595813.pdf
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5% rate typical in the literature (e.g., Nordhaus, 

1998; Murphy, 2008; Tol, 2010).  

Discount rates are important in understanding the 

climate change issue because the costs of reducing 

greenhouse gas emissions mostly occur up-front, in 

the form of major capital investments in new sources 

of energy and the infrastructure needed to support 

them. The benefits of reducing emissions, to the 

extent they exist, occur far in the future. According to 

Working Group I’s report for the IPCC’s Fifth 

Assessment Report, “cumulative emissions of CO2 

largely determine global mean surface warming by 

the late twenty-first century and beyond (see Figure 

SPM.10). Most aspects of climate change will persist 

for many centuries even if emissions of CO2 are 

stopped” (IPCC, 2013, p. 27). 

Money spent now to secure benefits far in the 

future could be used to buy other things that would 

produce benefits sooner. Some of those benefits, such 

as food to help feed the world’s hungry or clean 

water in developing countries, are important and may 

be more important than battling one or two degrees of 

warming centuries from now (Mendelsohn, 2004; 

Lomborg, 2006; Lemoine and Rudik, 2017).  

Consider the following example: Exponential 

discounting at the rate of 5% means if we choose to 

spend $100 today to reduce greenhouse gas emissions 

by one ton, we lose the opportunity to spend $1,147 

50 years from now to reduce emissions then. With 

advancing technology, that $1,147 spent 50 years 

from now would likely enable us to reduce emissions 

by much more than we could with current 

technology. Since, as the IPCC says, climate is 

affected by cumulative emissions (ambient CO2 

concentrations) and not annual emissions, early 

action is difficult to justify.  

This example also illustrates that avoiding $1,147 

in damages 50 years from now is worth an 

investment today of about $100, about 9% of the 

future value. Expressed differently, a dollar of benefit 

50 years from now is worth only about 9 cents today. 

Thus, benefits reaped 50 years in the future need to 

be worth about 11 times as much as alternative 

benefits that could be achieved today in order to 

justify their expense.  

Critics of exponential discounting worry that the 

current generation of investors and emitters won’t 

actually set aside the $100 needed today that would 

become $1,147 to be used 50 years from now to 

reduce emissions. What if this modest sum were 

spent on something else? There is also concern that 

discount rates of around 5% over-estimate the likely 

long-term rate of return on investments over so many 

decades. Do low-probability, high-damage events call 

for using a lower discount rate? (Ceronsky et al., 

2011; Heal, 2017). 

Advocates of immediate action to reduce 

emissions sometimes blame the “greed” or 

“selfishness” of others for opposition to their plans 

(Bartholomew and Francis, 2017; Tirole, 2017, p. 

196). This could be true, since people sacrificing 

today are unlikely to live long enough to be among 

the beneficiaries of a cooler climate 100 years from 

now. But more likely, people are expressing a 

reasonable social rate of time preference. Uncertainty 

grows with time over whether any sacrifice made 

today will actually benefit future generations. 

Surveys show the public in the United States cite this 

uncertainty as the main reason they oppose paying 

higher taxes on energy to help fight global warming 

(Ansolabehere and Konisky, 2015). This is not based 

on ignorance of the issue, but just the opposite. 

Newspapers and other popular sources of information 

report regularly on how China, India, and other major 

emitters are increasing their emissions while the 

United States is reducing its own, the “leakage” 

discussed in Section 1.2.10 below. Perhaps physical 

scientists are less aware of this phenomenon than the 

less-educated but more-attentive general public. 

An alternative to exponential discounting is 

hyperbolic discounting. Surveys and small-scale 

experiments show people tend to give more weight to 

benefits that are very immediate or very distant in the 

future, and less weight to benefits that might appear 

at intermediate time scales. This attitude toward time 

is incorporated into discounting by changing the 

discount rate chosen for different periods of future 

time. Its adherents claim it leads to the choice of 

lower discount rates for events occurring in the far 

future and therefore makes a stronger case for action 

today to avoid far-future risks (Farmer and 

Geanakoplos, 2009; Arrow et al., 2013; Garnaut, 

2008).  

The U.K.’s Treasury has moved toward 

hyperbolic discounting by adopting not one but 12 

different discount rates taking into account the 

number of years over which a program operates and 

whether there is “risk to health and life values” (H.M. 

Treasury, 2018, Table 8, p. 104). 

Choosing the “right” discount rate to use when 

addressing climate change is addressed again and in 

greater detail in Chapter 8. 
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1.2.9 Cost-benefit Analysis 

Cost-benefit analysis, when performed 

correctly, can lead to better public policy 

decisions. 

 

Because all people, including those living in wealthy 

countries, must cope with scarcity, they must choose 

how much money to spend on environmental 

improvements and consequently how much less to 

spend on other goods and services (the opportunity 

cost of their choices) and in which projects or 

programs to invest (if any). Cost-benefit analysis 

(CBA) can help make such choices.  

Private cost-benefit analysis is used to determine 

if the financial benefits to an agent over the lifetime 

of a project exceed the agent’s costs. Social cost-

benefit analysis attempts to include environmental 

impacts and other costs and benefits, including 

unintended consequences, which are not traded in 

markets and so would not necessarily be taken into 

account by private economic agents. 

http://cowles.econ.yale.edu/P/cd/d17a/%20d1719.pdf
http://cowles.econ.yale.edu/P/cd/d17a/%20d1719.pdf
http://cowles.econ.yale.edu/P/cd/d17a/%20d1719.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/685903/The_Green_Book.pdf
https://www.heritage.org/environment/report/discounting-climate-costs
http://www.whitehouse.gov/omb/circulars/
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CBA is an economic tool that can help determine 

if the social benefits over the lifetime of a 

government project exceed its social costs. In the 

current context, CBA is used to determine in 

monetary terms the present worth of the social 

benefits and social costs of using fossil fuels, of 

mitigation versus unabated global warming, and of 

environmental regulations. A cost-benefit ratio can be 

obtained by dividing the projected costs by the 

projected benefits, or net benefits can be derived by 

subtracting costs from benefits. Projects earning a 

cost-benefit ratio less than 1 are possibly worth 

pursuing. Competing projects can be ranked 

according to their cost-benefit ratios, net benefits, or 

cost-effectiveness (Singer, 1979; Dorfman, 1993; 

Wolka, 2000, p. 8.130; Pearce et al., 2006; van 

Kooten, 2013). 

Economists and other social scientists can 

identify and attempt to quantify elements on both 

sides of the cost-benefit equation using observational 

data regarding supply, demand, prices, and profit 

generated by millions or billions of voluntary choices 

taking place in markets around the world and across 

time. Benefits can include protection of human health 

from hazards such as air pollution, measured in days 

or years of life extended, while costs can include 

slower economic growth (measured in per-capita 

income or GDP) due to higher taxes or the cost of 

complying with new regulations. A graph showing a 

hypothetical cost-benefit analysis for a proposal that 

would reduce emissions appears as Figure 1.2.9.1. 

A variation on CBA is called benefit-cost 

analysis (BCA), though the two terms are sometimes 

used interchangeably. Zerbe (2018) writes, “CBA is 

the traditional approach of valuation, built on the 

potential compensation test (‘PCT’) and the 

avoidance of distributional and other equity 

considerations. CBA is limited to analyzing only 

the fair market value of property. BCA recognizes 

rights and moral sentiments as values insofar as 

they reflect the willingness to pay (‘WTP’) to 

obtain them or the willingness to accept (‘WTA’) 

payment for surrendering them.” Chapter 8 makes a 

case for relying on CBA rather than BCA, so this 

short introduction to the topic focuses on CBA.  

In Britain, the use of CBA by governments for all 

projects (not only environmental projects) is guided 

by The Green Book: Central Government Guidance 

on Appraisal and Evaluation, originally published in 

the 1970s by the Treasury and most recently updated 

in 2018, and a series of supplementary guidance 

documents listed on page 107 of that book (HM

 
 

Figure 1.2.9.1 
Cost-benefit analysis of a proposal to reduce 
emissions  

 
US 70, I-75, I-76, and US 77 are emission reduction 
scenarios outlined in NAS, 1974. Source: Singer, 
1979, Figure 2, p. 29. 

 
 

Treasury, 2018). The entire set of documents 

constitutes a very fine guide to the issue and is highly 

recommended, but with apologies to our British 

colleagues and friends around the world, the rest of 

this chapter focuses on the application of CBA to 

environmental issues only in the United States. 

The application of cost-benefit analysis to 

environmental decision-making in the United States 

dates back to its use by the Army Corps of Engineers 

in the 1950s, but was developed and applied in 

earnest starting in the 1970s when new federal air and 

water protection laws were being implemented 

(Mishan, 1971; NAS, 1974; Layard, 1974; Maler and 

Wyzga, 1976; Singer, 1979). The first systematic 

application of CBA to national regulations in the 

United States began in 1981 as a result of Executive 

Order 12291 by President Ronald Reagan (Reagan, 

1981).  

Under Reagan’s executive order, cost-benefit 

analysis was part of a Regulatory Impact Analysis 

(RIA), itself part of a broader effort aimed at making 

regulations more cost-effective and transparent. The 
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effort was controversial, due partly to missteps by the 

Reagan administration, which “came under harsh 

criticism from numerous quarters for permitting the 

Office of Management and Budget (OMB) to delay 

and block new regulatory initiatives. Critics pointed 

out the OMB’s regulatory review staff was comprised 

primarily of economists. There were no toxicologists, 

epidemiologists, or health scientists at OMB to 

overview EPA proposals” (Graham, 1991, p. 6).  

A subsequent executive order issued by President 

Bill Clinton in 1993 made the Office of Information 

and Regulatory Affairs (OIRA) within OMB “the 

repository of expertise concerning regulatory issues, 

including methodologies and procedures that affect 

more than one agency, this Executive order, and the 

President’s regulatory policies” (Clinton, 1993). 

President George W. Bush substantially increased 

OIRA’s authority and staffing and appointed an 

activist director, the previously quoted John D. 

Graham.  

President Barack Obama, while reaffirming the 

principles and review process in an executive order 

issued in 2011 (Obama, 2011), reduced the agency’s 

staff, and it played a smaller role in regulatory policy. 

Before a congressional committee in 2013, a former 

deputy director of OIRA testified, “At one time, 

OIRA had a specific branch of a dozen or so 

economists who specialized in benefit-cost analysis, 

and OIRA hired scientific experts in risk analysis. 

Today it has a few experts scattered among five 

branches [which] are, for the most part, staffed with 

overworked although highly competent desk officers” 

(Morrall, 2013).  

Beginning in 2017, it appears President Donald 

Trump is revitalizing OIRA. Like Bush, he appointed 

an activist director, Neomi Rao, and has made cutting 

regulations one of the major themes of his 

administration. According to Rao (in comments at a 

Brookings Institution event in early 2018), the federal 

government issued only three new “significant” 

regulations in FY 2017 and withdrew more than 

15,000 planned rules, reducing regulatory costs by 

more than $570 million per year and $8 billion in 

total (Heckman, 2018). In FY 2018, OIRA expects 

deregulatory actions from federal agencies to 

outnumber new regulatory actions by a nearly four-

to-one ratio, projected to save another $10 billion in 

compliance costs (Ibid.). But just how big a role 

OIRA plays in this regulation-cutting effort is 

uncertain. 

OIRA has authority to review agency regulations 

and the analyses used to justify them, as well as to 

return the regulations to the agencies for 

reconsideration if it finds the analyses were 

insufficient. Since 1997, OIRA has issued annual 

reports to Congress on the benefits and costs of 

federal regulations. Its 2013 report found “the 

estimated annual benefits of major Federal 

regulations reviewed by OMB from October 1, 2002, 

to September 30, 2012, for which agencies estimated 

and monetized both benefits and costs, are in the 

aggregate between $193 billion and $800 billion, 

while the estimated annual costs are in the aggregate 

between $57 billion and $84 billion” (OMB, 2013, 

p. 3). This sounds rigorous and like evidence of a 

significantly positive overall benefit-cost ratio, but it 

is not. Williams and Broughel (2013) write,  

Of 37,786 rules finalized in FY2003–

FY2012, only 115 rules had estimates of 

monetized benefits and costs in OIRA’s draft 

report. This is less than one-third of 1% of all 

final regulations, an abysmal record. Even 

worse, there are no rules in the report from 

independent regulatory agencies that have 

dollar estimates for both benefits and costs. 

If OIRA is getting estimates of monetized 

benefits and costs for less than one-third of 1% of all 

final regulations, then CBA clearly is not being used 

aggressively or successfully at the national level. 

Further evidence of this failure is that there appears 

to be no correlation between the amount of 

information provided in a regulatory impact analysis 

and the net benefits of a regulation (Shapiro and 

Morrall, 2012). Hahn and Tetlock (2008) also find 

little evidence that CBA has improved regulatory 

outcomes. 

Requiring the use of CBA apparently doesn’t 

prevent politics – whether ideology or pandering to 

special interests – from influencing regulatory 

choices. A study by the Mercatus Center at George 

Mason University found “the more liberal agencies 

(Labor, Health and Human Services) got through 

OIRA with lower-quality analyses in the Obama 

administration, while the more conservative agencies 

(Defense, Homeland Security) got through OIRA 

with lower-quality analyses in the Bush 

administration” (Morrall, 2013, p. 5, citing Ellig et 

al., 2013). 

Conducting a cost-benefit analysis of climate 

change is difficult and perhaps impossible due to the 

enormity of both costs and benefits, their wide 

dispersal (virtually every person on Earth benefits 

from the use of fossil fuels and many would benefit 

from a modest warming), and the long time frame 
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(most of the benefits and costs of climate change 

might emerge one or even two centuries in the future, 

if they emerge at all). Economists use integrated 

assessment models (IAMs) to attempt to monetize the 

net cost or benefit of climate change, called the 

“social cost of carbon.” Such models are enormously 

complex and can be programmed to arrive at widely 

varying conclusions. They are described and 

critiqued in detail in Chapter 8. 
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1.3 Private Environmental Protection 

The belief that government action is needed to 

protect the global atmosphere from “carbon 

pollution” is based on the flawed assumption that 

private agents – the people and organizations that use 

fossil fuels to generate power – are acting without 

regard to the damages they create that are borne by 

others. According to this framing, the atmosphere is a 
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“tragedy of the commons.” But environmental 

economics makes clear that private environmental 

protection is more common, and more effective, than 

relying on government intervention. 

Section 1.3.1 defines common-pool resources 

and explains how they have been successfully 

protected by tort and nuisance laws and managed by 

nongovernmental organizations that transform a 

“tragedy of the commons” into “an opportunity of the 

commons.” 

Section 1.3.2 explains why positive and negative 

externalities are ubiquitous and not justifications for 

government intervention. It describes Coase’s 

theorem, which says socially efficient solutions to 

conflicts involving externalities can be found so long 

as both parties are able to negotiate, in effect trading 

their externalities. 

Section 1.3.3 documents how prosperity makes 

environmental protection a higher public goal and 

provides the resources needed to achieve it. 

Economists call this the Environmental Kuznets 

Curve. Section 1.3.4 describes a huge advantage 

private environmental protection efforts have over 

government efforts: their ability to tap local 

knowledge of values and opportunities. Section 1.3.5 

briefly critiques a school of economics called 

“ecological economics” seeking to justify 

government intervention rather than working with 

markets to protect the environment. 

 

 

1.3.1 Common-pool Resources 

Common-pool resources have been 

successfully protected by tort and nuisance 

laws and managed by nongovernmental 

organizations. 

 

Some natural resources such as air, flowing water, 

and wildlife are held “in common” by the people of a 

community, nation, or (in the case of the atmosphere) 

the whole world. They constitute a type of good or 

service called common-pool resources that is non-

excludable, meaning non-payers cannot be readily 

prevented from using or consuming it, and rivalrous, 

meaning consumption or use by one person comes at 

the expense of others. Common-pool resources can 

be viewed as one of four types of goods and services 

that differ according to these two characteristics, as 

shown in Figure 1.3.1.1. 

Common-pool resources are often difficult to 

protect because “someone has to cover the costs for 

everybody else. There are too many free riders. Too 

often, the common resource doesn’t get saved” 

(Avery, 1995, p. 314). Free use of common resources 

often leads to more demand than can be met by the 

supply. The classic case is over-grazing on a 

commons, a pasture open to all herdsmen for cattle 

grazing (Hardin, 1968; Hardin and Baden, 1977). 

Each herdsman captures the immediate benefits of 

grazing another cow even though over-grazing may 

cause a reduction in next year’s grass. The individual 

herdsman bears only a fraction of the costs – the 

reduced grazing available next year due to excessive 

grazing now – because all users share the future 

costs. If the herdsman removed his cow, he would 

bear fully the burden of reducing his use and, if 

someone else adds a cow, still bear some of the cost 

of over-grazing next year. Thus, each herdsman has 

an incentive to add cows, even though the pasture 

may be gradually deteriorating as a result. This 

situation is known as the “tragedy of the commons.” 

A similar situation can occur when a fishing 

territory is open to all fishermen (Anderson and 

Snyder, 1997; Adler and Stewart, 2013). Each 

fisherman captures all the benefits of harvesting more 

fish now, while paying only a small part of the future 

costs – the reduction of the fish population for future 

harvests. Ignoring the indirect costs that will occur in 

the future is easy if the fisherman will not ultimately 

pay the full, true cost of his or her actions. 

In the United States, Canada, and other nations 

having legal roots in Great Britain, the courts have 

for centuries provided a way to stop individuals from 

injuring others by degrading commonly owned 

resources (Epstein, 1985; Abraham, 2002; Latham et 

al., 2011; Cushing, 2017). When a victim 

demonstrates harm has been done or serious harm is 

threatened, courts can force compensation or issue an 

injunction to stop the harmful activity. Such harms 

are called torts or nuisances. Meiners and Yandle 

(1998) wrote: 

 

Legal actions can lead to recovery for 

damages to land as well as to recovery for 

damages to health or any other benefit 

attached to our interests in property. A public 

nuisance is an act that causes inconvenience 

or damage to public health or order or that 

obstructs public rights. If a business creates 

noxious emissions that affect many citizens a 

public attorney may bring an action on behalf 

of all affected citizens to have the activity 

terminated. 
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Figure 1.3.1.1 
Types of goods and services 

 

 Excludable Non-excludable 

Rivalry Pure Private 
Food, clothing, furniture. Most items 
of private possession 

Common-pool Resources 
Public domain ponds, rivers, wilderness 
areas, grazing areas, the atmosphere 

Non-rivalry Club 
Swimming pools, toll roads, country 
clubs, membership organizations, 
gated communities, private schools 

Pure Public 
National defense, public sanitation, crime 
control, flood defense, contagious disease 
control 

 
Source: Adapted from Hakim, 2017. 

 
 

Trespass created rights similar to those 

against nuisance. If a harmful substance is 

allowed, intentionally or carelessly, to invade 

the property of another, whether by land, air, 

or water, there may be a trespass. If so, the 

defendant is held responsible for damages. 

Since water is often not owned by property 

owners whose land abuts a lake or a stream, 

the common law extends protection to water 

quality through riparian rights. Riparian 

rights to water are user rights that allow 

water users to sue those who damage water 

quality to the point where its use and 

enjoyment are reduced. 

Tort law can even be used to protect the 

environment from government actions. In the late 

nineteenth century, the Carmichael family owned a 

45-acre farm in Texas, with a river running through it 

that bordered on the state of Arkansas. The city of 

Texarkana, Arkansas built a sewage system that 

deposited sewage in the river in front of the 

Carmichaels’ home. They sued the city in federal 

court on the grounds that their family and livestock 

no longer were able to use the river and possibly 

were exposed to disease. 

The court awarded damages to the Carmichaels 

and granted an injunction against the city, forcing it 

to stop the sewage dumping. Even though the city of 

Texarkana was operating properly under state law in 

building a sewer system, it could not foul the water 

used by the Carmichaels. Indeed, the judge noted, “I 

have failed to find a single well-considered case 

where the American courts have not granted relief 

under circumstances such as are alleged in this bill 

against the city” (Carmichael v. City of Texarkana, 

1899). 

Reliance on tort and nuisance law to protect the 

environment declined in the United States beginning 

in the 1960s and 1970s with passage of regulations 

that preempted private remedies. While the purpose 

of these laws was to more effectively achieve the 

objectives of protecting public health or the natural 

environment than could be obtained through private 

legal action, whether they actually had this effect is 

questionable. Most trends in air and water quality in 

the United States showed significant improvement 

before the enactment of such laws and little or no 

change in trends after their adoption (Brubaker, 1995; 

Simon, 1995; Goklany, 1999; Hayward, 2011, pp. 

7ff). For example, Figure 1.3.1.2 shows trends for 

particulate matter emissions in the United States from 

1940 to 1997 and Goklany documents similar trends 

for carbon monoxide and lead emissions. McKitrick 

(2015) points out that federal regulations played a 

complicated and not always positive role in the 

decline of sulfur dioxide emissions associated with 

acid deposition. While the intentions may have been 

good, changes in technology played a bigger role 

than regulations in reducing emissions. 

Climate change activists are attempting to use 

tort and nuisance laws to protect the atmosphere from 

“carbon pollution,” so far without success. In a recent 

case where municipalities in California attempted to 

sue oil companies for their alleged role in causing 

global warming, federal district Judge William Alsup 

found for the defendants and dismissed the case. 

Relevant parts of his opinion read as follows: 
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Figure 1.3.1.2 
U.S. particulate matter emissions, 1940–1997 
 

 
U.S. particulate matter (PM10) emissions relative to 1940 reported as emissions, emissions per unit of GDP, and 
emissions per capita. The vertical line at 1970 (tF) is time of federalization of environmental regulation. Source: 
Goklany, 1999, Figure 4-6, p. 82.

 
 

With respect to balancing the social utility 

against the gravity of the anticipated harm, it 

is true that carbon dioxide released from 

fossil fuels has caused (and will continue to 

cause) global warming. But against that 

negative, we must weigh this positive: our 

industrial revolution and the development of 

our modern world has literally been fueled by 

oil and coal. Without those fuels, virtually all 

of our monumental progress would have 

been impossible. All of us have benefitted. 

Having reaped the benefit of that historic 

progress, would it really be fair to now 

ignore our own responsibility in the use of 

fossil fuels and place the blame for global 

warming on those who supplied what we 

demanded? Is it really fair, in light of those 

benefits, to say that the sale of fossil fuels 

was unreasonable? This order recognizes but 

does not resolve these questions, for there is 

a more direct resolution from the Supreme 

Court and our court of appeals, next 

considered. ... 

In our industrialized and modern society, we 

needed (and still need) oil and gas to fuel 

power plants, vehicles, planes, trains, ships, 

equipment, homes and factories. Our indus 

trial revolution and our modern nation, to 

repeat, have been fueled by fossil fuels. 

This order accordingly disagrees that it could 

ignore the public benefits derived from 

defendants’ conduct in adjudicating 

plaintiffs’ claims. In the aggregate, the 

adjustment of conflicting pros and cons 

ought to be left to Congress or diplomacy 

(California v. BP et al., 2018).  

Judge Alsup’s opinion reveals the weaknesses in 

the activists’ case and not a shortcoming in the tort 

law approach to environmental protection. If 

individuals cannot persuasively demonstrate to the 

court they are being harmed by pollution, the court 

will make no attempt to stop that pollution or make 

those causing it pay damages. Anthropogenic climate 

change involves billions of people burning fossil 

fuels and engaging in other activities that may 

gradually be increasing the concentration of carbon 

dioxide (CO2) and other greenhouse gases in the 

atmosphere. The “polluters” include virtually every 

person in the world (a human exhales about 
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2.3 pounds of CO2 every day), while bona fide 

“victims” probably have yet to be born. Most alleged 

victims benefit or will benefit from the prosperity, 

improved public health, and environmental benefits 

made possible by fossil fuels. For these reasons (and 

others having to do with jurisdiction), efforts to 

compel governments or oil companies to reduce 

greenhouse gas emissions have failed. 

Even in cases where tort law may not prevent 

over-use of a common resource, solutions are 

possible without government intervention. Cowen 

(1988) presented case studies of lighthouses, bees for 

crop pollination, fire protection, leisure and 

recreational services, conservation, and public 

education in which common-pool resources were 

protected or provided through voluntary agreements 

and transactions. Often this involves adopting the 

techniques used by clubs – one of the types of goods 

and services shown in Figure 1.3.1.1 – to add value to 

a certain kind of access to a common-pool resource, 

giving people an incentive to pay for access. 

Similarly, Ostrom (1990, 2005, 2010) and her 

network of researchers documented hundreds of 

cases where groups avoided the tragedy of the 

commons without resorting to top-down regulation. 

Decentralized ensembles of small public and private 

organizations work together to manage common-pool 

resources in ways that reflect their knowledge of 

local opportunities and costs, the knowledge national 

and international organizations typically lack. They 

exhibit the sort of spontaneous order that Hayek 

(1973, 1976, 1979) often wrote about, a coordination 

that is not dictated or controlled by a central planner. 

Ostrom identified eight design principles, 

summarized in Figure 1.3.1.3, shared by entities most 

successful at managing common-pool resources. 

Ostrom’s work earned her the Nobel Prize in 

economics in 2009. Boettke (2009) writes, 

“Traditional economic theory argues that public 

goods cannot be provided through the market. 

Traditional Public Choice theory argues that 

government often fails to provide solutions. Ostrom 

shows that decentralized groups can develop various 

rule systems that enable social cooperation to emerge 

through voluntary association.” According to 

Boettke, Ostrom showed how nongovernmental 

organizations can transform disagreements over 

access to common-pool resources from a “tragedy of 

the commons” to “an opportunity of the commons.” 

In these cases and many others, the key concepts 

of trade, profit-and-loss, and prices allow 

entrepreneurs to discover what consumers value and 

then find ways to deliver it despite the hurdles that 

 
 

Figure 1.3.1.3 
Ostrom’s eight design principles for effective 
management of common-pool resources 

 

 
 
Source: Ostrom, 1990. 

 
 

common ownership places in their paths. This 

process is described in more detail in the next 

section. 
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1.3.2 Cooperation 

Voluntary cooperation can generate efficient 

solutions to conflicts involving negative 

externalities. 

 

Conflicts regarding the use of scarce resources are 

often rooted in opposing political viewpoints. 

Government decisions and regulations tend to favor 

the side with the most political power or the greatest 

ability to influence elected officials and regulators. 

Losers must abide by such outcomes and either pay 

additional taxes to fund a result they do not support 

or not receive a service or benefit they are willing to 

pay for. When politics drive decision-making the 

process is often a zero-sum game: What one person 

or interest group gains as a result of the decision, 

another person or interest group must give up. 

Market exchanges, in contrast, produce outcomes 

that benefit all parties involved (Anderson and 

McChesney, 2002, and see Section 1.2.5). Even 

though there is plenty of negotiation and 

disagreement in the marketplace, the solutions people 

agree on are ones both parties want – at least 

compared with available alternatives. A would-be 

buyer whose offer is rejected does not have to pay. 

The parties involved are spending their own money 

so the risk of moral hazard is low.  

Cooperation also works when conflicts arise over 

access to common-pool resources. In the paradigm 

case, one person’s access to a common-pool resource 

imposes on others a cost, or negative externality, that 

escapes the price mechanism, so the actor is not held 

accountable for the entire consequences of his action. 

This can result in a product being overproduced and 
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sold at a price that is less than it should be. But 

externalities can be traded too, and provided 

transaction costs are sufficiently low, bargaining can 

lead to an efficient outcome without government 

imposing taxes or forcing a reallocation of property. 

This was an important lesson derived from the work 

of Ronald Coase, who like Elinor Ostrom mentioned 

in the previous section, earned a Nobel Prize for his 

work (Coase, 1960, 1994). 

Coase’s theorem, as it came to be called, was 

summarized in different ways by its author and by the 

many researchers who elaborated on it. The 

fundamental insight is that every externality 

necessarily involves two parties, the actor and the 

person affected by the action, and a solution 

necessarily involves both parties. In cases involving 

common-pool resources, the victim likely has several 

options to avoid damages, such as moving away from 

the nuisance, choosing to use a different product or 

service, interfering with the actor’s enterprise, suing 

under tort law, or even threatening to go to elected 

officials and ask for legislation correcting the 

injustice. However, all of these options cost time or 

money, so the victim is probably willing to pay some 

amount to the actor in return for his using less of the 

common-pool resource or using it in such a way as to 

do less damage to others–to reduce the externality. 

The actor is probably willing to change his behavior 

if the cost of doing so is less than the amount offered 

by the victim. The resulting allocation or distribution 

of the good, according to Coase, will be socially 

efficient and in terms of resource allocation will be 

the same regardless of initial assignments of 

rights/liabilities. 

Coase’s writing stressed that an efficient outcome 

of trading in externalities is most likely to occur 

when “transaction costs” are low, being the costs 

involved in bringing the parties together and reaching 

an agreement. Coase knew that in reality those costs 

are never zero, so the success of negotiating as a 

solution to negative externalities depends on the 

design of institutions that can bring the parties 

together, provide them with the information they 

need, and make such transactions possible. In cases 

involving common-pool resources, these are 

essentially the eight design principles later 

discovered by Ostrom. 

Coase’s theorem and Ostrom’s design principles 

tell us cooperation can lead to environmental 

protection without government intervention. High 

transaction costs may cause markets to fail to ensure 

that all of the costs of a person’s actions are fully 

borne by the actor (“internalized”), but the superior 

solution often is to recognize the property rights of 

those affected by pollution or other undesirable 

effects and allow the two parties to negotiate toward 

a settlement.  

Coase was careful to avoid the assumption, 

common in welfare economics circles, that 

externalities could be objectively defined or 

measured outside the very specific circumstances in 

which they occurred. Since they depend on the 

actions and judgements of both the actor and the 

victim, externalities do not exist as objective value-

free data. Indeed, who is the “victim” is a matter of 

perspective, it is not objective. Both parties are 

exercising rights and deserve compensation if their 

rights are infringed. As Medema (2011) wrote, “the 

point to be taken is that there is no such thing as a 

determinate optimal solution to social cost problems. 

One can only come to grips with these things on a 

case-by-case basis, weighing the benefits and costs 

associated with alternative courses of action and 

recognizing that both markets/exchange and 

government activity have associated with them 

certain costs – often substantial.” 

Not everyone will get all he or she wants in a 

negotiation. Those who are not willing to provide any 

resources will probably be forced outside of 

negotiations, leaving involved only those who have 

something to offer. Political decisions do not please 

everyone either, and people who do not contribute to 

political candidates or mobilize constituencies to vote 

are unlikely to have much influence in state and 

national capitols. The key difference is that in a 

private setting, those who do not engage in the 

negotiations or whose offers are rejected do not have 

to pay for the outcome. In contrast, when a decision 

is made by a government, taxpayers usually bear the 

costs, even those who had no say in the decision and 

who may not benefit from the decision. 

Coase’s theorem and more generally the success 

of cooperation in managing common-pool resources 

around the world has important implications for the 

climate change issue that will become more apparent 

in later chapters of this book. For now, consider just 

these implications: 

 

 Managing Earth’s atmosphere like a common-

pool resource will require tradeoffs and 

negotiation among those who benefit from the 

production and use of fossil fuels (the primary 

source of anthropogenic greenhouse gases) and 

those who may suffer from the negative 

consequences of a warmer world. 
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 Distinguishing “actors” and “victims” in the 

climate change phenomenon is difficult or even 

impossible since everyone emits some 

greenhouse gases and everyone benefits from the 

prosperity and technologies made possible by the 

use of fossil fuels.  

 “Social cost” in cases involving common-pool 

resources is not objectively quantifiable but 

involves case-specific tradeoffs of rights, costs, 

and benefits by both actors and victims.  

 The efficient solution to climate change is likely 

to be decentralized, emerging from 

nongovernment organizations with local 

knowledge of opportunities and designed to 

effectively manage common-pool resources, 

rather than imposed from the top down by 

national or global government agencies. 
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1.3.3. Prosperity  

Prosperity leads to environmental protection 

becoming a higher social value and provides 

the resources needed to make it possible. 

 

Even poor communities are willing to make sacrifices 

for some basic components of environmental 

protection, such as access to safe and clean drinking 

water and sanitary handling of human and animal 

wastes. As income rises, citizens raise their goals 

from mere survival to self-realization and spiritual 

goals (Maslow, 1943; Abulof, 2017). Once basic 

demands for food, clothing, and shelter are met, 

people demand cleaner air, cleaner streams, more 

outdoor recreation, and the protection of wild lands. 

With higher incomes, citizens place higher priorities 

on environmental objectives (Ausubel, 1996; 

Goklany, 2007).  

Nordhaus and Shellenberger (2007), quoted 

earlier in Section 1.1, acknowledged, “As Americans 

became increasingly wealthy, secure, and optimistic, 

they started to care more about problems such as air 

and water pollution and the protection of the 

wilderness and open space. This powerful correlation 

between increasing affluence and the emergence of 

quality-of-life and fulfillment values has been 

documented in developed and undeveloped countries 

around the world” (p. 6). They continued, 

“Environmentalists have long misunderstood, 

downplayed, or ignored the conditions for their own 

existence. They have tended to view economic 

growth as the cause but not the solution to ecological 

crisis” (Ibid.). 

Coursey (1992) found the willingness of citizens 

to spend and sacrifice for a better environment rises 

more than twice as fast as per-capita income. 

Conversely, willingness and ability to pay for a better 

environment falls with falling income. Economists 

have documented what are called Environmental 

Kuznets Curves (EKCs) showing how various 

measures of environmental degradation rise with 

national per-capita income until a certain tipping 

point and then begin to fall, often pictured as an 

inverted U shape (Panayotou, 1993). Figure 1.3.3.1 

shows a stylized rendition of the curve. 

 

 
 

Figure 1.3.3.1 
A typical Environmental Kuznets Curve 

 

 
Source: Ho and Wang, 2015, p. 42. 
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Grossman and Krueger (1995) conducted an 

extensive literature review of air quality over time 

and around the world and found ambient air quality 

tended to deteriorate until average per-capita income 

reached about $6,000 to $8,000 per year (in 1985 

dollars) and then began to sharply improve. Later 

research confirmed similar relationships for a wide 

range of countries and air quality, water quality, and 

other measures of environmental protection 

(Goklany, 2007, 2012; Criado, et al., 2011; Bertinelli 

et al., 2012). Yandle et al. (2002) surveyed more 

recent research on EKCs and reported, “Prior to the 

advent of EKCs, many well-informed people 

believed that richer economies damaged and even 

destroyed their natural resource endowments at a 

faster pace than poorer ones. They thought that 

environmental quality could only be achieved by 

escaping the clutches of industrialization and the 

desire for higher incomes. The EKC’s paradoxical 

relationship cast doubt on this assumption.” They 

found while “there is no single EKC relationship that 

fits all pollutants for all places and times,” the typical 

inverted U shape is the best way to approximate the 

link between income and local air pollutants such as 

oxides of nitrogen, sulfur dioxide, and particulate 

matter. “The EKC evidence for water pollution is 

mixed, but there may be an inverted U-shaped curve 

for biological oxygen demand (BOD), chemical 

oxygen demand (COD), nitrates, and some heavy 

metals (arsenic and cadmium). In most cases, the 

income threshold for improving water quality is 

much lower than the air pollution improvement 

threshold.” 

More recently, Koirala et al. (2011) conducted a 

meta-analysis of 103 empirical EKC studies 

published between 1992 and 2009 and found EKC-

type relationships “for landscape degradation, water 

pollution, agricultural wastes, municipal-related 

wastes and several air pollution measures,” though 

not for carbon dioxide emissions. Even sulfur 

emissions in fast-growing China appear to be 

declining as the nation prospers (Zilmont et al., 

2013). 

The relationship between economic growth and 

environmental impact is more complicated than what 

is presented here (for more academic background see 

Grimaud and Rougé, 2005; Grimaud and 

Tournemaine, 2007; and Schou, 2000, 2002). Factors 

other than wealth, such as the strength of democratic 

institutions, levels of educational achievement, and 

income equality have been shown to affect the 

environmental impact of prosperity. But these 

variables are themselves affected by prosperity. 

Friedman (2005) documented periods of higher 

economic growth have led to more tolerance, 

optimism, and egalitarian perspectives. 

The productivity and wealth of nations depend 

more on their institutions – the law, incentives, and 

rules in place – than on their natural resources. 

Countries where private property rights are defined, 

protected, and can be traded experience significantly 

greater per-capita wealth, economic growth rates, and 

rising standards of public health (Gwartney et al., 

2014; Miller and Kim, 2015). As might be expected, 

those countries also experience higher levels of 

environmental quality. As Hartwell and Coursey 

wrote, “we find that the correlation between 

economic freedom and better environmental and 

public health outcomes remains strong. We conclude 

that the way forward for environmental policymaking 

should concentrate on improving property rights and 

limiting the power of the state, rather than expanding 

it” (Hartwell and Coursey, 2015, p. 37). 

The prosperity made possible by markets creates 

the resources and change in public values needed to 

protect the environment. Without markets, a poorer 

and hungrier world would have little regard for the 

environment or the interests of future generations, 

being too busy meeting the more immediate needs of 

finding food and shelter.  
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1.3.4 Local Knowledge 

The information needed to anticipate 

changes and decide how best to respond is 

local knowledge and the most efficient 

responses will be local solutions. 

 

The fact that climate change is a global phenomenon 

often leads to the assumptions that it is best studied 

by a global entity, perhaps an Intergovernmental 

Panel on Climate Change (IPCC), and that it requires 

a “solution” chosen and implemented by a global 

government, perhaps the United Nations. Both 

assumptions are wrong. Institutions may collect 

massive amounts of data, but this information must 

be processed, interpreted, and added to knowledge of 

local circumstances of time and place in order to lead 

to the discovery of efficient responses to changes in 

the world (Hayek, 1945; Kirzner, 1978, 2005; 

Sowell, 1980; Boettke, 2002; Hess and Ostrom, 

2007). Actors operating in the private sector have 

incentives to gather just enough information – not too 

much and not too little – because both the costs and 

the benefits of seeking more information fall upon 

the actor. Weighing the costs and benefits of more 

information, the actor won’t end up with perfect or 

complete information but will make a reasonable 

decision based on the costs and benefits of seeking 

more knowledge. 

Government regulators have very different 

incentives regarding information and learning. They 

typically do not bear the cost of information 

collection and learning, and so will be inclined to 

demand or require more than is necessary before 

allowing regulated individuals to act. If damage 

occurs the regulator could be blamed, so his or her 

incentive will be to require as much information as 

possible before allowing a project to go forward. The 

regulator may ask for study after study to make sure 

the proposed plan of action will really be safe. The 

act of accumulating more information becomes an 

excuse or justification to compel others not to act. 

Sometimes, government agencies succumb to 

pressure to find what they believe their superiors 

https://www.cato.org/publications/policy-analysis/humanity-unbound-how-fossil-fuels-saved-humanity-nature-nature-humanity
https://www.cato.org/publications/policy-analysis/humanity-unbound-how-fossil-fuels-saved-humanity-nature-nature-humanity
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https://www.perc.org/2002/12/01/the-environmental-kuznets-curve/
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want them to find. A good example is the U.S. 

program that measures surface ambient air 

temperatures – critical data for understanding climate 

change. Anthony Watts, a meteorologist, recruited a 

team of “citizen scientists” to photograph some of the 

climate-monitoring stations in the U.S. Historical 

Climatology Network (USHCN) overseen by the 

National Weather Service, a department of the 

National Oceanic and Atmospheric Administration 

(NOAA), to see if those stations complied with 

NOAA’s own quality standards (Watts, 2009). The 

team eventually surveyed 82.5% of the stations. “We 

were shocked by what we found,” Watts wrote, 

continuing: 

We found stations located next to the exhaust 

fans of air conditioning units, surrounded by 

asphalt parking lots and roads, on blistering-

hot rooftops, and near sidewalks and 

buildings that absorb and radiate heat. We 

found 68 stations located at wastewater 

treatment plants, where the process of waste 

digestion causes temperatures to be higher 

than in surrounding areas. In fact, we found 

that 89 percent of the stations – nearly 9 of 

every 10 – fail to meet the National Weather 

Service’s own siting requirements that 

stations must be 30 meters (about 100 feet) 

or more away from an artificial heating or 

radiating/reflecting heat source (p. 1). 

Watts goes on, “In other words, 9 of every 10 

stations are likely reporting higher or rising 

temperatures because they are badly sited. It gets 

worse. We observed that changes in the technology 

of temperature stations over time also has caused 

them to report a false warming trend. We found 

major gaps in the data record that were filled in with 

data from nearby sites, a practice that propagates and 

compounds errors. We found that adjustments to the 

data by both NOAA and another government agency, 

NASA, cause recent temperatures to look even 

higher” (Ibid.). The U.S. surface temperature record 

has long been viewed as the most accurate and 

complete of the national records relied on by 

scientists to estimate global temperature trends, so its 

shortcomings are likely to be shared and even greater 

in other countries.  

A report by the U.S. Government Accountability 

Office (GAO, 2011) subsequently confirmed Watts’ 

findings and urged NOAA to improve the quality of 

its surface station network. NOAA agreed with 

GAO’s findings and identified a subset of the 

USHCN consisting only of supposedly high-quality 

climate-monitoring stations complying with its siting 

standards. In 2011, Watts and several colleagues 

examined “the differences between USHCN 

temperatures and North American Regional 

Reanalysis (NARR) temperatures” – that is, the 

temperature record produced by the subset of higher-

quality stations – and found “the most poorly sited 

stations are warmer compared to NARR than are 

other stations, and a major portion of this bias is 

associated with the siting classification rather than 

the geographical distribution of stations. According 

to the best-sited stations, the diurnal temperature 

range in the lower 48 states has no century-scale 

trend” (Fall et al., 2011). 

Similarly and more recently, a doctorate degree 

was awarded in December 2017 by James Cook 

University, in Townsville, Australia, to a student 

whose thesis found scores of flaws in the HadCRUT4 

dataset, widely used as the authoritative 

reconstruction of global temperatures dating back to 

1850. That student, now Dr. John McLean, published 

an updated version of his research in 2018 in which 

he reported “considerable uncertainty exists about the 

accuracy of the HadCRUT4” (McLean, 2018, p. 2). 

“It seems very strange,” he wrote, “that man-made 

warming has been a major international issue for 

more than 30 years and yet the fundamental data has 

never been closely examined” (Ibid, p. 1).  

Whether Watts and McLean are correct or not is 

obviously important, but not germane to the current 

point. How could such important data be so 

unreliable? Why did it take a team of “citizen 

scientists” in the United States and a graduate student 

in Australia to expose major flaws in data collection 

programs created by governments in the United 

States and United Kingdom and relied on by 

researchers around the world? 

Government officials who oversee government 

agencies have uses in mind for the data they collect, 

and those plans affect how data are collected and 

interpreted. Scott (1998) discovered this while 

studying failed efforts by governments around the 

world to force nomadic tribes to settle down, 

including The Great Leap Forward in China, 

collectivization in Russia, and compulsory 

villagization in Tanzania, Mozambique, and Ethiopia. 

“The more I examined these efforts at 

sedentarization, the more I came to see them as a 

state’s attempt to make a society legible, to arrange 

the population in ways that simplified the classic 

state functions of taxation, conscription, and 

prevention of rebellion,” Scott wrote (p. 2). “In each 
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case, officials took exceptionally complex, illegible, 

and local social practices, such as land tenure 

customs or naming customs, and created a standard 

grid whereby it could be centrally recorded and 

monitored” (Ibid.). Scott refers to this as “seeing like 

a state.”  

Climate is certainly “exceptionally complex, 

illegible.” Early on, the IPCC admitted it is “a 

coupled non-linear chaotic system, and therefore … 

long-term prediction of future climate states is not 

possible” (IPCC, 2001, p. 774). The human impact 

on climate has been called “one of the most 

challenging open problems in modern science. Some 

knowledgeable scientists believe that the climate 

problem can never be solved” (Essex and McKitrick, 

2007). Yet the IPCC now claims future climate 

conditions centuries from now can be predicted with 

sufficient certainty to make claims about how much 

greenhouse gases must be reduced and how soon. A 

mandate to “create a standard grid” out of chaotic 

observational data could explain the IPCC’s lack of 

interest in natural causes of climate change and 

reliance on unvalidated computer models. Regarding 

the latter, Wernick (2014) observed, 

Climate offers a clear case of modeling 

exercises used to advance political agendas 

by choosing which data to focus on and how 

to tweak the (literally) hundreds of 

parameters in any given model. Whether by 

design or default, the model tends to 

vindicate the modeler; for instance, the 

modeler that selects which natural 

mechanisms to include and which to neglect 

when modeling the annual global flux of 

carbon. Models, and policies to be based on 

them, ignore the consequences of climate 

change mitigation strategies, such as costly 

regressive electricity rates that force even 

middle-class people to scavenge the forest for 

fuel, or the benefits of global carbon 

fertilization. What becomes obscured is the 

fact that a self-consistent description useful 

for numerical modeling may not faithfully 

represent reality, whether physical or social. 

The world’s political leaders may be motivated 

by a sincere belief in predictions of catastrophic 

climate change in centuries to come, but it could also 

be that collecting extensive data about global energy 

production and consumption makes the world’s 

energy system “legible” and therefore easier to 

regulate and tax. The founder of the IPCC and 

leaders of the UN have not been shy about saying this 

is their long-term objective (Strong, 1992; UN, 2015; 

Figueres, 2017). 

The IPCC’s massive assessment reports and the 

seemingly endless summits of the parties to the UN’s 

Framework Convention on Climate Change 

(UNFCCC) reveal the tendency of government 

bureaucracies to amass information without acquiring 

the knowledge needed to support action. Proposals 

from the United Nations feature transfers of billions 

and even trillions of dollars among international 

agencies and national governments with seemingly 

little regard to the scant benefits of such investments. 

They imply that the goal all along may have been 

redistribution of income and not preventing or 

slowing climate change.  

The global nature of climate change and the fact 

that the planet’s atmosphere is a global commons 

obscure the reality that the consequences of climate 

change are always experienced locally. 

Consequently, the information needed to anticipate 

changes and decide how best to respond is local 

knowledge and the most efficient responses will be 

local solutions. It often is forgotten that global 

estimates of temperature, sea-level rise, and other 

measures of consequences are model-derived 

abstractions largely irrelevant to what occurs at 

specific locations around the world (Essex et al., 

2007). For example, changes in sea level at any given 

site around the world are determined by local and 

regional changes in shorelines unrelated to estimates 

of global sea-level rise (Parker and Ollier, 2017). As 

de Lange and Carter (2014) observe, 

Most coastal hazard is intrinsically local in 

nature. Other than periodic tsunami and 

exceptional storms, it is the regular and 

repetitive local processes of wind, waves, 

tides and sediment supply that fashion the 

location and shape of the shorelines of the 

world. Local relative sea-level is an 

important determinant too, but in some 

localities that is rising and in others falling. 

Accordingly, there is no “one size fits all” 

sea-level curve or policy that can be applied 

(p. 33). 

What is true of sea-level rise is true of climate 

impacts more generally. Climate science does not 

allow us to determine what the local effects of 

anthropogenic climate change will be. McKitrick 

(2001) notes, 
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Anthropogenic additions to the atmosphere 

will (if they do anything) produce changes in 

the weather. But weather is a chaotic process, 

and we have limited expectation of being 

able to distinguish natural and anthropogenic 

changes at the local level, even ex post. Any 

damage function we define for the purposes 

of determining optimal mitigation policy 

must take for granted a future ability to 

accurately identify location-specific climate 

changes and attribute them to anthropogenic 

causes. If we do not have this ability, climate 

policy cannot be based on cost-benefit 

analysis (p. 1). 

Since the effect of reducing greenhouse gas 

emissions, according to the IPCC, will be only to 

delay the onset of global warming by a few months 

or years at best, global emission reduction programs 

are not an effective response to the real on-the-

ground consequences of climate change even if one 

accepts the IPCC’s scientific findings. The fact that 

the impacts of climate change are local explains why 

even managing the global commons that is the 

planet’s atmosphere is best done by individuals and 

organizations throughout the world who are 

experiencing those impacts and not by international 

organizations based in New York, Paris, or The 

Hague.  

Efforts by the UN and IPCC may actually be 

preventing other more promising initiatives from 

advancing, a problem called “displacement” 

discussed in Section 1.4.6. The record of managing 

other common-pool resources compiled by Ostrom 

(1990, 2010) shows top-down and government-led 

approaches frequently fail while decentralized and 

often market-based approaches succeed. This insight 

– that a single top-down solution may be inferior to 

multiple bottom-up solutions discovered by people 

with local knowledge and incentives to find the most 

efficient solutions – is shared by some 

environmentalists. A group of mostly progressive 

scholars from Asia, Europe, and North America 

wrote in 2009: 

It is a characteristic of open systems of high 

complexity and with many ill-understood 

feed-back effects, such as the global climate 

classically is, that there are no self-declaring 

indicators which tell the policy maker when 

enough knowledge has been accumulated to 

make it sensible to move into action. Nor, it 

might be argued, can a policy-maker ever 

possess the type of knowledge – distributed, 

fragmented, private; and certainly not in 

sufficient coherence or quantity – to make 

accurate ‘top down’ directions. Hence, the 

frequency of failure and unintended 

consequences (Prins et al., 2009). 

The economics of information and knowledge 

predict neither the IPCC nor the UN will discover the 

truth about the causes and consequences of climate 

change or endorse the most efficient response to the 

phenomenon. Real knowledge and socially optimal 

responses are most likely to come from the “bottom 

up,” from smaller units of government and private-

sector initiatives modeled after those that are 

successfully managing other common-pool resources. 
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1.3.5 Ecological Economics 

“Ecological economics” is not a reliable 

substitute for rigorous mainstream 

environmental economics. 

 

Environmentalists have attempted to counter the 

attention given to and impact of the free-market 

environmentalism movement by creating their own 

competing school of economics, which they call 

“ecological economics.” Notable authors contributing 

to this effort include Robert Costanza (1996, 1998, 

2004), Herman E. Daly (2000, 2003), Juan Martinez-

Alier (1994, 2002), D.J. McCauley (2006), and E.F. 

Schumacher (1973). This effort should not be 

confused with efforts by other scholars such as 

Rothschild (1990) and Hawken, Lovins, and Hunter 

Lovins (2000) who are critical of how mainstream 

economists treat environmental topics but not 

dismissive of the ability of markets and private actors 

to protect the environment. 

While ecological economics has some merits, its 

origin as an attempt to defend an ideology, rather 

than to genuinely understand human social action, 

leads its practitioners to make fundamental errors. 

One error is to attempt to replace market prices with 

other means of measuring costs and benefits. The 

result is reliance on subjective estimates of values 

often based on survey results, unscientific predictions 

by experts, or simply popular beliefs. Prices are the 

essential data of economics precisely because they 

are an objective account of what people are willing to 

pay for a good or service. 

A second error is uncritically accepting without 

question the pseudo-science of the environmental 

movement. For example, a textbook on ecological 

economics (Common and Stagl, 2005) makes some 

factually correct statements about climate change, 

starting with “as a result of the increasing use of 

fossil fuels in the last two hundred years, the amount 

of carbon dioxide in the atmosphere has increased. 

The expert consensus is that this has warmed the 

planet, and will warm it further. The amount of 

warming to be expected, by say 2100, is not known 

with any precision” (pp. 2–3). This is accurate, but 

the authors go on to write: “But, the expert consensus 
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is that it will be enough to have serious impact on 

human economic activity and the satisfaction of 

needs and desires. Beyond 2100, the impacts may be 

catastrophic” (p. 3). There is no such consensus 

among either scientists or economists on this matter, 

as later chapters in this volume will attest. This is 

simply a statement of environmentalist dogma that 

prejudices any effort to study the issue objectively. 

The textbook makes the same mistake on other issues 

including resource depletion, loss of species, and air 

and water pollution. 

A third error of ecological economics is its 

slavish devotion to the doctrine of “sustainability.” 

According to Common and Stagl, “The scholars who 

set up the International Society for Ecological 

Economics (ISEE) in 1989 were largely motivated by 

the judgement that the way the world economy was 

operating was unsustainable” (p. 8). “Sustainability 

and sustainable development are central concerns of 

ecological economics,” they write, “which has been 

defined as the science of sustainability, but not of 

neoclassical economics” (p. 11). And indeed, ISEE’s 

website states as its goal the facilitation of 

“understanding between economists and ecologists 

and the integration of their thinking into a trans-

discipline aimed at developing a sustainable world” 

(ISEE, 2015). 

Making “a sustainable world” the goal of 

something purporting to be an academic discipline is 

problematic at best (Goklany, 2001; Morris, 2002). 

First, there is no objective definition of sustainability; 

in particular there is no agreement on what must be 

sustained and what should be allowed to change and 

for how long. For example, a recent editorial in 

Nature opined, “‘Sustainable development’ is a 

catchphrase that neatly defines what the world must 

ultimately achieve, but nobody knows precisely what 

it looks like at full scale” (Nature, 2015, p. 407).  

Second, sustainability is a political movement 

generally traced to a political document, Our 

Common Future, produced by an agency of the 

United Nations in 1987 and often referred to as the 

Brundtland Report (WCED, 1987). That document 

and many others in the sustainability literature simply 

assume that only governments are capable of 

protecting the environment, rather than treat that 

postulate as a contestable hypothesis. As the brief 

history of environmental economics shows, there is 

extensive research and commentary on how markets 

often do a better job than governments at protecting 

natural resources.  

Third, sustainability literature relies heavily on 

forecasts of future population, consumption patterns, 

resource availability, emissions, the effects of those 

emissions, human adaptation to those effects, and 

more. Those forecasts are apparently made in 

ignorance of the scientific forecasting literature 

(Armstrong, 2001; Armstrong and Green, 2018) and 

of the evidence provided by Simon (1996) showing 

human ingenuity and free markets solve shortages 

and deliver more and cheaper resources over the long 

term. As Thomas Babington Macaulay wrote nearly 

two centuries ago upon reading similar alarmist 

prophesies of his day, “By what principle is it that, 

when we see nothing but improvement behind us, we 

are to expect nothing but deterioration before us?” 

(Macaulay, 1830). 

These errors make it clear that “ecological 

economics” cannot be counted on to provide reliable 

insights into the climate change issue. Mainstream 

environmental economics has a longer history and 

superior methodology, is independent of the 

environmental movement’s spin on matters of 

science and public health, and is not subordinated to 

a political agenda. As the rest of this chapter 

demonstrates, environmental economics is a very 

useful tool in understanding how best to address 

climate change. 
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1.4 Government Environmental 
Protection 

Governments may try to protect the environment by 

helping private parties define and enforce property 

rights, regulating environmental risks, and owning 

and managing resources. The first avenue involves 

the protection of rights and prevention of injury or 

harm by one person or group against another. In 

addition to police powers, governments protect rights 

by recording and maintaining claims, such as records 

of ownership and sales of land and water rights. 

These activities help markets function better by 

upholding the integrity of property rights. This is the 

subject of Section 1.4.1. 

Government efforts to protect the environment by 

regulation or owning and managing resources have at 

best a mixed record. As reported previously in 

Section 1.3, voluntary cooperation, technological 

changes, and prosperity explain more of the 

improvement in air and water quality during the 

twentieth century than regulation. Sometimes 

government actions are more harmful than beneficial, 

as demonstrated by the environmental records of the 

U.S. Forest Service and the former Soviet Union. 

Why this is the case is the subject of Sections 1.4.2 

through 1.4.7. 

Understanding why government environmental 

protection efforts tend to fail is important because 

most climate change action agendas place nearly full 

responsibility and discretionary authority in the hands 

of government officials, as if implementation of 

mitigation strategies or adaptation programs were 

less important or perhaps easier than determining 

“equilibrium climate sensitivity” or the “residency 

time of carbon dioxide in the atmosphere.” As 

incredible as it might sound, climate science may be 

the easy part of the climate change issue. What to do 

about it and how to go about doing it are the more 

difficult parts. 

 

 

1.4.1 Property Rights 

Governments can protect the environment by 

helping to define and enforce property rights. 

 

The ability to own and divest property has enormous, 

but often unrecognizable, effects. A recent cartoon in 

The Wall Street Journal illustrates: A husband and 

wife are walking out of a home. The man says to the 

woman, “Their house looks so nice. They must be 

getting ready to sell it.” Pride of ownership and hope 

http://www.isecoeco.org/about/cross-discipline-approach/
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that others will place a high value on the things we 

own are tremendous motivators of conduct that, by an 

invisible hand, turns out to benefit those around us. 

There are plenty of other examples: People take 

better care of their own cars and homes than cars and 

apartments they rent. People will remove litter from 

their front yards and carefully mow, weed, and 

fertilize it, yet will walk past litter and weeds in a 

nearby park. Property rights explain why they do 

that. 

Property rights hold people accountable for the 

long-term value of assets they own. Aristotle 

recognized this point more than 2,000 years ago 

when he wrote, “What is common to many is taken 

least care of, for all men have greater regard for what 

is their own than for what they possess in common 

with others” (Aristotle 1939, p. 536). 

Property rights are traded with mutual consent in 

markets. Markets are everywhere, from stock 

exchanges where billions of dollars’ worth of 

ownership interest in capital is traded daily, to 

farmers’ markets that appear along country roads and 

in urban plazas. Today, more than half the world’s 

population has Internet access, allowing more than 

4 billion people to buy and sell goods and services 

from the comfort of their home with little more than 

the click of a button on a keyboard (Internet World 

Stats, 2018). Trade has never been easier, more 

frequent, or more valuable than it is today. 

Governments play a critical role in making these 

trades possible by protecting individuals’ rights to 

hold and use their properties. A defining 

characteristic of government is its claim to a 

“monopoly of the legitimate use of physical force” 

(Weber, 1918). It can use force (and more often the 

threat of force) to protect the owners of property 

rights from trespass, theft, and fraud. Mises (1966 

[1998]) colorfully described this realm: 

Beyond the sphere of private property and 

the market lies the sphere of compulsion and 

coercion; here are the dams which organized 

society has built for the protection of private 

property and the market against violence, 

malice, and fraud. This is the realm of 

constraint as distinguished from the realm of 

freedom. Here are rules discriminating 

between what is legal and what is illegal, 

what is permitted and what is prohibited. 

And here is a grim machine of arms, prisons, 

and gallows and the men operating it, ready 

to crush those who dare to disobey (p. 720). 

When people are confident in their ownership 

and the protection of that ownership by their 

governments, they are more willing to enter a market 

to produce, sell, or buy goods (Blumenfeld, 1974; 

Baumol, 2002). But governments often are the 

biggest violators of enforceable property rights, since 

such rights restrict their sovereign authority to tax 

and regulate without limit (Bethell, 1998; Panné et 

al., 1999). Historian Richard Pipes (1999) found 

governments rarely create property rights. Although 

the history of property rights varies from place to 

place, property rights are usually established 

informally when land or other natural resources 

become valuable enough for individuals to utilize 

them. Later, these informal rights are confirmed or 

codified as laws by a government entity. 

The discovery of gold in California in 1848 

illustrates this process. The sudden increase in the 

value of land briefly led to conflicts among 

California miners. But soon the miners began to 

make agreements about how the land and the veins of 

gold would be divided. Claimants worked mines 

together, having made contracts spelling out how 

finds would be allocated. They did this even though 

there was no effective government in those areas at 

the time. Later, when the national government came 

West, it formalized these mining rights and provided 

legal protection (Anderson and Hill, 2004). 

Through most of the history of the United States, 

the role of governments with respect to land and 

water was primarily to recognize, record, and protect 

individual property rights. While the U.S. 

government claimed ownership to large amounts of 

land, most of it was gradually settled and became 

privately owned through various laws such as the 

Homestead Act of 1862. This policy of divestiture or 

privatization ended late in the nineteenth century, 

when the national government decided to keep many 

western lands.  

Once land was privately owned, state 

governments provided civil courts through which 

disputes over ownership and incompatible land use 

could be resolved. As described in Section 1.3.1, 

among those disputes were disagreements over 

damage caused by pollution. By enforcing property 

rights, government courts protected people from 

excessive pollution, just as they protected individuals 

from theft and from personal assault (Brubaker, 

1995). 

Hernando de Soto (2000) discovered the critical 

role of protecting property rights while studying the 

informal economy of Peru. He found that through 

neglect, bureaucratic inertia, and protection of 
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privilege, the Peruvian government had made it 

impossible for many of its citizens to open 

businesses. Entrepreneurs had to navigate a labyrinth 

of onerous requirements in a costly approval process 

that was nearly impossible to complete. As a result, 

many people in the poorer sectors operated their 

enterprises illegally, if they had any business at all. 

Operating illegally, such persons did not have the 

basic protection of property rights that governments 

are generally expected to provide. De Soto concluded 

that if society is to be cooperative and productive, 

property rights must be formally recognized so 

people can plan for the future, knowing they can keep 

what they earn and any investment they make will 

not be taken away from them. 

Understanding why private property rights are so 

important and the history of governments both 

threatening and protecting them is valuable, even 

critical, for those who would implement a climate 

change action plan. Defining, trading, and protecting 

property rights are activities fundamental to a free 

and prosperous society. While governments are relied 

upon to use force if necessary to protect these 

activities, historically governments have been 

unfriendly and even hostile to private property rights. 

That hostility has caused some of the greatest human 

tragedies in history. An action plan to address climate 

change that dismisses private property rights in favor 

of giving governments broad and discretionary power 

is unlikely to succeed.  
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1.4.2 Regulation 

Regulations often fail to achieve their 

objectives due to the conflicting incentives of 

individuals in governments and the absence 

of reliable and local knowledge. 

 

Beginning in the 1970s, several environmental laws 

were enacted in the United States giving federal 

agencies sweeping powers to directly control 

activities that might have negative environmental 

consequences. The decade saw the passage of the 

Clean Air Act, Clean Water Act, Endangered Species 

Act, National Environmental Policy Act, Resource 

Conservation and Recovery Act, and Toxic 

Substances Control Act. In 1980, the Comprehensive 

Environmental Response Compensation and Liability 

Act, known as Superfund, was enacted to clean up 

hazardous waste dumps (Easterbrook, 1995; Carlin, 

2015). 

Standards were set, but were they too tight or too 

lax? Would the best standards be different in 

different areas? Technologies are often specified in 

the regulations formed under such laws. Were they 

the right technologies? Would they continue to be the 

right ones? A government agency may have little 

interest in gathering data to objectively answer these 

questions because its interests may support more 

restrictive regulations, regardless of whether they are 

needed. The information it collects probably will not 

include valuable knowledge of local circumstances 

affecting costs and opportunities. 
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As a result of these federal laws and the 

mushrooming power of federal regulatory agencies, 

especially the Environmental Protection Agency 

(EPA), some potentially dangerous emissions into the 

air and water were reduced. Those positive outcomes 

led most citizens to support the environmental laws 

of the late twentieth century, giving power and 

influence to environmental activists who moved on to 

fight other alleged but poorly documented dangers 

such as acid deposition, particulate matter, and global 

warming. Fundraising letters produced by 

environmental groups were especially vivid with 

alarm and not always accurate regarding the science. 

The EPA along with state and local agencies adopted 

regulations that became more and more stringent. 

The costs imposed on those forced to comply with 

the new regulations, including taxpayers, grew 

(Djankov et al., 2002; Trzupek, 2011). 

EPA programs such as Superfund and the Clean 

Air Act allowed government officials to pursue 

narrow goals without taking into account competing 

goals or having to provide the kind of cause-and-

effect information required in civil litigation. The 

programs were popular with the public, but when 

better information was produced, the realized benefits 

were often much smaller than initially expected 

because the dangers had been exaggerated and/or the 

intended solutions did not work in the manner 

expected (Gots, 1993; Tengs et al., 1995; Graham, 

1995; Crews, 2013). Some citizens directly affected 

by these environmental concerns strongly opposed 

specific regulations when costs were high or when 

the effectiveness of regulations could not be 

demonstrated. Public attention to the high cost of 

regulation led to a deregulation movement in some 

areas, with some success (Litan, 2014). 

Dawson and Seater (2013) conducted an analysis 

of the effect of regulation on economic growth in the 

United States using the number of pages in the Code 

of Federal Regulations as a measure of regulatory 

burden. They found, “In 2011, nominal GDP was 

$15.1 trillion. Had regulation remained at its 1949 

level, current GDP would have been about 

$53.9 trillion, an increase of $38.8 trillion. With 

about 140 million households and 300 million 

people, an annual loss of $38.8 trillion converts to 

about $277,100 per household and $129,300 per 

person. Furthermore, our estimates indicate that the 

opportunity cost will grow at a rate of about 2% a 

year (the average reduction in trend over the sample 

period) if regulation is merely kept at its 2005 level 

and not increased further” (p. 22). Per-capita GDP in 

2011 was approximately $50,000, so but for the 

presence of federal regulations, average per-capita 

GDP would have been more than three times as high 

($179,300 versus $50,000). The authors note, “our 

figures are net costs. They are based on the change in 

total product caused by regulation and so include 

positive as well as negative effects. Our results thus 

indicate that whatever positive effects regulation may 

have on measured output are outweighed by the 

negative effects” (Ibid.). In other words, the lost 

income is pure waste in the sense that it bought 

nothing of value. 

Regulation is expensive because regulators don’t 

have knowledge of local conditions and opportunities 

and cannot control all the decisions of individuals 

affected by the rules, leading to inefficiency, 

circumvention, unintended consequences, and waste 

(Winston, 2006; Dudley and Brito, 2012). This is 

particularly problematic in the case of managing 

greenhouse gases since “carbon emissions are a 

pervasive result of the use of fossil fuels, and every 

decision bearing on the use of fossil fuels will affect 

these emissions. Regulatory programs can only be 

brought to bear on a finite subset of these decisions, 

where specification of requirement, monitoring, and 

enforcement are possible” (Montgomery, 1995, p. 37, 

italics added).  

Emission reduction programs relying on 

command-and-control regulations often are 

expensive and ineffective because they fail to allow 

businesses and entrepreneurs to seek out the lowest-

cost opportunities to reduce emissions. Tietenberg 

(1985) surveyed 11 empirical studies comparing the 

cost of complying with command-and-control 

regulations to the least-costly methods of achieving 

the same level of pollution reduction. In all 11 cases, 

complying with regulations cost more than the least-

cost methods, with a mean average ratio of six and a 

median ratio of four. In other words, command-and-

control regulations typically cost between four and 

six times as much as the least-costly means of 

reducing emissions by the same amount. 

More recently, Nobel Laureate economist Jean 

Tirole wrote, “It has been empirically verified, 

however, that top-down policies increase the cost of 

environmental policies considerably. To judge from 

experience with other pollutants, introducing a single 

carbon price might reduce the cost of cutting 

pollution by at least half in comparison with top-

down approaches discriminating between sectors or 

agents” citing Ellerman et al., 2003; Tietenberg, 

2006; and Stavins, 2002 (Tirole, 2017, p. 215). 

Taking a regulatory approach to emission 

reductions has a third deficiency called “new source 
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bias.” Costly technology mandates imposed on new 

plants, machines, buildings, etc. raise the cost of new 

investments and consequently discourage 

replacement of existing capital. This slows down the 

natural turnover of capital, which is responsible for 

significant advances in energy efficiency. Money that 

would have gone to new, cleaner goods and services 

is diverted instead to keeping older, dirtier machines 

and facilities in use, offsetting some or all of the 

intended gains. In the case of fuel economy standards 

for cars and trucks, this “clunker effect” has been 

estimated to offset 13-16% of the expected fuel 

savings (Jacobsen and van Benthem, 2015). 

Because of the well-known limitations of 

regulations, some climate change activists promote a 

“carbon tax” instead. Such a tax would be imposed 

on the greenhouse gases released during the 

combustion of coal, oil, and natural gas, raising their 

prices and giving businesses and consumers 

incentives to use low-carbon alternatives. A “carbon 

tax” would be more efficient than regulations only if 

it replaces existing regulations rather than being in 

addition to them, yet this is rarely proposed and is 

likely to be politically impossible. McKitrick (2016a) 

writes, 

[C]arbon pricing only works in the absence 

of any other emission regulations. If pricing 

is layered on top of an emission-regulating 

regime already in place (such as emission 

caps or feed-in-tariff programs), it will not 

only fail to produce the desired effects in 

terms of emission rationing, it will have 

distortionary effects that cause 

disproportionate damage in the economy. 

Carbon taxes are meant to replace all other 

climate-related regulation, while the revenue 

from the taxes should not be funnelled into 

substitute goods, like renewable power 

(pricing lets the market decide which of those 

substitutes are worth funding) but returned 

directly to taxpayers. 

Virtually all carbon tax proposals include 

provisions for giving some of the revenues to the 

various rent-seekers who make up the global 

warming movement, a topic addressed in Section 

1.4.5 below. Those groups have even opposed 

“carbon tax” initiatives that don’t earmark some of 

the financial windfall to them (Burnett, 2016). In 

other words, taxpayers are rightly skeptical that all 

the revenues raised by a “carbon tax” would be 

“returned directly to taxpayers.”  

McKitrick (2016b) also observed, “The economic 

efficiency of a carbon tax comes not from setting a 

floor price, but a ceiling price. Policies like the 

federal biofuels mandate, energy conservation 

programs, renewables subsidies and coal phaseout 

rules might reduce carbon dioxide emissions, but 

they do so at marginal costs of hundreds of dollars 

per tonne. Adding a carbon tax on top of that does 

nothing to make the overall policy mix more 

efficient. But replacing those policies with a carbon 

tax would. In the process, it might also lead to higher 

carbon dioxide emissions, something that promoters 

of carbon pricing need to be upfront about” (italics 

added). 

The incidence of a carbon tax would fall on the 

consumers of virtually all products (since they all 

require energy to be produced and transported to 

consumers), so it would act more as a general 

consumption or sales tax than an environmental tax. 

As Fullerton (1996) wrote, “Congress can decide 

who is legally liable to pay a tax, but it cannot 

legislate the ultimate distribution of burden. A tax on 

one good may reverberate through the economy in 

such a way that other prices are affected. An untaxed 

good may end up with a higher price, and anyone 

who buys it bears a burden.” Nor are taxes free of 

administrative and compliance costs, or of the 

opportunity costs incurred when less energy is 

consumed. 

Much of the period after 1970 has been 

characterized by hostile confrontations between 

bureaucrats and environmental activists pressing for 

tougher regulations, and companies and individuals 

who bear the largest burdens of those regulations 

resisting (Trzupek, 2011). The discussion of how best 

to address the threat of climate change takes place in 

this context, which explains the readiness of many 

economists, industry groups, and pro-consumer and 

pro-free enterprise groups to react quickly and 

negatively to plans that involve new regulations and 

taxes. This reaction is not knee-jerk or selfish, but 

based on what has been learned over the past 40 

years about the costs and consequences of 

environmental regulations. 
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1.4.3 Bureaucracy 

Government bureaucracies predictably fall 

victim to regulatory capture, tunnel vision, 

moral hazard, and corruption. 

 

Government programs often are represented as 

solutions to social problems without any cost of 

implementation. But every program requires a 

bureaucracy to oversee the translation of legislation 

into regulations, public promotion of the new rules 

and requirements, enforcement, and regular 

monitoring of success or failure to achieve goals. 

Government bureaucracies have been closely studied 

by economists and found to be rarely efficient 

(Mises, 1944; Wilson, 1991; Breyer, 1993; Niskanen, 

1996; Tullock, 2005). There are several reasons for 

this. 

Many government agencies are given not one but 

three mandates: to identify, evaluate, and solve a 

social problem. But combining all three 

responsibilities in the same entity means the agency 

has no incentive to decide the social problem does 

not merit a significant investment of public monies to 

solve, or that the problem, should it exist, even could 
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be solved. The agency is also charged with measuring 

its own success and then reporting it to those who 

control its funding and future existence. The heads of 

such agencies, no matter how honest or well-

intended, cannot objectively evaluate their own 

performances (Savas, 2000, 2005).  

Lobbying by special interests leads to “regulatory 

capture,” the phenomenon of government officials – 

bureaucrats – reflecting the interests and views of the 

industries they are supposed to regulate, rather than 

the consumers they are supposed to protect (Stigler, 

1971). The bureaucrats who staff an agency often see 

future careers on the staffs of the corporations and 

trade associations that frequent their offices, and they 

may have been recruited from industry in the first 

place. Politicians are lobbied by their campaign 

supporters to place industry insiders on the staff of 

regulatory agencies, expecting them to be more 

sympathetic to their concerns.  

Even bureaucrats who break away from this 

pattern are motivated by idealism or careerism to ask 

for larger budgets and staffs each year (Wildavsky, 

1964; Blais and Dion, 1991). Bureaucrats and their 

staff, therefore, are usually happy to work to expand 

their programs to deliver benefits to special-interest 

groups who, in turn, work with politicians to expand 

their bureau budgets and programs. Hayek (1944) 

observed that in government “the worst get on top” 

since their values and skills suit them to winning 

internecine struggles and persuading others to follow 

their lead. 

Another reason bureaucracies dysfunction can be 

summarized as tunnel vision. This is the term 

Supreme Court Justice Stephen Breyer applied to 

federal regulators, including the EPA (Breyer, 1993). 

For Breyer, tunnel vision is the tendency of 

government employees to focus exclusively on the 

objectives of their agencies, or even the specific 

programs within their agencies, at the expense of all 

other concerns. As noted in Section 1.2.2, all people 

have narrow goals. In the private sector, the rights of 

other people and competition from other producers 

bring individual goals into harmony with others. In 

government, no such invisible hand operates. 

Tunnel vision can lead to excessive regulation 

causing more harm than good (Baden and Stroup, 

1981; Greve and Smith, 1992; Nelson, 1995; 

DeLong, 2002). A notable example in the United 

States is the 1980 Superfund law intended to clean up 

abandoned waste sites. Funding came initially from a 

tax on chemical-producing industries, but the EPA 

was authorized to obtain compensation from any 

individual or company it could show had deposited 

any hazardous waste at the site, no matter how small 

or innocuous the contribution. Known as “joint and 

several liability” it enabled the EPA to target 

companies with the deepest pockets when assessing 

penalties, even if they were not significant polluters 

at the site. To obtain this compensation, EPA 

officials had no responsibility to show wrongdoing, 

any real damage to others, or even any real and 

present risk emanating from the site. 

Superfund was supposed to cost at most a few 

billion dollars and be paid for mainly by those whose 

pollution had caused serious harms or risks. But that 

was not the result (Wildavsky, 1995, pp. 153–84). In 

the first 12 years after Superfund was established, the 

program spent $20 billion, and its costs grew along 

with delays in its cleanups of hazardous waste sites. 

Despite the expenditures, the program showed little 

gain in the way of human health benefits. Hamilton 

and Viscusi (1996) reported a number of 

discouraging findings. Among them: 

 

 Most assessed Superfund risks do not pose a 

threat to human health now; they might do so in 

the future, but only if people violate common-

sense precautions and actually inhabit 

contaminated sites while disregarding known 

risks there. 

 Even if exposure did occur, there is less than a 

1% chance that the risks are as great as the EPA 

estimates, because of the compounding of 

extreme assumptions made by the agency. 

 Cancer risk is the main concern at Superfund 

sites, because it has a long latency period and 

some contaminants at the sites can cause cancer 

in high-dose exposures. Yet at most of the sites, 

each cleanup is expected to avert only one-tenth 

of one case of cancer. Without any cleanup, only 

10 of the 150 sites studied were estimated to have 

one or more expected cases. 

 The average cleanup cost per site in the study 

was $26 million (in 1993 dollars). 

 Replacing extreme EPA assumptions with more 

reasonable ones brought the estimated median 

cost per cancer case averted to more than 

$7 billion. At 87 of the 96 sites having the 

necessary data available, the cost per cancer case 
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averted (only some of which would mean a life 

saved) was more than $100 million. 

 Other national programs in 1996 commonly 

considered the value of a statistical life to be 

about $5 million. (Today, the EPA places that 

value at $7.4 million. See EPA, 2018). Diverting 

expenditures from most Superfund sites to other 

sites or other risk-reduction efforts could prolong 

many more lives or the same number of lives at 

far less cost. 

Hamilton and Viscusi estimate 95% of Superfund 

expenditures are directed at the last 0.5% of the risk. 

Many people touched by the program are harmed 

rather than helped. A designated Superfund site 

causes property values to fall, residents may be 

forced to move away, at least temporarily, and people 

may be badly frightened for no good reason. 

Consumers and taxpayers foot the enormous bill even 

though they may never come near a Superfund site. 

A third reason bureaucracies turn away from the 

public interest is moral hazard, explained in Section 

1.2.4. Their administrators are tempted to use their 

expertise, control of information about programs, and 

monopoly position to push for more authority or a 

bigger budget. The objective may be to better achieve 

their agency’s objectives, but just as likely it will be 

to advance personal career objectives or to gain 

popular recognition for the agency’s good works, 

neither of which advance the public good. 

For example, the National Park Service often has 

used what observers call the Washington Monument 

strategy: When told to expect budget increases 

smaller than it would like, the Park Service 

announces it may have to economize by shortening 

the hours it can operate the Washington Monument 

or other popular attractions. In essence, Park Service 

leaders are presenting a veiled threat, “Give us what 

we asked for or we will cut back on our most popular 

services.” The tactic was seen in 2013 when the 

Obama administration ordered hundreds of parks to 

close, even those not dependent on government 

funding, during a budget stand-off with Congress 

(Preston, 2013). 

The strategy tends to increase the Park Service 

budget. The threat of long lines of disgruntled 

citizens (voters) waiting to get in or expressing 

outrage at not being able to enter popular attractions 

is all that is needed to persuade political appointees 

or congressional committees to increase funding. 

Private firms rarely if ever use this or similar 

strategies. Can you imagine Wal-Mart threatening to 

not sell its most popular product lines unless more 

customers chose to shop at its stores? 

The problem of dysfunctional bureaucracies is 

not a small one in the climate change discussion. For 

many years the head of the IPCC – the bureaucracy 

put in charge of finding a ‘scientific consensus” on 

what should be done about anthropogenic climate 

change – also worked for the renewable energy 

industry, a flagrant conflict of interest (Laframboise, 

2013). The IPCC’s procedures were harshly criticized 

by an audit conducted by the InterAcademy Council, 

a respected organization composed of the heads of 

the world’s leading science academies (IAC, 2010). 

The results of that audit are reported in detail in 

Chapter 2.  

Worse than the IPCC is the United Nations, the 

IPCC’s parent organization and host of the 

Framework Convention on Climate Change (FCCC), 

which is tasked with negotiating and then 

implementing a binding global treaty on climate 

change. A 2013 report by the Foundation for Defense 

of Democracies said “The United Nations is a hotbed 

for corruption and abuse. It is opaque, diplomatically 

immune, [and] largely unaccountable…” 

(Dershowitz, 2013). After recounting “the Oil-for-

Food scandal, in which the U.N. profited from and 

covered up for billions in Baghdad kickbacks and 

corruption” and broken promises of “greater 

transparency, accountability, an end to Peacekeeper 

rape, the elimination of redundant mandates, and a 

more ethical culture,” the foundation says “the U.N.’s 

internal audit division, the Office of Internal 

Oversight Services, has been roiled with scandals and 

frictions, including a former chief of the unit 

accusing the UN Secretary-General of ‘deplorable’ 

actions to impede her hiring of investigators, and 

charging that ‘the secretariat is now in a process of 

decay’” (Ibid.). 

The UN’s problems appear to be structural and 

not the fault of whoever happens to be the Secretary-

General. Allen (2013) wrote, “The United Nations 

[is] a famously corrupt body in which most votes are 

controlled by kleptocracies and outright dictatorships. 

Most of the member-states, as they’re called, are 

rated as either ‘not free’ or ‘partly free’ by Freedom 

House, and both Communist China and Putinist 

Russia have veto power. And any settlement of the 

Global Warming issue by the UN would entail 

massive transfers of wealth from the citizens of 

wealthy countries to the politicians and bureaucrats 

of the poorer countries. Other than that, one 

supposes, the IPCC is entirely trustworthy on the 
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issue. (Well, aside from the fact that the IPCC’s 

climate models predicting Global Warming have 

already failed.)” 

Economists who look at efforts by the IPCC and 

the UN to address climate change immediately see 

regulatory capture, tunnel vision, moral hazard, and 

corruption, all the predictable characteristics of 

bureaucracies. Environmental activists and many 

scientists seem unaware of these flaws or willing to 

excuse them given the presumed gravity of the 

climate change issue. But the IPCC was entrusted to 

find the truth about climate change science, and the 

UN was entrusted to implement a treaty to manage 

the global atmosphere. Their obvious shortcomings 

cannot be irrelevant to the climate change discussion. 

After each of its scandals, the UN promised to 

reform itself. After the scathing audit by the IAC, the 

IPCC promised to reform itself. Neither has done so 

because neither can do so. Both lack the design 

principles recommended by Ostrom. The IPCC was 

never likely to objectively study the climate change 

issue given its mandate to find a human impact on the 

global climate. The UN was never likely to negotiate 

and implement a global program aimed at addressing 

the challenge of climate change, given the equal 

voting rights of dictatorships and failed regimes. 
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1.4.4 Rational Ignorance 

Voters have little incentive to become 

knowledgeable about many public policy 

issues. Economists call this “rational 

ignorance.” 

 

Key to the case for having governments involved in 

the management of a common-pool resource such as 

Earth’s atmosphere is the belief that doing so gives 

the general public, or at least the voting public, a say 

in an important matter. But how much influence do 

voters have on government policies? And how 

valuable is their input on an issue as complex and 

poorly understood as climate change? 

Number four of Ostrom’s eight design principles 

for effective management of common-pool resources 

(listed in Figure 1.3.1.3) is effective monitoring by 

monitors who are accountable to the people who pay 

for a program. Voters, by and large, do not and 

cannot monitor government programs. They are 

“rationally ignorant” about public policy issues and 

their elected officials (Downs, 1957; Buchanan and 

Tullock, 1962; Crain et al., 1988; Olson, 2000). 

Rational ignorance is making a reasoned choice not 

to study or master a complex subject because the 

expected benefits of doing so are not worth the cost 

(time and effort).  

The ballot choice made by a single voter is 

seldom decisive. Recognizing the outcome almost 

never hinges on one vote, the individual voter has 

little incentive to spend time and effort studying 

issues and candidates in order to cast a more 

informed vote. This helps to explain why most 

Americans of voting age cannot name their elected 

congressional representatives (Haven Insights, 2017), 

much less identify, understand, or compare the 

positions of multiple candidates on multiple issues – 

including the environment. 

The likelihood of voters punishing politicians for 

supporting costly special-interest legislation is low 

because elected officials cast many votes on many 

issues, some of them likely to meet with the voter’s 

approval. Since no political candidate is likely to 

represent the exact interests of a voter, the voter is 

willing to overlook disagreements. Politicians 

understand that it can take many disappointments 

before a voter will choose to vote against an 

incumbent officeholder. 

Those voters who do take the time to learn about 

issues and vote carefully may nevertheless not 

represent the broader public interest. A number of 

factors combine to make special-interest groups more 

powerful in a representative democracy than their 

numbers would otherwise suggest (Downs, 1957; 

Buchanan and Tullock, 1962; Mueller, 1979; 

Gwartney et al., 2012). Members of an interest group 

– such as the owners of specific tracts of farmland 

irrigated with low-cost water – have a strong stake in 

the outcome of certain political decisions. Thus they 

have an incentive to hire lobbyists to represent them 

before Congress and regulatory agencies. They also 

have an incentive to inform themselves and their 

allies in local communities and to let legislators know 

how strongly they feel about an issue of special 

importance. Many of them encourage voting for 

political candidates strictly on the basis of whether 

those candidates support (or promise to support) their 

specific interests. Such interest groups often are also 

in a position to provide large financial campaign 

contributions to candidates who support their 

positions, and they are sure to remind them of those 

contributions when votes are on the line. 

In contrast, most persons eligible to vote are not 

attached to any particular special-interest group. For 

them, examining the issues takes more time and 

energy than it is worth because they have only a 

relatively small amount to gain personally from the 

elimination of special-interest programs or subsidies. 

For a political candidate, supporting the position of a 

well-organized, narrowly specialized interest group 

can generate vocal supporters, campaign workers, 

and campaign contributions. Supporting the 

opposition, which is often uninformed, unorganized, 

and unmotivated, offers politicians little benefit or 

reward.  

Voters who try to become informed and take the 

time to vote even though their vote won’t matter may 

nevertheless be misinformed. The legacy media 

(newspapers and broadcast television stations) devote 

little time and space to the detailed and complicated 

information necessary for making informed 

decisions. What sells today are the soft human-

interest stories about villains and heroes and dramatic 

images of shocking, high-risk situations (Sandman et 

al., 1987; Cohen, 2000; Milloy, 2001). Hard news 

has largely been reduced to headlines or brief sound-

bite-length articles often reporting on the opinions of 

celebrities, not experts (Ciandella, 2015). The 

public’s loss of respect for legacy media outlets has 

increased its reliance on new media sources such as 

cable news (e.g., CNN, Fox, MSNBC), websites 

(e.g., Drudge Report, Huffington Post), and social 

media platforms (e.g., Twitter, Facebook), all of 

which have credibility and bias problems of their 

own and most of which devote even less space and 



 Environmental Economics 

  89 

time to issue analysis. 

The media, whether legacy or new, mostly cover 

the climate change issue by reporting as news the 

latest claims made by environmental groups, and no 

wonder: Environmental groups spend billions of 

dollars a year hyping the possibility of catastrophic 

climate change. In the United States alone, some 

13,716 environmental groups reported combined 

revenue of $7.4 billion and total assets of 

$20.6 billion in 2012 (Nichols, 2013). Some of the 

larger groups include the Environmental Defense 

Fund (EDF), with $112 million in revenues and 

$173 million in assets; Natural Resources Defense 

Council (NRDC), with $97 million in revenue and 

$248.9 million in assets; and three tax-exempt 

Greenpeace organizations in the United States with 

$39.2 million in revenue and $20.6 million in assets. 

Voter apathy and rational ignorance, along with 

the failure of media to report the truth about climate 

change and many other issues, allow for the creation 

and maintenance of laws and regulations that do not 

advance the public interest. Once a law is 

implemented, a voter will often turn to other matters, 

especially since the details are complex and unrelated 

to the voter’s everyday activities. Voter apathy and 

ignorance explain why Superfund was popular when 

it was passed, why most voters know little or care 

little about the program’s problems, and why voters 

have not demanded their elected politicians fix the 

program’s flaws or repeal the law. Most voters are 

likewise ignorant of many other environmental 

issues. 

The same people who fail to act as informed 

voters often are highly motivated shoppers for goods 

and services. They spend considerable amounts of 

time and effort evaluating the pros and cons of the 

choices they make. Imagine you are planning to buy 

a car next week and also to vote for one of two 

candidates for the U.S. Senate. In purchasing a car, 

you have a nearly unlimited number of choices. Do 

you buy new or used? Sedan or minivan? Honda or 

Ford? Your options are many and varied. In the 

voting booth, however, your choice is probably 

limited to just two candidates. The winning Senate 

candidate will represent you on hundreds of issues, 

and it is inconceivable that he or she will agree with 

you on all of them. Both the car purchase and the 

Senate vote involve complex tradeoffs. Which of 

these decisions will command more of your scarce 

time and energy to research and ultimately choose? 

If you spend more time choosing a car than the 

next Senator, you are not acting irrationally. When it 

comes to the car, your choice is entirely up to you (or 

your spouse), and only you are responsible for the 

costs and reap the full benefits. An uninformed car 

purchase could be very costly. With respect to the 

election, if by chance you mistakenly vote for the 

wrong candidate out of ignorance, the probability is 

nearly zero that your vote will decide the election. 

Cumulatively, your vote and those of all others in 

your state will decide who wins, but your individual 

choice will not. Thus, a mistake or a poorly informed 

selection at the ballot box will have little 

consequence on the actual outcome of an election or 

on your life.  

In light of all this, what is the best way to involve 

the public in deciding the best ways to respond to 

climate change? Asking the public to vote on 

candidates who promise to take one position or 

another on the issue is unlikely to work for the 

reasons explained above. Even asking the public to 

vote on a referendum, say for a “carbon tax” or some 

emission mitigation plan, won’t work because most 

people won’t vote and those who do vote will likely 

be ill-informed or misinformed. 

The more promising route, as our example of the 

car purchase illustrates, is to engage the public as 

shoppers, individuals seeking to achieve their own 

goals as efficiently as possible. Respect the value of 

their time by not insisting they become experts on 

climate science or vote for candidates who may or 

may not win and if they do, may or may not deliver 

on their promises. Instead, give the public 

opportunities to buy products that are “low-carbon” 

or otherwise promise to reduce greenhouse gas 

emissions. Offer investment opportunities in 

promising new technologies or projects that help 

people in developing countries adapt to climate 

change, whether due to natural or anthropogenic 

causes. Stop subsidizing behavior such as building in 

floodplains that might lead to higher social costs if 

sea levels rise or if severe weather events become 

more frequent. 

Treating the public as shoppers rather than voters 

avoids the problem of rational ignorance, making it 

the only real market-based response to climate 

change. Of course it is not without its own 

difficulties: The global atmosphere remains a 

common-pool resource, so every individual’s private 

cost-benefit analysis will not include the possible 

effects of his or her actions on other people. But the 

“social cost of carbon,” if it can be calculated at all, is 

likely to be zero or even negative (in other words, 

climate change produces net benefits rather than 

costs), so its absence from cost-benefit analyses 

won’t be missed. (This is the subject of Chapter 8.) 
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The tremendous prosperity created by the use of 

fossil fuels has elevated the value people place on 

environmental protection as well as their willingness 

and ability to pay for it. Media exaggeration of the 

“threat” of climate change probably increases this 

willingness to pay, helping to transform, as Boettke 

wrote in 2009 of disagreements over access to 

common-pool resources generally, from a “tragedy of 

the commons” to “an opportunity of the commons” 

(Boettke, 2009).  

This option, of treating the public as shoppers 

rather than voters in the climate change discussion, 

seldom appears in the academic literature, since 

writers there simply assume a “social cost of carbon” 

can be accurately set, is positive, and can be 

efficiently implemented as a public policy. It seldom 

appears in the fundraising letters or advocacy reports 

of environmental groups or in speeches delivered by 

politicians, either, because it a solution that requires 

little or no action by governments. 
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1.4.5 Rent-seeking Behavior 

Government’s ability to promote the goals of 

some citizens at the expense of others leads 

to resources being diverted from production 

into political action. Economists call this 

“rent-seeking behavior.” 

 

Government’s monopoly on the legitimate use of 

force gives it the ability to take resources from some 

people and give them to others. That ability can be 

used promote transfers that are widely supported and 

beneficial to most people – what is referred to in the 

U.S. Constitution as the “general welfare” – but also 

to advance the specific welfare of a small number of 

constituents. The beneficiaries of the second type of 

activity, who economists call rent-seekers, invest 

resources to convince government officials to take 

actions that benefit them at the expense of the general 

public (Olson, 1965, 1984; Rowley et al., 1988; 

Laband and Sophocleus, 2018). Politicians in turn 

extract rent from individuals and businesses by 

threatening to withhold privileges or bestow them on 

competitors (McChesney, 1987). 

The U.S. federal government’s program to supply 

below-cost water to farmers in the arid West 

illustrates rent-seeking behavior. Using the Central 

Utah Project’s dams and canals, the U.S. Bureau of 

Reclamation delivered irrigation water from a 

tributary of the Colorado River to Utah farmers. This 

transfer of water was highly subsidized by the 

national treasury. The price to the farmers was only 

$8 per acre-foot (enough water to cover an acre 1-

foot deep) even though the cost of the delivered water 

was about $400 per acre-foot. Estimates put the value 

of the water to farmers at about $30 per acre-foot 

(Anderson and Snyder, 1997). The below-cost water 

delivery served the landowners and farmers and the 

small communities where they lived. The high costs 

https://fee.org/articles/why-those-who-value-liberty-should-rejoice-elinor-ostroms-nobel-prize/?gclid=Cj0KCQjwqPDaBRC6ARIsACAf4hBuvyYS5kUivyFCEjUm--MF0UNy2RRvWHoot801_djQ4Uop3ywAmYwaAny3EALw_wcB
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https://www.haveninsights.com/just-37-percent-name-representative/
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(above the amount the farmers paid) were passed on 

to taxpayers across the nation. Because each 

individual taxpayer paid only a fraction of the total 

cost, most taxpayers have never heard of the project 

and have no idea of the costs they paid. 

A more recent example of rent-seeking was 

documented in a 2017 lawsuit heard by the U.S. 

Court of Appeals for the District of Columbia Circuit 

(U.S. Court of Appeals, 2017). The EPA had used an 

ozone depletion provision of the Clean Air Act to 

regulate refrigerants for their global warming 

potential. Use of a $4/pound refrigerant produced by 

Mexichem Fluor and other manufacturers was 

banned in favor of a $65/pound option produced by 

only two companies under patent protection, 

Honeywell and Chemours. Mexichem Fluor sued the 

EPA, and the court overturned the regulation. 

Honeywell and Chemours asked the court to 

reconsider, which it refused to do. In petitioning the 

court to reject the request for review, attorneys for 

Mexichem Fluor noted, “Industry intervenors are 

rent-seekers trying to use the government to foreclose 

their competitor’s products, not to foster development 

of new ones” (Ibid., p. 2). 

The output-expanding, positive-sum activities of 

market discovery, innovation, and production are 

increasingly being replaced by rent-seeking behavior 

(Tullock, 1987, 2005; Del Rosal, 2011). As transfers 

dependent on political clout increase, people 

increasingly redirect their energies to gaining 

political influence, taking more time, energy, and 

other resources away from productive activities. 

Many businesses invest in lobbying because they 

view it as a cost-effective way to protect their rights 

and slow the rising costs of complying with 

environmental regulations. Federal regulation in the 

United States cost $1.9 trillion in 2017 (Crews, 

2018).  

Examples of rent-seeking in the heavily 

subsidized wind and solar power industry are easy to 

find. NextEra Energy, Inc. is a Florida-based utility 

that “has grown into a green Goliath, almost entirely 

under the radar, not through taking on heavy debt to 

expand or by touting its greenness, but by relentlessly 

capitalizing on government support for renewable 

energy, in particular the tax subsidies that help 

finance wind and solar projects around the country. It 

then sells the output to utilities, many of which must 

procure power from green sources to meet state 

mandates” (Gold, 2018). 

Industries producing alternative energies – wind, 

solar, biofuels, and even nuclear and hydropower – 

invest hundreds of millions of dollars a year in 

campaigns to require utilities to purchase their 

products and taxpayers to pay for their subsidies and 

tax breaks. Utilities themselves lobby for such 

policies since rate-of-return regulation gives them a 

strong incentive to overinvest in capital (Averch and 

Johnson, 1962). Exelon Nuclear, a division of Exelon 

Generation that operates the largest fleet of nuclear 

power plants in the United States, has been vocal in 

its support of the man-made global warming 

hypothesis, running full-page ads hyping its 

“emission free” energy and lobbying for a carbon tax 

that its fossil-fuel-reliant competitors would have to 

pay (Snyder and Johnsson, 2013).  

Insurance and reinsurance businesses seek to 

profit from higher insurance rates justified by fears of 

floods and severe weather (Lloyd’s, 2009), even 

though historically climate extremes are associated 

with increased profitability for insurance firms as 

more severe weather creates more interest in their 

products (Hu and McKitrick, 2015). Banks expect to 

make billions and even trillions of dollars financing 

the premature destruction and rebuilding of the 

world’s fossil-fuel-dependent energy system (HSBC, 

2016).  

Environmental advocacy groups invest in 

lobbying to advance their own narrow agendas, and 

their resources rival or exceed those of the business 

community (Arnold and Gottlieb, 1993; Arnold, 

2007; Isaac, 2012). Organizations such as the 

Environmental Defense Fund (EDF) use fear of 

catastrophic climate change to raise money using 

slick direct mail campaigns (Taylor, 2015).  

Rent-seeking sometimes makes odd bedfellows, a 

phenomenon Yandle (1983) labeled “bootleggers and 

Baptists,” a reference to how the two interest groups 

worked together in the United States to outlaw 

alcohol sales in some counties or on Sundays. 

Chesapeake Energy, a company that mostly sells 

natural gas, gave $26 million to the Sierra Club to 

attack its rivals in the coal industry (Barringer, 2012). 

In 2018, ExxonMobil pledged to donate $1 million to 

a group called Americans for Carbon Dividends 

which advocates for a “carbon tax” (Pearce, 2018). 

Rent-seeking behavior negatively affects more 

than just the efficient use of resources. The 

legitimacy of government suffers when the public 

realizes interest groups and elites use it to their 

benefit (Codevilla, 2010). Those who lose income 

without compensation are often upset. For them and 

for others who do not benefit from “crony 

capitalism,” the public-interest rhetoric of even 

sincere environmentalists seems hollow (Gilder, 

2009, pp. 10–1).  
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1.4.6 Displacement 

Government policies that erode the 

protection of property rights reduce the 

incentive and ability of owners to protect and 

conserve their resources. Those policies 

displace, rather than improve or add to, 

private environmental protection. 
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One of the events that launched the modern 

environmental movement was a 1969 report that the 

Cuyahoga River, which flows through the city of 

Cleveland and empties into Lake Erie, was so 

polluted that it burned. Of course, the water didn’t 

literally burn, but there was oil and debris on the 

water; a spark, probably from a train, ignited it. 

Public outrage that a river could go up in flames 

galvanized action and helped bring about tougher 

laws (Meiners et al., 2000). 

It turns out the Cuyahoga River fire occurred 

because efforts to obtain relief from river pollution 

through the courts had been replaced by command-

and-control regulation. A state pollution control 

board was responsible for issuing permits allowing 

pollutants to be emitted into the water. According to 

Meiners et al., the board classified a key stretch of 

the Cuyahoga as an industrial river, so the companies 

along its banks did not have to clean up their effluent 

to any significant degree. In 1965, Bar Realty 

Corporation, a real estate company, had tried to clean 

up a Cuyahoga tributary, but the Ohio Supreme Court 

concluded the state pollution control board, not the 

courts deciding common-law claims, had the 

authority – and that board did not require cleanup. 

The use of property rights, common law, and 

market relationships has real advantages. Judges and 

juries listen to experts on both sides, each bound by 

rules of evidence and cross-examined by the other, 

before rendering a decision. Yes, the decisions may 

not be perfect and the judges and juries may not be 

experts, but they will likely be much better informed 

than when they enter an election booth to vote, or 

when politicians vote as elected representatives. 

Evidence from Canada – where, as in the United 

States, statutory law and government control have 

been replacing decisions by private owners – 

suggests common-law protections are stronger than 

regulatory efforts. Brubaker (1995) reviewed dozens 

of legal decisions and statutes and found as political 

control supplanted common law as the favored 

approach to avoiding pollution, the protection of 

pollution victims weakened. She wrote: 

Governments have shown that they are not 

up to the task of preventing resource 

degradation or pollution; indeed they have 

often actively encouraged it. … It is long past 

time for resources to be shifted away from 

governments and back to the individuals and 

communities that have strong interests in 

their preservation. Such a shift can best be 

accomplished by strengthening property 

rights and by assigning property rights to 

resources now being squandered by 

governments (p. 161). 

Brubaker’s book offers a compelling case that 

defending property rights historically has been the 

best way to protect environmental values, more so 

than relying on governments to do the same thing. 

Individuals with strong property rights to protect 

them against those who might cause them harm – 

governments included – will benefit by finding ways 

to use those rights effectively to protect themselves 

and their resources. 

Many environmental policies erode property 

rights. When they do, they often work against the 

very environmental protection they are intended to 

provide. The unintended consequences can be 

dramatic, as illustrated in the case of the Endangered 

Species Act (Stroup, 1995; Chase, 1995). The intent 

of this law is to save species presumed to be in 

danger of extinction, yet only 31 of the 

approximately 1,800 species it monitors have 

recovered since the act was passed in 1973 (U.S. 

FWS, 2014). The law gives federal agents far-

reaching powers to control landowners’ use of their 

properties. Those powers have sometimes worked to 

protect endangered species, but often they have had 

the opposite effect. 

A landowner who provides good habitat for an 

endangered species, even if by accident, is likely to 

face restrictions on his or her property rights. Michael 

Bean, an environmental defense attorney who is 

sometimes informally credited with authorship of the 

Endangered Species Act, explained this to a group 

that included Fish and Wildlife Service (FWS) 

officials. He said there is “increasing evidence that at 

least some private landowners are actively managing 

their lands so as to avoid potential endangered 

species problems.” He emphasized these actions are 

“not the result of malice toward the environment” but 

“fairly rational decisions, motivated by a desire to 

avoid potentially significant economic restraints.” He 

called them a “predictable response to the familiar 

perverse incentives that sometimes accompany 

regulatory programs, not just the endangered species 

program but others” (Bean, 1994). 

The case of Benjamin Cone Jr. is a cautionary 

tale (Welch, 1994). Cone inherited 7,200 acres of 

land in Pender County, North Carolina. He managed 

the land primarily for wildlife. He planted chuffa and 

rye for wild turkey, for example, and the wild turkey 

made a comeback in Pender County partly due to his 
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efforts. He frequently conducted controlled burns of 

the property to improve the habitat for quail and deer.  

Red-cockaded woodpeckers are listed as an 

endangered species. They nest in the cavities of old 

trees and are attracted to places that have both old 

trees and a clear understory. By clearing the 

understory to protect quail and deer and by 

selectively cutting small amounts of timber, Cone 

may have helped attract the woodpecker to his 

property. 

When Cone intended to sell some timber from his 

land, the presence of the birds was formally recorded 

by the U.S. Fish and Wildlife Service. The agency 

warned Cone not to cut trees or take any other actions 

that might disturb the birds. FWS did not, however, 

tell Cone where the nests were. Cone hired a wildlife 

biologist, who estimated there were 29 birds in 12 

colonies. According to the FWS guidelines then in 

effect for the red-cockaded woodpecker, a circle with 

a half-mile radius had to be drawn around each 

colony, within which no timber could be harvested. If 

Cone harvested the timber, he would be subject to a 

severe fine, possible imprisonment, or both under 

ESA. Biologists estimated the presence of the birds 

put 1,560 acres of Cone’s land under the restrictions 

of the Fish and Wildlife Service. 

In response, Cone changed his management 

techniques. He began to clear-cut 300 to 500 acres 

every year on the rest of his land. He told an 

investigator, “I cannot afford to let those 

woodpeckers take over the rest of the property. I’m 

going to start massive clear-cutting. I’m going to a 

40-year rotation instead of a 75- to 80-year rotation” 

(Sugg, 1993). By harvesting younger trees, Cone 

could keep the woodpecker from making new nests 

in old tree cavities. He also took steps to challenge 

FWS in court, asking to be compensated for his 

losses. The agency ultimately avoided that court 

challenge by negotiating a settlement giving Cone 

more freedom to use his land. 

Cone’s experience provides a warning to all 

landowners under similar circumstances. After Cone 

informed the owner of neighboring land about 

possible liabilities in connection with the red-

cockaded woodpecker, he noticed the owner clear-cut 

the property (Welch, 1994). Overall, what has been 

the result of ESA for the red-cockaded woodpecker? 

As Bean (1994) has said, “The red-cockaded 

woodpecker is closer to extinction today than it was a 

quarter century ago when protection began.” Bean 

recommends the rules be changed to help landowners 

avoid large reductions in the value of their land from 

application of ESA, but no change in the law is 

currently in sight. 

More recently Brian Seasholes, director of 

Reason Foundation’s endangered species project, 

described how plans by the U.S. Department of the 

Interior (DOI) to use ESA to protect the greater sage 

grouse would have had just the opposite effect 

(Seasholes, 2015a). Although DOI eventually 

decided against designating the bird as an endangered 

species, it pursued instead a plan critics (including 

Seasholes) say would have essentially the same 

negative effects (Seasholes, 2015b). By using ESA to 

justify land-use controls that seriously erode the 

property rights of land owners, the Fish and Wildlife 

Service has ignored the important positive role that 

private landowners and institutions historically have 

played in protecting rare plants and animals. 

Displacement is an issue in the climate change 

discussion for multiple reasons. First, investing in 

greenhouse gas mitigation efforts displaces 

investments in other efforts to meet better 

documented and more urgent needs. Much of the 

international aid being directed to climate change 

projects is simply aid that otherwise would have gone 

to other, presumably valuable, projects (Levi, 2015). 

Lomborg (2007) wrote of this problem, “This is the 

real moral problem of the global-warming argument 

– it means well, but by almost expropriating the 

public agenda, trying to address the hardest problem, 

with the highest price tag and the least chance of 

success, it leaves little space, attention, and money 

for smarter and more realistic solutions” (p. 123). 

Second, seeking a top-down global response 

displaces more promising national, state, and local 

responses. Writing about air and water pollution 

controls before passage of national legislation in the 

United States, Yandle (1989) observed, “the absence 

of federal jurisdiction and federal money forced 

people in states and cities to deal directly with the 

problem of environmental scarcity. They had no 

other choice. As a result, those closest to the problem 

and most sensitive to the costs resulting from their 

actions found innovative ways to deal with the 

problem. Instead of uniform rules, which are clearly 

simpler to enforce, local bodies could tailor controls 

to meet local conditions” (p. 57, italics added). See 

also Anderson and Hill (1997) and Higgs and Close 

(2005) for the value of having multiple decentralized 

solutions to environmental problems.  

Third, efforts already underway to mitigate 

emissions or encourage adaptation are displaced by 

more expensive and less effective national or 

international programs. A study of the Joint 
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Implementation (JI) program, part of the United 

Nations’ Kyoto Protocol, by the Stockholm 

Environment Institute found “the use of JI offsets 

may have enabled global GHG emissions to be about 

600 million tonnes of carbon dioxide equivalent 

higher than they would have been if countries had 

met their emissions domestically” (Kollmuss et al., 

2015). The authors analyzed 60 projects and found 

73% of the carbon credits did not meet the 

requirement of “additionality,” meaning the projects 

would have occurred without the added incentive of 

carbon credits. 

More generally, paying to build higher dikes or 

“harden” infrastructure, or promising to compensate 

people for flooding or storm damage, discourages 

potential victims of climate change from taking 

actions on their own to avoid damages by voluntarily 

relocating, not investing in improvements in homes 

or businesses in vulnerable locations, or making their 

own plans to minimize damages. Because climate 

change is a slow-moving phenomenon, occurring 

over decades and centuries, gradual adaptation could 

be virtually costless as lifestyles and investment 

patterns change gradually. 

Displacement is due to several economic 

phenomena described earlier in this chapter: moral 

hazard, unintended consequences, bureaucracy, and 

rent-seeking. It is unavoidable given the incentives 

faced by and information available to the entities 

involved. Yet calls for immediate action in response 

to climate change rarely if ever acknowledge the 

existence of this problem. 
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1.4.7 Leakage 

“Leakage” occurs when the emissions 

reduced by a regulation are partially or 

entirely offset by changes in behavior. 

 

In the academic literature on climate change, leakage 

refers to increases in carbon dioxide or other 

greenhouse gas emissions occurring outside a state or 

nation in response to that state or nation’s adoption of 

emission caps or carbon taxes. Leakage can offset 
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much or even all of a state or nation’s emission 

reductions. Leakage can occur for at least four 

reasons (Niles, 2002): 

 Programs that reduce emissions in some 

countries or industries reduce demand for fossil 

fuels, allowing businesses in other countries or 

industries to purchase those fuels at lower prices. 

This is called the “rebound effect.”  

 Businesses located in countries or states with 

lower energy prices and fewer regulations have 

cost advantages over those in countries and states 

with high energy prices and burdensome 

regulations. Consequently, capital migrates from 

countries and states that impose emission 

controls to those that do not (Becker and 

Henderson, 2000; Brunnermeier and Levinson, 

2004; Levinson and Taylor, 2008; Hanna, 2010; 

Stevenson, 2018). 

 Changes to behavior occur in response to 

changes in prices, offsetting some or all of the 

anticipated emission reduction. For example, 

higher Corporate Average Fuel Economy 

(CAFE) standards for new cars and trucks sold in 

the United States result in people driving more 

miles and holding onto their older cars longer. 

 “Ecological leakage” occurs when secondary and 

tertiary effects of an effort to reduce emissions 

produce new emissions that reduce or even 

entirely cancel out the first round of reductions. 

For example, production of ethanol from corn 

resulted in a net increase in greenhouse gas 

emissions due to the energy used to grow the 

corn and changes in land use prompted by 

subsidies to producers (Searchinger et al., 2008). 

Every study of the Kyoto Protocol, which 

exempted developing countries from obligations to 

reduce greenhouse gas emissions, forecast significant 

leakage. “The imposition of increased energy costs 

will devastate the U.S. steel industry without a 

significant decrease in worldwide energy-related 

emissions from steel making,” concluded a study by 

the Argonne National Laboratory (U.S. Department 

of Energy, 1997). “Production will simply be shifted 

to developing countries and may lead to higher levels 

of overall pollution due to lower standards in those 

countries” (Ibid.). According to a study by WEFA, a 

consulting firm, 41% of the loss in U.S. GDP due to 

the Kyoto Protocol would have come from lost 

exports and increased imports from developing 

countries (Novak et al., 1998, p. 30). IPCC (2007) 

estimated “carbon leakage rates for action under 

Kyoto range from 5 to 20% as a result of a loss of 

price competitiveness, but they remain very 

uncertain.” The shift of manufacturing from 

developed countries such as the United States to 

developing countries such as China is increasing 

leakage. 

Driven by this global economic transformation, 

developing countries are dramatically increasing their 

use of fossil fuels and consequently their share of 

global greenhouse gas emissions. According to the 

Netherlands Environmental Assessment Agency, 

“since 1990, in the EU27, CO2 emissions decreased 

from 9.1 to 7.4 tonnes per capita, and in the United 

States from 19.6 to 16.4 tonnes per capita, they 

increased in China from 2.1 to 7.1. As such, Chinese 

citizens, together representing 20% of the world 

population, on average emitted about the same 

amount of CO2 per capita in 2012 as the average 

European citizen” (Oliver et al., 2013, p. 15). 

Not all of the growth in greenhouse gas 

emissions in developing countries is due to leakage 

from developed countries. Energy consumption is 

closely linked to economic growth in both developed 

and developing countries, and fossil fuels are the 

least expensive and most reliable source of power for 

home and commercial applications (Bradley and 

Fulmer, 2004; BP, 2014; EIA, 2014; Bezdek, 2015). 

Greenhouse gas emissions therefore will rise if 

developing countries are successful in raising their 

populations out of poverty. Global warming policies 

are among many tax and regulatory policies 

encouraging investment and manufacturing in 

developing countries.  

Different types of climate programs experience 

different amounts of leakage. Policies raising costs 

for energy-intensive industries are likely to have high 

levels of leakage by driving customers and investors 

to other countries or industries with lower energy 

costs. Policies focusing on utilities and with long 

time frames – giving utilities time to replace older 

generating capacity with newer, lower-emitting 

capacity – would have less leakage, since utility 

customers are relatively immobile.  

Imposing higher fuel economy standards on cars 

and trucks is a good example of leakage (National 

Research Council, 2001; Lutter and Kravitz, 2003). 

Mandating higher fuel economy for cars may not 

reduce the total amount of carbon dioxide emitted if 

consumers use the fuel savings to drive more miles or 
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drive alone more often. Both changes in behavior 

occur and historically have cancelled out 20% or 

more of the fuel savings that might have arisen from 

U.S. CAFE standards. Summarizing their empirical 

analysis of gasoline prices and vehicle miles traveled, 

economists John W. Mayo and John E. Mathis (1988) 

wrote, “CAFE standards had no independent, 

statistically significant impact on ... the demand for 

gasoline.” 

Federal CAFE standards require car and truck 

manufacturers to meet national fleet-wide standards 

for cars and light trucks or pay fines. If one state 

insists on better fuel economy for the fleet of cars and 

trucks sold within its borders, manufacturers will 

oblige by selling only smaller, lighter, and less 

powerful vehicles in that state, and then sell larger, 

heavier, and more powerful vehicles in other states, 

bringing their national corporate average fuel 

economy back to where it was before the state 

adopted its standards. Consequently, leakage will 

simply cancel out whatever emission reductions the 

stricter state is seeking to make. 

Estimates of leakage for national greenhouse gas 

reduction programs range from 12% (Brown, 1999) 

to 130% (Babiker, 2005). In other words, reducing 

carbon emissions by 10 metric tonnes would cause 

emissions by other countries or states to increase 

between 1.2 and 13 tons. A net reduction of 10 tons 

assuming the lower of the two estimates would 

require a reduction by the first country or state of 

11.4 tons. The second estimate means no reductions 

by the first country, no matter how high, will lead to 

a net reduction in global emissions since emissions in 

other countries rise faster than reductions in the first 

country. In the decades since greenhouse gas 

reduction programs have been implemented, a large 

body of research has been created estimating leakage 

rates by industry, by type of program, and by country 

(Fischer et al., 2010). While many efforts have been 

made to discourage leakage, some of them partially 

successful, it appears to remain an unavoidable part 

of emission control programs.  

Leakage is a classic example of an unintended 

consequence of government actions, something 

economists know to look for. Estimates of the 

effectiveness of greenhouse gas reduction initiatives 

that don’t take leakage into account will over-

estimate the benefits of the programs, leading to 

inaccurate cost-benefit analysis results. 
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1.5 Future Generations 

Previous sections of this chapter showed how 

markets turn self-interested behavior into behavior 

that benefits others. In this section, we show how 

markets create incentives to conserve and protect 

natural resources for future generations and help 

ensure the best solutions are the ones adopted.  

 

 

1.5.1 Conservation and Protection 

Capital markets create information, signals, 

and incentives to manage assets for long-

term value. 

 

People sometimes assume private owners have little 

incentive to protect resources for the future, that they 

are quite willing to destroy long-term value to realize 

short-term gain. This line of reasoning suggests only 

governments can truly preserve a natural resource 

because the government, unlike the private sector, 

plans for the long run. This common assumption, 

however, is largely false (Goklany and Sprague, 

1992; Meiners, 1995; Rosegrant et al., 1995; Taylor, 

1997; Norton, 1998; Smith, 1999, 2000; Anderson 

and Leal, 2001; Logomasini and Smith, 2011). 

The prices of land and other assets today reflect 

the future benefits owners expect to receive. In 

economists’ language, today’s price is the capitalized 

value of the future stream of benefits, net of the costs 

required to protect or produce those benefits.  

Just as prices convey information about changing 

demand and supply all over the globe, a capital 

market – the buying and selling of capital assets such 

as land, buildings, bonds, or corporate stock 

certificates – conveys information about the expected 

demands, desires, and preferences of people in the 

future. People who believe a resource will increase in 

value – that people in the future will value it more 

highly than people today – can hope to profit by 

buying it, preserving it, and selling it at a higher price 

later. Even a shortsighted owner who is personally 

concerned only with the present will respond to these 

signals because they change the current value of his 

or her assets. Of course, the owner can ignore the 

price signals, but then he or she must deal with the 

resulting reduction in wealth. 

The future value of a resource influences the 

behavior of its owner. A land owner, for example, 

will do what the market demands in order to maintain 

the land’s productivity and, where possible, to make 

investments that improve it. If the land is damaged, 

its value declines whether the damage occurs through 

misuse, negligence, trespass, or pollution. If 

necessary, an owner will go to court against 

trespassers or polluters to protect the value of 

property. 

Millions of private investors are highly motivated 

to monitor the performance of private asset 

managers. When investors in a company’s stock view 

a management decision as a good one, they keep their 

stock or buy more anticipating the value of the firm 

will rise. If many investors begin to think this way, 

their decisions lead the stock’s price to rise, 

increasing shareholder wealth. Similarly, poor 

decisions lead shareholders to sell the stock and the 

price tends to fall. Management responds to these 

capital market signals since they are typically 

compensated partly with stock options. Managers 

who fail to keep stock prices stable or rising are 

likely to be replaced by disappointed stockholders. 

The incentive to look to the future is clear for 

conventional sources of income such as agricultural 
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crops or housing developments, but it also holds true 

for assets of an environmental nature. Wilderness 

areas, open spaces, scenic locations, shorelines, and 

other areas are economic assets that can be and are 

managed for profit and higher future resale value. In 

Section 1.2.5 we described a case where rights to 

water are treated as assets and bought and sold. That 

market system rewards good stewardship and 

efficiency. 

Consider another example. After a successful and 

innovative career, television magnate Ted Turner 

began buying ranches in the West and Southwest 

(Anderson and Leal, 1997, pp. 4–8; Gunther, 2006). 

On the Flying D Ranch, south of Bozeman, Montana, 

he decided not to raise traditional livestock but 

instead to manage the ranch largely for bison and elk. 

He decided to increase the number of trophy animals 

over time. In 2006 he was charging a small number 

of elk hunters an annual fee of about $12,000 each to 

spend a week on the ranch trying to shoot a trophy 

elk. At that time, the ranch was earning roughly 

$300,000 in additional revenue per year. This added 

revenue stream raised the resale value of the ranch. It 

also drove Turner to manage the ranch in a way that 

is desirable for hunters and encourages the 

proliferation of diverse wildlife, not just elk, deer, 

and bison. Admittedly, Turner’s motivation was not 

financial profit; he could afford to lose money and 

probably could earn more by subdividing and selling 

the ranch. But the Flying D Ranch and other 

examples of environmental assets privately managed 

and earning revenue show how markets allow 

individuals to achieve their own goals – to 

“maximize their utility,” as economists say – in ways 

that benefit future generations. 

In contrast to private landowners and asset 

managers, government asset managers receive few if 

any signals from capital markets. Their property is 

not for sale and they will not reap the benefits of 

investments that might improve its long-term value. 

Government managers are motivated to produce 

glossy brochures and annual reports highlighting the 

natural beauty of their latest acquisitions but not to 

report shortcomings in services and maintenance of 

parks, wildlands, and other assets already in their 

possession. Environmental groups realize lack of 

maintenance of existing parks is a strong argument 

against acquiring more parkland, so they too are 

silent on the issue. 

The elected officials who oversee the 

bureaucracies created to manage public assets have 

strong incentives to promise short-term benefits, such 

as more recreational opportunities, fewer forest fires, 

or more logging on public lands to satisfy well-

organized interest groups that make campaign 

contributions and turn out the vote. But future 

generations don’t vote in the next election, so 

politicians are free to disregard their interests. 

Elected officials often say they care deeply about 

future generations, since this presumably is what 

voters want to hear. Perhaps some do. But no one is 

able to hold them accountable for actually fulfilling 

their promises. Unlike investors in the private sector, 

few voters have a financial incentive to monitor the 

performance of government agencies. Because the 

assets can’t be sold, no one benefits directly from 

knowing about management changes, so voters 

choose to remain rationally ignorant. If they vote, 

they may vote for a candidate on the basis of 

positions he or she takes on many other issues, or on 

the basis of misinformation circulated by interest 

groups.  

When an owner or manager in the private sector 

improves or damages the future value of a natural 

resource, capital markets change the resource’s 

current price and communicate that change to 

investors and entrepreneurs in the form of profits and 

losses, which then motivates decision-makers to take 

actions that encourage good long-term asset 

management. A rancher in Montana, for example, 

can recognize the higher value people are placing on 

hunting and recreation and profit from it by 

dedicating some or all of his land to wildlife. 

Government agencies operate without such 

information and without the system of rewards and 

penalties, and so are unlikely to make wise or 

efficient decisions about managing assets for future 

generations. 

The preceding analysis is relevant to the climate 

change issue because political entities such as the 

United Nations or U.S. government should not be 

assumed to be better stewards of the environment 

than private parties motivated by profit or by 

charitable goals. The concerns of future generations 

are no better protected by politicians and voters today 

than they are by private asset managers and investors, 

and probably less so. The best responses to climate 

change are probably found in the private sector and 

not in the public sector.  
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1.5.2 Innovation 

Markets reward innovations that protect the 

environment by using less energy and fewer 

raw materials per unit of output. 

 

Markets reward innovation, and innovation in turn 

benefits the environment. The best protection of the 

atmosphere rests in ensuring that technological 

innovations continue to increase humanity’s ability to 

meet its material needs without further reducing the 

land available to wildlife or contaminating the 

planet’s air and water. This is the message of 

Chapters 3, 4, and 5, but it is introduced briefly here 

to help explain why economic growth today helps 

future generations. 

Over the past century, new technologies have led 

to less pollution and to the use of fewer raw materials 

per unit of output (Simon, 1995; Huber, 1999; 

Goklany, 2007, 2009; Bryce, 2014; Smil, 2016). This 

has been true for everything from steel mills (once 

fiery behemoths belching smoke but now relatively 

clean, with many using scrap steel as their raw 

materials) to aluminum cans (which over time have 

been engineered to become ever thinner and lighter). 

New technologies have reduced the amount of energy 

required to produce a dollar of real gross domestic 

product (GDP) in the United States by two-thirds 

since 1949. (See Figure 1.5.2.1.) 

Innovation is essential to progress, but it means 

change, and change is always difficult. Choosing to 

continue doing something the way it has always been 

done is usually easier than change. Markets reward 

with profits the creators of innovations that help 

people meet their goals at lower costs, and penalizes 

with losses innovations that people don’t want or that 

waste resources (Baumol, 2002).  

To have an incentive to innovate, an inventor or 

entrepreneur must be able to benefit personally from 

his or her achievement. This incentive comes through 

private ownership. The owner of a new product or the 

investors who help him bring it to market can earn 

large returns in a short period of time by licensing 

others to use the new product. License-holders in turn 

can earn larger-than-before returns by using the new 

product to lower their cost of production or better 

meet their customers’ needs.  

The pace of innovation in countries without 

private property rights is slow, as could be seen by 

the socialist economies of Eastern Europe before the 

fall of communism in 1989. The Trabant automobile, 

produced in East Germany between 1959 and 1989, 

is a good example. An American auto magazine, Car 

and Driver, brought the Trabant over for a look in 

1990 (Ceppos, 1990). On the positive side, the editors 

reported the car provided basic transportation and 

was easy to fix (similar things were said about the 

Model T Fords in the early twentieth century). But 

the Trabant’s top speed was 66 miles per hour, it was 

noisy, and, the editors said, it had “no discernible 

handling.” It spewed “a plume of oil and gray 

exhaust smoke” and didn’t have a gas gauge. In fact, 

the Trabant’s exhaust was so noxious the 

Environmental Protection Agency refused to let Car 

and Driver staff drive it on public streets. 

 

  

http://www.marcgunther.com/ted-turners-montana-adventure/
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Figure 1.5.2.1 
U.S. primary energy consumption per real dollar of gross domestic product, 1949–2017 
 

 
Source: EIA, 2018, Figure 1.7, p. 16. 

 
 

The Trabant was backward, dirty, and inefficient 

because its design was the same as when it was first 

manufactured in 1959. The last model had been 

introduced in 1964 and since market pressures were 

absent, the automobile experienced no technological 

change since then. Cars are much cleaner and still 

improving today because of market innovation. 

Today’s cars emit a tiny fraction of the pollution 

emitted by the cars of the early 1970s (Schwartz, 

2006; O’Toole, 2012). And while even electric cars 

require energy from burning fuel in power plants, the 

emissions from such plants have fallen dramatically, 

too, as owners have searched out low-sulfur coal and 

technical devices to reduce pollution. Advances in 

technology continue to make cars cleaner and safer, 

just as diesel train engines replaced dirty steam 

locomotives, and gas and electricity replaced coal for 

home heating. This story is told in greater detail in 

Chapters 3, 5, and 6. 

Technological change is expected to continue to 

reduce the energy intensity of the global economy in 

coming decades, partially offsetting the dramatic rise 

in demand for energy due to global population 

growth and rising prosperity (BP, 2014; EIA, 2014; 

Bezdek, 2015). The environmental consequences of a 

growing global population would be far worse 

without innovation, as forests would need to be 

converted to cropland and emissions of all kinds, not 

just greenhouse gases, would grow in pace.  

The institutions that encourage innovation – 

property rights and markets – and the freedom and 

prosperity they make possible must remain in place 

for future generations to enjoy the safe and clean 

environment we enjoy today. This is not always made 

clear in the plans put forward by environmental 

activists who seem to believe capitalism and 

protecting the planet’s atmosphere are incompatible 

(Gore, 2006; Klein, 2014). 
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1.5.3 Small versus Big Mistakes 

Mistakes made in markets tend to be small 

and self-correcting. Mistakes made by 

governments tend to be big and more likely 

to have catastrophic effects. 

 

Free markets are spontaneous orders, self-correcting 

systems in which many small mistakes are made and 

quickly corrected. Governments are deliberately 

created planned institutions whose monopoly on the 

legitimate use of force allows them to impose the 

costs and consequences of mistakes on others, 

sometimes with catastrophic effects (Hayek, 1973, 

1976, 1979; Butos and McQuaid, 2001; Hasnas, 

2005).  

In a market system, inventors and entrepreneurs 

continuously come up with new products and 

introduce them to customers, who reject many of 

them. Most of the businesses launched to sell new 

goods and services quickly go out of business. In the 

United States, only about half of newly incorporated 

businesses survive for five years and only a third 

survive 10 years or longer (Shane, 2012). But the 

inventions that do work, the products that do sell, and 

the businesses that do survive provide the change that 

transforms the economy and increases wealth over 

time. Schumpeter (1942) called this the “gale of 

creative destruction,” which he described as the 

“process of industrial mutation that incessantly 

revolutionizes the economic structure from within, 

incessantly destroying the old one, incessantly 

creating a new one” (pp. 82–3). 

Change occurs rapidly in a market system 

because individuals don’t need consensus or majority 

approval to pursue their ideas as they would if 

operating under a democratic political process. They 

are free to invest their own money in new ideas and 

test them in the marketplace. Successful innovators 

earn temporary profits, while others must adopt the 

innovations that work in order to survive in business. 

The system tolerates many small mistakes in 

exchange for tapping the wisdom, energy, and 

aspirations of anyone with an original idea and 

willingness to work hard.  

History is replete with examples of people who 

have challenged conventional wisdom and produced 

enormous social benefits. In the 1970s, it looked as 

though computers would be ever increasing in size 

and complexity, but a few hobbyists had a different 

idea. Some innovators put together a crude computer 

and began selling it as an assemble-it-yourself kit 

through Popular Science magazine. They created the 

first personal computer, revolutionizing the future of 

computers and to a large extent changing the way 

people conduct business and leisure activities. 

Such innovations occur in the environmental 

realm as well, often long before politicians embrace 

the need for change. The Hawk Mountain Sanctuary 

in eastern Pennsylvania is a good example of such an 

innovation (Smith, 1984, 1990, 1999; Anderson and 

Leal, 1997, pp. 44–6; Furmansky, 2009). Hawk 

Mountain is a mountain ridge in Pennsylvania that 

lies along a natural migration route for hawks. In the 

early 1930s, hunters came to Hawk Mountain from 

miles around to shoot hawks. At the time, not only 

was hunting hawks popular, but the biological 

https://www.eia.gov/totalenergy/data/monthly/pdf/mer.pdf
https://www.joelschwartz.com/pdfs/PALEVII020806.pdf
https://www.joelschwartz.com/pdfs/PALEVII020806.pdf
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experts thought hawks and other predatory birds were 

undesirable and not worth preserving. In fact, the 

state paid a bounty to those who killed a certain kind 

of hawk. 

Rosalie Edge, a conservationist and activist, 

opposed the wholesale slaughter of hawks. She tried 

to convince biologists, state officials, and leaders of 

the National Audubon Society that hawks have a 

rightful place in nature and should not be eradicated. 

Her efforts at persuasion failed, so she took another 

tack. In 1934, she and some friends came up with 

enough money to buy an option on Hawk Mountain, 

and later they bought the mountain. She created a 

sanctuary for the hawks, forbidding hunts there. 

Today the 2,000-acre reserve is a prime bird-

watching location. 

Edge’s view that hawks have an important place 

in nature is now conventional wisdom, but it was 

radical 84 years ago. Actions taken by far-sighted 

individuals like Edge can be crucial for 

environmental protection, since by the time a 

political majority might be ready to act to save a 

species, it may be too late. Only because Hawk 

Mountain was privately owned could Edge exercise 

her vision of wildlife protection.  

The private nonprofit sector historically has been 

a key component of conservation efforts. Starting late 

in the nineteenth century, for example, the National 

Audubon Society was formed to save birds like the 

snowy egret, which was endangered because 

women’s hats were decorated with egret plumes. In 

addition to campaigning against wearing such 

feathers and trying to change some laws, the 

Audubon Society began to purchase or accept by 

donation natural areas that would become wildlife 

preserves. In 2013, Audubon had 44 nature centers, 

23 sanctuaries, and 118 million acres of land under 

conservation (Audubon, 2013).  

Mistakes made by private investors and 

philanthropists mainly affect the actors themselves 

and only a few others. The mistakes are self-

correcting as failed innovations end when their 

private funding runs out and customers fail to appear, 

and their failures generate the information needed for 

later successes. Mistakes made by governments are 

different in each of these ways. The people affected 

are often orders of magnitude more than the investors 

and consumers affected by even a big business’s 

failure. Governments can hide mistakes from public 

view for many years, and the regulations and 

subsidies keeping them afloat can send distorted 

signals to investors and consumers preventing better 

products or services from being discovered and 

commercialized. Contemporary examples in the 

United States of big mistakes by governments include 

the U.S. Forest Service’s policy for many years of 

suppressing all forest fires (leading to increasingly 

dangerous wildfires (DeVore, 2018)), fuel economy 

standards for cars and trucks that result in thousands 

of highway fatalities every year, and subsidies for 

ethanol that cost drivers and taxpayers billions of 

dollars each year but do nothing to benefit the 

environment. 

An infamous example of a government mistake is 

Lysenkoism, a theory of genetics named after Trofim 

Lysenko, director of the Soviet Union’s Lenin All-

Union Academy of Agricultural Sciences (Zubrin, 

2013; Ferrara, 2013). Lysenko’s theory that plants 

and animals can pass on to offspring characteristics 

acquired during their lifetimes was prominent in the 

Soviet Union of the 1930s. Lysenko rose to power by 

creating the appearance of being a problem solver, 

not because he was a highly regarded scientist. 

Joseph Stalin hailed his pseudoscientific theory 

because it seemed consistent with the Communist 

dogma that human nature could be changed by 

experience.  

Once in power, Lysenko used his position to 

systematically remove from government anyone who 

challenged his preferred theory, even to the point of 

ordering the exile and execution of scientists who 

disagreed with him. Lysenko didn’t tolerate 

disagreement because he didn’t need to. He was 

narrowly focused on what he thought was right, and 

often that was consistent with advancing his own 

career. He was given power to suppress dissent and 

forbid experiments that would have revealed the 

flaws in his theory.  

Lysenko’s flawed beliefs contributed to crop 

failures in the Soviet Union and may have caused 

millions of deaths. But because it was endorsed by 

the Communist Party and backed by government 

force, Lysenkoism remained the official theory of 

crop genetics in the Soviet Union until the 1960s. 

While Lysenkoism may be an extreme example, 

the growing influence of governments over science is 

a widely recognized danger (Lindzen, 2012; Curry, 

2017). U.S. President Dwight Eisenhower in his 

Farewell Address of January 17, 1961, warned 

“against the acquisition of unwarranted influence, 

whether sought or unsought, by the military-

industrial complex. The potential for the disastrous 

rise of misplaced power exists and will persist.” 

Importantly, Eisenhower went on to say: 
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The free university, historically the 

fountainhead of free ideas and scientific 

discovery, has experienced a revolution in 

the conduct of research. Partly because of the 

huge costs involved, a government contract 

becomes virtually a substitute for intellectual 

curiosity … 

Yet, in holding scientific research and 

discovery in respect, as we should, we must 

also be alert to the equal and opposite danger 

that public policy could itself become the 

captive of a scientific-technological elite. The 

prospect of domination of the nation’s 

scholars by Federal employment, project 

allocations, and the power of money is ever 

present – and is gravely to be regarded. 

 Eisenhower’s warning seems especially germane 

to climate science today. The scientific debate about 

climate change is dominated by government 

institutions, most notably the Intergovernmental 

Panel on Climate Change (IPCC), and in the United 

States by government agencies such as the 

Environmental Protection Agency (EPA), National 

Oceanic and Atmospheric Administration (NOAA), 

and National Aeronautics and Space Administration 

(NASA). During the Obama administration, all three 

U.S. agencies took positions on the climate change 

issue that supported the president’s calls for 

immediate action. Scott Pruitt, the first EPA 

administrator following the Obama administration, 

said publicly that Obama had “weaponized” the 

agency to advance his climate change agenda (Bluey, 

2018).  

Nearly all of the scientists calling for immediate 

action to slow or prevent catastrophic climate change 

debate are government employees or depend on 

government grants to support their academic careers 

(Nova, 2009). Many of the “skeptics” are in the 

private sector, emeritus professors no longer needing 

grant dollars, or independent scientists with no 

financial motive to take one side or the other. The 

possibility that public financing influences the views 

and public statements of climate change advocates is 

readily apparent to economists and others who have 

studied the close-knit climate science community 

(e.g., Wegman et al., 2006). But efforts to discuss 

this possible conflict of interest are called “assaults 

on climate science” by spokespersons for the 

government science establishment (Gleick et al., 

2010, pp. 689–90).  

Is concern over anthropogenic climate change the 

latest Big Mistake by governments around the world? 

The rest of this book presents extensive evidence that 

it is. One scientist or a small group of scientists 

speaking their mind on a controversial issue is 

unlikely to cause much harm and is to be welcomed. 

But when the rules of political competition spill over 

into a scientific controversy and science becomes 

politicized, the damage to both science and public 

policy can be huge. Policymakers are well advised to 

look outside government agencies and beyond 

government-funded academics to get an accurate 

presentation of the state of climate science. 
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1.6 Conclusion 

The best responses to climate change are 

likely to arise from voluntary cooperation 

mediated by nongovernmental entities using 

knowledge of local costs and opportunities. 

Economics explains how property rights, prices, 

profits and losses, and exchange lead to the efficient 

allocation of scarce resources. It reveals how access 

to common-pool resources – such as wilderness 

areas, grazing areas, and the atmosphere – can be 

efficiently managed so long as private property rights 

are defined and enforced and people are free to 

negotiate terms. Many institutions have evolved to 

facilitate such negotiation. Markets produce the 

prosperity needed to make voluntary environmental 

protection a social value today, ensuring the 

necessary resources will be made available to 

preserve and protect Earth’s atmosphere now and for 

future generations. 

Climate change is not a problem to be solved by 

markets or by government intervention. It is a 

complex phenomenon involving choices made by 

millions or even billions of people producing 

countless externalities both positive and negative. 

The benefits created by the use of fossil fuels, alleged 

to be the cause of climate change, have been huge 

and are well documented; the costs attributed to 

climate change are less certain but, as will be 

documented in Chapter 8, are known to be orders of 

magnitude smaller than the benefits from using fossil 

fuels.  

Climate change presents an opportunity to use 

the wealth created by fossil fuels today to support an 

environmental movement based on sound science to 

study the causes and consequences of climate change 

and find the responses (plural, because there are 

likely to be more than one) that maximize private as 

well as social benefits. The best responses cannot be 

found in a laboratory by physicists, biologists, or 

geologists, no matter how brilliant they might be. 

They must be found in the real world of human 

action: either in the private sector where decisions are 

made based on prices and incentives and value is 

created by trading goods and services; or in the 

public sector where governments may force 

compliance with laws shaped by politics and 

implemented by bureaucracies.  

The market approach to climate change involves 

treating people as shoppers rather than voters. This 

means allowing them to conduct their own private 

cost-benefit analyses and then use their local 

knowledge to discover and craft the best local 

responses to a global phenomenon. This approach 

can be called simply “energy freedom.” 

The freedom-based approach to protecting 

commonly owned resources is to find win-win 

solutions even when conditions might otherwise 

allow some people to over-use the resource and harm 
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others. People value and are willing to pay for 

environmental amenities, meaning there are markets 

for finding such solutions. Institutions already exist 

that can lower the transaction costs that might 

otherwise stand in the way of such solutions. Since 

the future value of assets impacts their current prices, 

private ownership of assets creates incentives for 

conservation and protection that benefit future 

generations. 

Economics suggests that governments have an 

important but very limited role to play in 

environmental protection. They help mainly by 

recognizing, defining, and enforcing property rights 

and prosecuting fraud and other criminal acts. 

Governments historically have done a poor job 

regulating environmental risks and owning and 

managing resources such as wilderness areas. 

Government regulation and ownership often fail to 

achieve their objectives due to conflicting incentives 

of individuals in governments (moral hazard), capture 

of regulatory agencies by special interests, and their 

inability to collect reliable information or achieve 

local knowledge.  

Efforts to protect Earth’s atmosphere by limiting 

energy freedom and instead empowering 

governments to restrict the use of fossil fuels or ban 

them outright fail to work in practice. They erode the 

protection of private property rights, reducing the 

incentive and ability of owners to protect and 

conserve their resources. Taxes, subsidies, and 

regulations distort the signals sent by prices and 

profits and losses, resulting in inefficient use of 

resources. Even when government programs seem to 

succeed, they often displace rather than improve or 

add to private environmental protection. 

Government’s ability to promote the goals of some 

citizens at the expense of others also leads to 

resources being diverted from production of valuable 

goods and services into political action (rent seeking) 

and often outright corruption.  

Asking the general public to vote on what to do 

about climate change is not likely to lead to the most 

efficient responses. Even voters who are intelligent 

and well-intentioned often choose to remain ignorant 

about the issues being voted on by their elected 

representatives. They realize their individual votes 

for a candidate are unlikely to affect policies and they 

often are misinformed by interest groups. 

The prosperity made possible by the use of fossil 

fuels has made environmental protection a social 

value in countries around the world. The value-

creating power of private property rights, prices, 

profits and losses, and voluntary trade can turn 

climate change from a possible tragedy of the 

commons into an opportunity of the commons. 

Energy freedom, not government intervention, can 

balance the interests and needs of today with those of 

tomorrow. It alone can access the local knowledge 

needed to find efficient win-win responses to climate 

change. 

 



 
Citation: Idso, C.D., Legates, D. and Singer, S.F. 2019. Climate Science. In: Climate Change Reconsidered II: Fossil Fuels. 

Nongovernmental International Panel on Climate Change. Arlington Heights, IL: The Heartland Institute. 

107 

 

2  
 
Climate Science 

 

Chapter Lead Authors: Craig D. Idso, Ph.D., David Legates, Ph.D., S. Fred Singer, Ph.D. 

Contributors: Joseph L. Bast, Patrick Frank, Ph.D., Kenneth Haapala, Jay Lehr, Ph.D., Patrick Moore, Ph.D., 

Willie Soon, Ph.D. 

Reviewers: Charles Anderson, Ph.D., Dennis T. Avery, Timothy Ball, Ph.D., David Bowen, Ph.D., David Burton, 
Mark Campbell, Ph.D., David Deming, Ph.D., Rex J. Fleming, Ph.D., Lee C. Gerhard, Ph.D., François Gervais, 
Ph.D., Laurence Gould, Ph.D., Kesten Green, Ph.D., Hermann Harde, Ph.D., Howard Hayden, Ph.D., Ole 
Humlum, Ph.D., Richard A. Keen, Ph.D., William Kininmonth, M.Sc., Anthony Lupo, Ph.D., Robert Murphy, Ph.D., 
Daniel W. Nebert, M.D., Norman J. Page, Ph.D., Fred Palmer, J.D., Garth Paltridge, Ph.D., D.Sc., FAA, Jim Petch, 
Ph.D., Jan-Erik Solheim, Peter Stilbs, Ph.D., Roger Tattersol, Frank Tipler, Ph.D., Fritz Vahrenholt, Ph.D., Art 
Viterito, Ph.D., Lance Wallace, Ph.D. 

 
 
Key Findings 
 
Introduction 
 
2.1 A Science Tutorial 
 2.1.1  Methodology 
   2.1.1.1 Scientific Method 
   2.1.1.2 Consensus 
   2.1.1.3 Uncertainty 
 2.1.2 Observations  
   2.1.2.1 Energy Budget 
   2.1.2.2 Carbon Cycle 
   2.1.2.3 Geological Record 
   2.1.2.4 Greenhouse Gases 
 
2.2 Controversies 
 2.2.1 Temperature Records 
 2.2.2 Climate Models 
 2.2.3 Climate Sensitivity 
 2.2.4 Solar Activity 
 
2.3 Climate Impacts 
 2.3.1 Extreme Weather Events 
   2.3.1.1 Heat Waves 
   2.3.1.2 Wildfires 
   2.3.1.3 Droughts 

   2.3.1.4 Floods 
   2.3.1.5 Storms 
   2.3.1.6 Hurricanes 
 2.3.2 Melting Ice 

2.3.2.1 Antarctic Ice Sheet and Sea Ice 
2.3.2.2 Arctic Ice Sheet and Sea Ice 
2.3.2.3 Non-polar Glaciers 

 2.3.3 Sea-level Rise 
2.3.3.1 Recent Sea-level Trends 
2.3.3.2 Islands and Coral Atolls 

 2.3.4 Harm to Plant Life 
 
2.4 Why Scientists Disagree 
 2.4.1 Scientific Uncertainties 
 2.4.2 An Interdisciplinary Topic 
 2.4.3 Failure of the IPCC 
 2.4.4 Tunnel Vision 
 
2.5 Appeals to Consensus 
 2.5.1 Flawed Surveys 
 2.5.2 Evidence of Lack of Consensus 
 2.5.3 Petition Project 
 2.5.4 Conclusion 
 
2.6 Conclusion

 



 Climate Change Reconsidered II: Fossil Fuels 

108 

Key Findings 

Key findings of this chapter include the following: 

 

 

Methodology 

 The Scientific Method is a series of requirements 

imposed on scientists to ensure the integrity of 

their work. The IPCC has not followed 

established rules that guide scientific research. 

 Appealing to consensus may have a place in 

science, but should never be used as a means of 

shutting down debate. 

 Uncertainty in science is unavoidable but must be 

acknowledged. Many declaratory and predictive 

statements about the global climate are not 

warranted by science. 

 

Observations 

 Surface air temperature is governed by energy 

flow from the Sun to Earth and from Earth back 

into space. Whatever diminishes or intensifies 

this energy flow can change air temperature.  

 Levels of carbon dioxide (CO2) and methane 

(CH4) in the atmosphere are governed by 

processes of the carbon cycle. Exchange rates 

and other climatological processes are poorly 

understood. 

 The geological record shows temperatures and 

CO2 levels in the atmosphere have not been 

stable, making untenable the IPCC’s assumption 

that they would be stable in the absence of 

human emissions.  

 Water vapor is the dominant greenhouse gas 

owing to its abundance in the atmosphere and the 

wide range of spectra in which it absorbs 

radiation. CO2 absorbs energy only in a very 

narrow range of the longwave infrared spectrum. 

 

Controversies 

 Reconstructions of average global surface 

temperature differ depending on the methodology 

used. The warming of the twentieth and early 

twenty-first centuries has not been shown to be 

beyond the bounds of natural variability. 

 General circulation models (GCMs) are unable to 

accurately depict complex climate processes. 

They do not accurately hindcast or forecast the 

climate effects of anthropogenic greenhouse gas 

emissions. 

 Estimates of equilibrium climate sensitivity (the 

amount of warming that would occur following a 

doubling of atmospheric CO2 level) range widely. 

The IPCC’s estimate is higher than many recent 

estimates. 

 Solar irradiance, magnetic fields, UV fluxes, 

cosmic rays, and other solar activity may have 

greater influence on climate than climate models 

and the IPCC currently assume. 

 

Climate Impacts 

 There is little evidence that the warming of the 

twentieth and early twenty-first centuries has 

caused a general increase in severe weather 

events. Meteorological science suggests a 

warmer world would see milder weather patterns. 

 The link between warming and drought is weak, 

and by some measures drought decreased over 

the twentieth century. Changes in the 

hydrosphere of this type are regionally highly 

variable and show a closer correlation with 

multidecadal climate rhythmicity than they do 

with global temperature.  

 The Antarctic ice sheet is likely to be unchanged 

or is gaining ice mass. Antarctic sea ice is 

gaining in extent, not retreating. Recent trends in 

the Greenland ice sheet mass and Artic sea ice 

are not outside natural variability. 

 Long-running coastal tide gauges show the rate 

of sea-level rise is not accelerating. Local and 

regional sea levels exhibit typical natural 

variability.  

 The effects of elevated CO2 on plant 

characteristics are net positive, including 
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increasing rates of photosynthesis and biomass 

production.  

 

Why Scientists Disagree 

 Fundamental uncertainties and disagreements 

prevent science from determining whether human 

greenhouse gas emissions are having effects on 

Earth’s atmosphere that could endanger life on 

the planet.  

 Climate is an interdisciplinary subject requiring 

insights from many fields of study. Very few 

scholars have mastery of more than one or two of 

these disciplines.  

 Many scientists trust the Intergovernmental Panel 

on Climate Change (IPCC) to objectively report 

the latest scientific findings on climate change, 

but it has failed to produce balanced reports and 

has allowed its findings to be misrepresented to 

the public. 

 Climate scientists, like all humans, can have 

tunnel vision. Bias, even or especially if 

subconscious, can be especially pernicious when 

data are equivocal and allow multiple 

interpretations, as in climatology. 

 

Appeals to Consensus 

 Surveys and abstract-counting exercises that are 

said to show a “scientific consensus” on the 

causes and consequences of climate change 

invariably ask the wrong questions or the wrong 

people. No survey data exist that support claims 

of consensus on important scientific questions. 

 Some survey data, petitions, and peer-reviewed 

research show deep disagreement among 

scientists on issues that must be resolved before 

the man-made global warming hypothesis can be 

accepted.  

 Some 31,000 scientists have signed a petition 

saying “there is no convincing scientific evidence 

that human release of carbon dioxide, methane, 

or other greenhouse gases is causing or will, in 

the foreseeable future, cause catastrophic heating 

of the Earth’s atmosphere and disruption of the 

Earth’s climate.” 

 Because scientists disagree, policymakers must 

exercise special care in choosing where they turn 

for advice.  

 

Introduction 

A central issue in climate science today is whether 

human emissions of carbon dioxide, methane, and 

other “greenhouse gases” are having effects on 

Earth’s atmosphere that could endanger life on the 

planet. As the size of recent reports by the 

Intergovernmental Panel on Climate Change (IPCC, 

2013, 2014a, 2014b) and the Nongovernmental 

International Panel on Climate Change (NIPCC, 

2009, 2011, 2013, 2014) suggest, climate science is a 

complex and highly technical subject. Simplistic 

claims about the relationship between human activity 

and climate change are misleading. 

This chapter focuses on physical and biological 

sciences. It does not address the impacts of climate 

change (or fossil fuels) on human prosperity, health, 

or security or conduct a cost-benefit analysis of 

climate change or fossil fuels. Those topics are 

addressed in subsequent chapters. Sometimes science 

presentations also appear in other chapters, including 

“tutorials” on air quality (Chapter 6), energy matters 

(Chapter 7), and integrated assessment models 

(Chapter 8), but most of the pure science in this book 

appears in this chapter. 

Section 2.1 offers a tutorial describing some of 

the methodological issues and observational data 

involved in efforts to understand the causes and 

consequences of climate change. Section 2.2 

describes controversies over four important topics in 

climate science: temperature records, general 

circulation models (GCMs), climate sensitivity, and 

solar influences on climate. Each of these topics is 

important for discerning and measuring the human 

impact on the climate.  

Section 2.3 examines observational evidence 

concerning four climate impacts: severe weather 

events, melting ice, sea-level rise, and effects on 

plants. Section 2.4 reviews four reasons why 

scientists disagree: basic scientific uncertainties, the 

subject’s interdisciplinary nature, the failure of the 

IPCC to win the confidence of many scientists, and 

tunnel vision (or bias). Section 2.5 looks at claims 

that a scientific consensus exists on some or all of 
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these issues. A brief summary and conclusion appear 

in Section 2.6. 

Two previous volumes in the Climate Change 

Reconsidered series produced by NIPCC subtitled 

Physical Science (2013) and Biological Impacts 

(2014) contain exhaustive reviews of the scientific 

literature conducted by lead authors Craig D. Idso, 

Sherwood Idso, Robert M. Carter, and S. Fred Singer 

and an international team of some 100 scientists. 

Combined, they offer more than 2,000 pages of 

summaries and abstracts of scientific research, nearly 

all of it appearing in peer-reviewed science journals. 

Readers seeking a more in-depth treatment of the 

topics addressed in this chapter are encouraged to 

read those volumes. 

Two reports written in 2018 by teams of 

scientists led by Jay Lehr were valuable in providing 

updated references to the scientific literature (Lehr et 

al., 2018a, 2018b). Sections 2.4 and 2.5 rely on parts 

of a book titled Why Scientists Disagree about Global 

Warming published by NIPCC in 2015 and revised in 

2016 (NIPCC, 2016). Section 2.3.3, on sea-level rise, 

draws in part from a previous NIPCC special report 

titled Data versus Hype: How Ten Cities Show 

Sea-level Rise Is a False Crisis (Hedke, 2017). 

This chapter provides a comprehensive and 

balanced account of the latest science on climate 

change. While acknowledging the extraordinary 

scientific accomplishment represented by the IPCC’s 

assessment reports, the authors do not hesitate to 

identify possible errors and omissions. To the extent 

that this chapter critiques the IPCC’s reports, it does 

so in the spirit of healthy scientific debate and 

respect. 
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2.1 A ScienceTutorial 

Climate science is confusing and often confused 

because people claiming to be “climate scientists” are 

usually specialists in one or a few areas -- including 

physics, mathematics, computer modeling, and 

oceanography – who study just one part of the 

complex climate puzzle. Researchers define concepts 

and measure values differently and interpret the 

results through different prisms based on their 

academic discipline and training. The discipline of 

climatology is quite new and consequently 

disagreements start early and new discoveries 

continuously challenge prevailing wisdom. 

https://www.heartland.org/_template-assets/documents/policy-documents/Hedke%20Sea%20Level%20Rise%20Ten%20Cities.pdf
https://www.heartland.org/_template-assets/documents/policy-documents/Hedke%20Sea%20Level%20Rise%20Ten%20Cities.pdf
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For example, recent and current global 

temperatures are disputed (Christy and McNider, 

2017) and some physicists doubt whether the concept 

of a single global temperature should be used in 

climate research (Essex et al., 2007). The processes 

by which carbon dioxide (CO2) enters the atmosphere 

and is exchanged with other reservoirs are poorly 

understood (Falkowski et al., 2000). The role of water 

vapor and clouds (Chou and Lindzen, 2004; Spencer 

et al., 2007), ocean currents (D’Aleo and 

Easterbrook, 2016), solar influences (Ziskin and 

Shaviv, 2012; Harde, 2017), and CO2 (Lewis and 

Curry, 2014; Bates, 2016) in regulating global 

temperature are all areas of controversy and 

uncertainty. These are hardly peripheral or 

unimportant issues. 

All this disagreement and uncertainty makes 

explaining even the basic principles of climate 

science difficult. Declarative statements usually need 

to be followed by exceptions, cautions, or alternative 

interpretations. With these caveats in mind, this 

“tutorial” presents seven key topics in climate science 

as shown in Figure 2.1. Later sections of this chapter 

and later chapters in this book revisit the topics 

addressed only briefly in this section. 
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2.1.1 Methodology 

Science is a search for causal explanations of natural 

events. It is a search for why things are the way they 

are and act the way they do. In Chapter 1, the 

economic way of thinking was characterized as 

asking “and then what?” The question leads to 

careful study of incentives and unintended 

consequences. In the chapter following this one, 

engineers are characterized as always asking “how 

much?” They are keen on measuring energy inputs, 

power, and efficiency. Scientists, as this section will 

demonstrate, ask “how do we know?” Skepticism is 

at the heart of science. 

The growth of scientific knowledge proceeds 

through a process called the Scientific Method. It is 

different from the process called consensus, which 

may have a role in science but is mainly used in 

politics to determine public policies. The two 

methods often come into conflict in discussions of 

Figure 2.1 
Topics in the tutorial 

 
2.1.1 Methodology 

2.1.1.1 Scientific Method 
2.1.1.2 Consensus 
2.1.1.3 Uncertainty 
 

2.1.2 Observations 

2.1.2.1 Energy Budget 
2.1.2.2 Carbon Cycle 
2.1.2.3 Geological Record 
2.1.2.4 Greenhouse Gases 

https://doi.org/10.1155/2017/9251034
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climate change. Uncertainty, a third concept 

involving methodology, is unavoidable in science. 

How to reduce uncertainty and communicate it to the 

public and policymakers are major sources of 

disagreement in the climate science community. All 

three concepts are addressed in this section. 

 

 

2.1.1.1 Scientific Method  

The Scientific Method is a series of 

requirements imposed on scientists to ensure 

the integrity of their work. The IPCC has not 

followed established rules that guide 

scientific research. 

 

To find reliable answers, scientists use the Scientific 

Method. Armstrong and Green (2018a) surveyed the 

literature, citing Hubbard (2016), Munafo et al. 

(2017), and other previously published reviews, to 

identify practices that have been consistently 

endorsed by scientists and learned societies. They 

found general acceptance that the Scientific Method 

requires scientists to … 

 

1. study important problems, 

2. build on prior scientific knowledge, 

3. use objective methods, 

4. use valid and reliable data, 

5. use valid, reliable, and simple methods, 

6. use experiments, 

7. deduce conclusions logically from prior 

knowledge and new findings, and 

8. disclose all information needed to evaluate 

the research and to conduct replications. 

 

Armstrong and Green then developed 24 

“guidelines for scientists,” which appear in Figure 

2.1.1.1.1, to ensure compliance with the eight criteria 

of the Scientific Method. Failure to comply with the 

Scientific Method often results in what Armstrong 

and Green call “advocacy research,” which they say 

is characterized by 10 instruments: 

 

1. ignore cumulative scientific knowledge, 

2. test a preferred hypothesis against an 

implausible null hypothesis, 

3. show only evidence favoring the preferred 

hypothesis, 

4. do not specify the conditions associated with 

the hypothesis, 

5. ignore important causal variables, 

6. use non-experimental data, 

7. use data models, 

8. use faulty logic, 

9. avoid tests of ex ante predictive validity, and 

10. use ad hominem arguments (attack authors 

and not their reasoning). 

 

 
 
Figure 2.1.1.1.1 
Armstrong and Green’s guidelines for scientists 

 

 

Selecting a Problem 

1. Seek an important problem. 
2. Be skeptical about findings, theories, policies, methods, and data, especially absent experimental 

evidence. 
3. Consider replications and extensions of papers with useful scientific findings. 
4. Ensure that you can address the problem impartially. 
5. If you need funding, ensure that you will nevertheless have control over all aspects of your study. 
 
Designing a Study 

6. Acquire existing knowledge about the problem. 
7. Develop multiple reasonable hypotheses with specified conditions. 
8. Design experiments with specified conditions that can test the predictive validity of hypotheses. 
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Collecting Data 

9. Obtain all valid data. 
10. Ensure that the data are reliable. 
 
Analyzing Data 

11. Use methods that incorporate cumulative knowledge. 
12. Use multiple validated methods. 
13. Use simple methods. 
14. Estimate effect sizes and prediction intervals. 
15. Draw logical conclusions on the practical implications of findings from tests of multiple reasonable 

hypotheses. 
 
Writing a Scientific Paper 

16. Disclose research hypotheses, methods, and data. 
17. Cite all relevant scientific papers when presenting evidence. 
18. Ensure that summaries of cited prior findings are necessary, explained, and correct. 
19. Explain why your findings are useful. 
20. Write clearly and succinctly for the widest audience for whom the findings might be useful. 
21. Obtain extensive peer review and editing before submitting a paper for publication. 
 
Disseminating Findings 

22. Provide responses to journal reviewers, including reasons for ignoring their suggestions, and if rejected, 
appeal to editors if you have useful scientific findings. 

23. Consider alternative ways to publish your findings. 
24. Inform those who can use your findings. 

 

 
Source: Armstrong and Green, 2018a, Exhibit 2, pp. 18–19. 

 
 
Role of Experimentation 

Scientific theories differ from observations by being 

suppositions about what is not observable directly. 

Only some of their consequences – logical or causal – 

can be observed. According to Popper (1965), a 

theory is scientific only if it can be falsified by 

observational data or experimentation, if not 

currently then in principle at some future date when 

the data or tools for further investigation become 

available. A famous example is how one of the 

predictions of Albert Einstein’s general theory of 

relativity, first proposed in 1915, was tested and 

shown to be correct in 1919 by observations gathered 

during a total solar eclipse (O’Neill, 2017). Popper 

justified his stance by arguing that humans are 

fallible – we lack omniscience and so cannot 

comprehend a theory that might explain everything – 

and because future observations or experiments could 

disprove any current theory. Therefore, the best we 

can do is try to falsify the hypothesis, and by 

surviving such tests a hypothesis demonstrates it may 

be close to the truth. Einstein agreed, writing in 1919, 

A theory can thus be recognized as erroneous 

if there is a logical error in its deductions, or 

as inadequate if a fact is not in agreement 

with its consequences. But the truth of a 

theory can never be proven. For one never 

knows that even in the future no experience 

will be encountered which contradicts its 

consequences; and still other systems of 

thought are always conceivable which are 

capable of joining together the same given 

facts. 

This suggests observations in science are useful 

primarily to falsify hypotheses and cannot prove one 

is correct. Objecting to Popper’s and Einstein’s 

critique of inductive reasoning, Jaynes (2003) writes, 

“It is not the absolute status of an hypothesis 

embedded in the universe of all conceivable theories, 

but the plausibility of an hypothesis relative to a 
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definite set of specified alternatives, that Bayesian 

inference determines” (p. 310). In other words, the test 

of a hypothesis is not the impossible standard of 

omniscience, but rather how well it performs relative 

to other hypotheses. Bayesian inference is a way of 

improving the probability that a theory is correct by 

using Bayes’ theorem. Bayes’ theorem reads: 

 

P(A\B) = 
P(B\A) P(A) 

P(B) 

 

where A and B are events and P(B) ≠ 0. 

P(A\B) is the likelihood of event A occurring 

given that B is true. 

P(B\A) is the likelihood of event B occurring 

given that A is true. 

P(A) and P(B) are the probabilities of observing 

A and B independently of each other; this is 

known as the marginal probability. 

 

 

Null Hypothesis 

 

Bayes’ theorem demonstrates the importance of 

alternative or “null” hypotheses. A null hypothesis is 

negative only in the sense that unless it is rebutted, 

the original hypothesis remains unproven. Failing to 

disprove the null hypothesis does not mean it is true, 

only that it survives as a possible alternative 

explanation. Null hypotheses also need to make 

specific predictions and be falsifiable. As Jaynes 

(2003) writes, “we have not asked any definite, 

well-posed question until we specify the possible 

alternatives to H0 [null hypothesis]. Then … 

probability theory can tell us how our hypothesis 

fares relative to the alternatives that we have 

specified” (p. 136). Jaynes goes on to write, “This 

means that if any significance test is to be acceptable 

to a scientist, we shall need to examine its rationale to 

see whether it has … some implied if unstated 

alternative hypotheses. Only when such hypotheses 

are identified are we in a position to say what the test 

accomplishes; i.e. what it is testing” (p. 137). 

It is relatively easy to assemble reams of 

“evidence” in favor of a point of view or opinion 

while ignoring inconvenient facts that would 

contradict it, a phenomenon called “confirmation 

bias” and a practice sometimes called “data 

dredging.” The best way to avoid confirmation bias is 

to entertain alternative hypotheses. Armstrong and 

Green (2018a) write, “We use the term advocacy to 

refer to studies that are designed to ‘prove’ a given 

hypothesis, as distinct from arguing in favor of an 

idea. Advocacy studies can be identified 

operationally by the absence of fair tests of multiple 

reasonable hypotheses” (p. 7). 

The hypothesis implicit in the IPCC’s writings, 

though rarely explicitly stated, is that dangerous 

global warming is resulting, or will result, from 

anthropogenic greenhouse gas emissions. As stated, 

that hypothesis is falsifiable. The null hypothesis is 

that the warming found in temperature records and 

changes in polar ice, sea levels, and various weather 

indices are instances of natural variability or causes 

unrelated to anthropogenic (human) greenhouse gas 

emissions. As long as recent average global 

temperatures, sea-level rise, polar ice melting, etc. are 

not much different than earlier times when human 

greenhouse gas emissions were low, the null 

hypothesis is very reasonable. 

Invalidating this null hypothesis requires, at a 

minimum, direct evidence of human causation of 

changes in global mean average surface temperature 

and that recent trends are unprecedented. (“Direct 

evidence” is knowledge based on observations which, 

if true, directly prove or disprove a theory without 

resorting to any assumption or inference. It is 

distinguished from “circumstantial evidence,” which 

is knowledge that relies on an inference to connect it 

to a conclusion of fact.) But the IPCC and many other 

research and advocacy groups make no effort to 

falsify the null hypothesis. For example, virtually no 

research dollars are available to study the causes and 

consequences of natural (or what the IPCC calls 

“internal”) climate variability. Rather than investigate 

the role of ocean currents, solar influences, cosmic 

rays, and clouds in a fair and balanced way, IPCC 

researchers dismiss them out of hand as “poorly 

understood” or “unlikely to have a major effect.” 

Even modest attention to research in these areas 

would likely force the IPCC to reconsider some of its 

postulates. The IPCC has used all 10 of Armstrong 

and Green’s instruments of “advocacy research” to 

defend, rather than test, its hypothesis. 

Why doesn’t the IPCC study natural causes of 

climate change? Article 1.2 of the United Nations’ 

Framework Convention on Climate Change, which 

gave the IPCC its mandate, defines climate change as 

“a change of climate which is attributed directly or 

indirectly to human activity that alters the 

composition of the global atmosphere and which is in 

addition to natural climate variability observed over 

comparable time periods” (UNFCCC, 1994). 

Working Group I of the IPCC has interpreted this as 
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a mandate not to study climate change “in the round” 

but only a possible human impact on climate. As 

Curry (2013) writes,  

The UNFCCC Treaty provides the rationale 

for framing the IPCC assessment of climate 

change and its uncertainties, in terms of 

identifying dangerous climate change and 

providing input for decision making 

regarding CO2 stabilization targets. In the 

context of this framing, key scientific 

questions receive little attention. In detecting 

and attributing 20th century climate change, 

the IPCC AR4 all but dismisses natural 

internal multidecadal variability in the 

attribution argument. The IPCC AR4 

conducted no systematic assessment of the 

impact of uncertainty in 20th century solar 

variability on attribution, and indirect solar 

impacts on climate are little known and 

remain unexplored in any meaningful way. 

Interestingly, the IPCC’s Working Group II does 

not also limit its definition of climate change this 

way, allowing it to include any impact of climate 

change “regardless of its cause” in its lengthy 

catalogue of alleged damages (IPCC, 2014, p. 4, fn. 

5). Judging the impacts of man-made climate change 

to be harmful to human well-being or the 

environment requires, at a minimum, distinguishing 

those impacts from impacts that would have occurred 

in the absence of the human presence. Such a finding 

also requires balancing all costs and benefits, 

including the known benefits of higher levels of CO2 

in the atmosphere to ecosystems. Since a steep 

reduction in the use of fossil fuels is the policy 

recommendation that arises from a finding that 

anthropogenic climate change is harmful to 

humanity, then the costs of living without those 

energy sources must be weighed as well. 

 

 

Peer Review 

Part of the Scientific Method is independent review 

of a scientist’s work by other scientists who do not 

have a professional, reputational, or financial stake in 

whether the hypothesis is confirmed or disproven. 

Peer review distinguishes academic literature from 

more popular writing and journalism. Tragically, peer 

review is in a state of crisis in a wide range of 

disciplines, affecting even or especially some of the 

most respected academic journals. 

In a series of articles published in leading 

academic journals, Ioannidis (2005a, 2005b, 2012, 

2018; Ioannidis and Trikalinos, 2005) revealed most 

published research in the health care field cannot be 

replicated or is likely to be contradicted by later 

publications His most frequently cited work is titled 

“Why most published research findings are false.” 

Although the problem is not new (see Mayes et al., 

1988), Ioannidis’s work generated widespread 

awareness that peer review is no guarantee of the 

accuracy or value of a research paper. In fact, he 

found that the likelihood of research being 

contradicted is highest when it is published in the 

most prestigious journals, including JAMA, Nature, 

and Science.  

Springer, a major publisher of science journals, 

retracted 16 papers it had published that were simply 

gibberish generated by a computer program called 

SCIgen (Nature, 2014). In 2016, more than 70% of 

1,576 researchers who replied to a survey conducted 

by Nature reported having tried and failed to 

reproduce another scientist’s experiments, and more 

than half failed to reproduce their own experiments 

(Baker, 2016). Fifty-two percent agree there is a 

significant “crisis” of reproducibility. Camerer et al. 

(2018) attempted to replicate 21 experimental social 

science studies published in Nature and Science 

between 2010 and 2015 and found “a significant 

effect in the same direction as the original study for 

13 (62%) studies,” while the rest found no effect or 

an opposite effect. Random chance would have led to 

a 50% replication rate, so this is a dismal finding. 

While Camerer et al. looked at studies in the social 

sciences, similar results have been reported in the 

physical sciences. See Sánchez and Parott (2017) for 

a review of studies alleging negative health effects of 

genetically modified foods. 

Some journals and academic institutions claim to 

be engaged in considerable soul-searching and efforts 

to reform a peer-review process that is plainly 

broken. However, journals such as Nature seem to 

take the scandal over peer-review corruption 

seriously only when it concerns issues other than 

climate science (e.g., Ferguson et al., 2014; Sarewitz, 

2016).  

This controversy has particular relevance to the 

climate change debate due to “Climategate,” the 

release by a whistleblower in 2009 and again in 2011 

of thousands of emails exchanged among prominent 

climate scientists discussing their use of the 

peer-review process to exclude global warming 

skeptics from journals, punish editors who allowed 

skeptics’ articles to appear, and rush into publication 
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articles refuting or attempting to discredit scientists 

who disagree with the IPCC’s findings (Montford, 

2010; Sussman, 2010; Michaels, 2011, Chapter 2). 

No scientists were punished for their misbehavior and 

the practice continues today. 

The lessons of the peer-review crisis are several. 

Just because something appears in a peer-reviewed 

journal does not mean it is credible or reliable. 

Research that “fails” peer-review or appears in the 

so-called secondary literature may in fact be credible 

and reliable. Review by a small cadre of experts 

behind closed doors is more likely to lead to 

publication of research that reinforces a prevailing 

paradigm and overlooks errors, while transparency 

and open debate lead to generally higher quality 

research (Raymond, 1999; Luke et al., 2018). This is 

relevant to Armstrong and Green’s Rule #8: Disclose 

all information needed to evaluate the research and to 

conduct replications.  

 

 
Correlation versus Causation 

The correlation of two variables does not establish 

causation, for it is not at all unusual for two trends to 

co-vary by accident, or in parallel when both are 

driven by the same outside force. To infer causation 

one needs a reasoned argument based on some causal 

theory that has stood up to tests and sits within a 

framework of theories and “basic statements.” 

VanCauwenberge (2016) writes, “Sometimes a 

correlation means absolutely nothing, and is purely 

accidental (especially when you compute millions of 

correlations among thousands of variables) or it can 

be explained by confounding factors. For instance, 

the fact that the cost of electricity is correlated to how 

much people spend on education, is explained by a 

confounding factor: inflation, which makes both 

electricity and education costs grow over time. This 

confounding factor has a bigger influence than true 

causal factors, such as more administrators/ 

government-funded student loans boosting college 

tuition.” 

In the climate change debate, data showing a 

correlation between observed warming in the 

Southern Hemisphere between 1963 and 1987 and 

what was projected to occur by models led some 

scientists to claim, just days before the Second 

Conference of the Parties to the United Nations 

Framework Convention on Climate Change, that this 

was proof that rising atmospheric CO2 levels caused 

the temperature to rise (Santer et al., 1996). Michaels 

and Knappenberger (1996) quickly pointed out that 

the observational record actually begins in 1957 and 

extended to 1995, and when all of the data are used, 

the warming trend completely disappears. (See Figure 

2.1.1.1.2.) Despite this, the theory gained momentum 

as millions and then billions of dollars were spent 

searching for a human influence on the climate 

(Essex and McKitrick, 2007; Darwall, 2013; Lewin, 

2017). 

Related to the need to distinguish between 

correlation and causation is the phenomenon of data 

dredging, also called “data mining” or “p-hacking,” 

whereby large databases are analyzed repeatedly in 

hopes of finding a calculated probability or p value ≤ 

0.05, and then selectively reporting the positive 

results as circumstantial evidence in support of a 

hypothesis (Goldacre, 2016; Gorman et al., 2017). 

Reporting positive results greatly increases the odds 

of being published in academic journals, where 

articles reporting positive findings outnumber those 

reporting negative findings by 9:1 or greater (Fanelli, 

2012). Advances in data collection and computer 

processing speeds enable researchers to test 

thousands and even millions of possible relationships 

in search of the elusive p ≤ 0.05 and then to seek a 

publication willing to accept their findings. This 

practice is especially apparent in the public health 

arena where exposure to small doses of chemicals is 

alleged to be “associated” with negative health 

effects (see Chapter 6), and also in climatology where 

small changes in temperatures are alleged to be 

“associated” with almost countless health and 

environmental impacts. Data dredging violates the 

Scientific Method by putting the collection and 

analysis of data ahead of formulating a reasonable 

hypothesis and one or more alternative hypotheses. 

 

 

Control for Natural Variability 

To discern the impact of a particular variable or 

process, scientific experiments attempt to control for 

natural variability in populations or physical 

phenomena. Sometimes the “background noise” of 

natural variability is too great to discern an impact or 

pattern. When the subject of inquiry is Earth’s 

atmosphere, the largest and most complex 

phenomenon ever studied by man, it is very difficult 

to meet the requirements of control for designing, 

conducting, and interpreting experiments or 

observational programs.  
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Figure 2.1.1.1.2 
Santer et al. (1996) claim to have found a “human influence” on climate and Michaels and 
Knappenberger (1996) demonstrate no trend 

 

 
 
Modeled (upper left) and observed (upper right) temperature changes throughout the atmosphere. Lower image 
shows time series of temperatures in the region of the highlighted box in the upper right panel for years 1957-1995. 
Filled circles are years reported by Santer et al. (1996). Use of all the available data (open circles) reveals no trend. 
Source: Michaels, 2010, Figure 3, citing Santer et al., 1996 and Michaels and Knappenberger, 1996. 

 
 

The geological record reveals that we live on a 

dynamic planet. All aspects of the physical and 

biological environment are in a constant state of flux 

(including, of course, temperature). It is wrong to 

assume no changes would occur in the absence of the 

human presence. Climate, for example, will be 

different in 100 years regardless of what humans do. 

This is a point of contention in the climate change 

debate because the IPCC seems to assume that global 

temperatures, solar influences, and exchanges among 

global carbon reservoirs (to name just three) would 

remain unchanged, decade after decade and century 

after century, but for the human presence. 

Related to this matter, many studies of the impact 

of climate change on wildlife simply assume 

temperatures in the area under investigation have 

risen in pace with estimates of global surface 

temperatures, or that severe weather events have 

become more frequent, etc., without establishing that 

the relevant local temperature and weather records 

conform to the postulate. Assertions about specific 

phenomena should not be made based on global 

averages. An example of research conducted 

correctly in this regard is a study of infrastructure 

needs for a city in California conducted by Pontius 

(2017). Rather than rely on the mean global average 
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surface temperature, the researcher studied 

temperature data from the City of Riverside, 

California from 1901 to 2017. “No evidence of 

significant climate change beyond natural variability 

was observed in this temperature record,” he reports. 

“Using a Climate Sensitivity best estimate of 2°C, the 

increase in temperature resulting from a doubling of 

atmospheric CO2 is estimated at approximately 

0.009°C/yr which is insignificant compared to natural 

variability.”  

 

 

Postulates Are Not Science 

Postulates, commonly defined as “something 

suggested or assumed as true as the basis for 

reasoning, discussion, or belief,” can stimulate the 

search for relevant observations or experiments but 

more often are merely assertions that are difficult or 

impossible to test (Kahneman, 2011). For example, 

most parts of the IPCC’s very large assessment 

reports accept without qualification or 

acknowledgement of uncertainty the following five 

postulates: 

 

 The warming of the twentieth century cannot be 

explained by natural variability. 

 The late twentieth century warm peak was of 

greater magnitude than previous natural peaks. 

 Increases in atmospheric CO2 precede, and then 

force, parallel increases in temperature. 

 Solar influences are too small to explain more 

than a trivial part of twentieth-century warming. 

 A future warming of 2°C or more would be net 

harmful to the biosphere and human well-being. 

All five statements may be true. There is 

evidence that seems to support all of them, but there 

is also evidence that contradicts them. In their 

declarative form, all of these statements are 

misleading at best and probably untrue. The IPCC 

expresses “great confidence” and even “extreme 

confidence” in these postulates, but it did not 

consider alternative hypotheses or evidence pointing 

to different conclusions. A true high confidence 

interval, defined in statistics as the probability that a 

finding falls within the range of values of the entire 

population being sampled, cannot be given because 

these are statements of opinion and not of fact. Once 

again, this is a failure to conform to the requirements 

of the Scientific Method. 

 

 

* * * 

 

Armstrong and Green (2018b) write, “logical 

policy requires scientific forecasts of substantive 

long-term trend in global mean temperatures, major 

net harmful effects from changing temperatures, and 

net benefit from proposed policies relative to no 

action. Failure of any of the three requirements 

means policy action is unsupported” (p. 29). When 

they applied a checklist of 20 operational guidelines 

to the IPCC “business as usual” forecast and to a 

default no-change model forecast, they found the 

IPCC scenarios followed none of the guidelines while 

the no-change model followed 95%. Results like 

these suggest the IPCC has not been careful to follow 

the rules of the Scientific Method. 
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2.1.1.2 Consensus 

Appealing to consensus may have a place in 

science, but should never be used as a means 

of shutting down debate. 

 

The meme of “an overwhelming consensus” of 

scientists favoring one particular view on climate 

change is very popular, despite its implausibility. For 

example, Lloyd and Winsberg (2018) write, “While a 

fair bit of controversy concerning the cause of these 

phenomena [recent severe weather events] remains in 

the body politic (especially in the United States), 

nothing could be further from the truth when it comes 

to the scientific community. Multiple studies, 

appearing in peer-reviewed publications, all show 

similar findings: that roughly 97–98% of actively 

publishing climate scientists agree with the claim that 

it is extremely likely that the past century’s warming 

trend is due to human activities” (p. 2). This claim 

quickly falls apart upon inspection.  

That climate change is real or happening is a 

truism: Climate is always changing. To say it is “due 

to human activities” begs the questions “how much?” 

and “how do we know?” Nearly all scientists 

understand that some of the past century’s warming 

trend was due to natural causes. The issue is how 

much is natural variability and how much is due to 

anthropogenic greenhouse gases and changes in land 

use (mostly agriculture and forestry). Some scientists 

believe it is difficult or meaningless to ascribe a 

single temperature to the globe and then to attribute 

changes to that statistical abstraction to human 

causes. And whether climate change is dangerous or 

not is a subjective and political decision, not a 

scientific concept. Who is at risk? When? And how 

do the risks created by climate change compare to 

other risks we face every day? 

If the scientific debate were truly over, the range 

of uncertainty over the impact of carbon dioxide on 

climate would be smaller than it was in 1979, instead 

of being virtually the same. Many admissions of 

uncertainty appear in the IPCC’s hefty assessment 

reports (a topic addressed in the next section and 

frequently in other chapters), but those reservations 

and doubts are scrubbed from the often-cited 

summaries for policymakers (SPMs), an example of 

scientific malpractice that has been protested by 

many distinguished scientists (Seitz, 1996; Landsea, 

2005; Lindzen, 2012; Tol, 2014; Stavins, 2014). 

Many scientists look no further than the SPMs and 

trust them to accurately depict the current state of 

climate science. They do not. Surveys and 

abstract-counting exercises purporting to show 

consensus are critiqued at some length in Section 2.5, 

so that will not be done here.  

Consensus may have a place in science, but only 

in contexts different than what occur in climate 

science. It is typically achieved over an extended 

period of time by independent scientists following the 

conventions of the Scientific Method, in particular 

not neglecting the need to entertain competing 

hypotheses. Consensus emerges from open debate 

and tolerance of new theories and discoveries; it is 

not handed down by an international political 

organization tasked with defending one paradigm. 

Consensus on basic theories can open up other areas 

for new research and exploration while leaving the 

door open to reconsider first principles. 

Unfortunately, this is not the context in which 

consensus is invoked in climate science. Curry 

(2012) wrote, 

The manufactured consensus of the IPCC has 

had the unintended consequences of 

distorting the science, elevating the voices of 

scientists that dispute the consensus, and 

motivating actions by the consensus 

scientists and their supporters that have 

diminished the public’s trust in the IPCC. 

Research from the field of science and 

technology studies are finding that 

manufacturing a consensus in the context of 

the IPCC has acted to hyper-politicize the 

scientific and policy debates, to the detriment 

of both. Arguments are increasingly being 

made to abandon the scientific 

consensus-seeking approach in favor of open 

debate of the arguments themselves and 

discussion of a broad range of policy options 

that stimulate local and regional solutions to 

the multifaceted and interrelated issues of 

climate change, land use, resource 

management, cost effective clean energy 

solutions, and developing technologies to 

expand energy access efficiently. 

More recently, Curry (2018) writes, “The IPCC 

and other assessment reports are framed around 

providing support for the hypothesis of 

human-caused climate change. As a result, natural 

https://www.datasciencecentral.com/profiles/blogs/spurious-correlations-15-examples
https://www.datasciencecentral.com/profiles/blogs/spurious-correlations-15-examples
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processes of climate variability have been relatively 

neglected in these assessments.” 

In his book titled Why We Disagree about 

Climate Change, climate scientist Mike Hulme 

(2009) defends appealing to consensus in climate 

science by calling climate change “a classic example 

of ... ‘post-normal science,’” which he defines as “the 

application of science to public issues where ‘facts 

are uncertain, values in dispute, stakes high and 

decisions urgent’” (quoting Silvio Funtowicz and 

Jerry Ravetz). Issues that fall into this category, he 

says, are no longer subject to the cardinal 

requirements of true science: skepticism, 

universalism, communalism, and disinterestedness. 

Instead of experimentation and open debate, 

post-normal science says “consensus” brought about 

by deliberation among experts determines what is 

true, or at least temporarily true enough to direct 

public policy decisions.  

The merits and demerits of post-normalism have 

been debated (see Carter, 2010; Lloyd, 2018), but it 

is plainly a major deviation from the rules of the 

Scientific Method and should be met with skepticism 

by the scientific community. Claiming a scientific 

consensus exists tempts scientists to simply sign on 

to the IPCC’s latest reports and pursue the research 

topics and employ the methodologies approved by 

the IPCC and its member governments. The result is 

too little hypothesis-testing in climate science and too 

much amassing of data that can be “dredged” to 

support the ruling paradigm. U.S. President Dwight 

Eisenhower (1961) famously warned of such an 

outcome of government funding of scientific research 

in his farewell address: 

The free university, historically the 

fountainhead of free ideas and scientific 

discovery, has experienced a revolution in 

the conduct of research. Partly because of the 

huge costs involved, a government contract 

becomes virtually a substitute for intellectual 

curiosity ... 

Yet, in holding scientific research and 

discovery in respect, as we should, we must 

also be alert to the equal and opposite danger 

that public policy could itself become the 

captive of a scientific-technological elite. The 

prospect of domination of the nation’s 

scholars by Federal employment, project 

allocations, and the power of money is ever 

present – and is gravely to be regarded. 

Some scientists see in this arrangement a license 

to indulge their political biases. Hulme, for example, 

writes, “The idea of climate change should be seen as 

an intellectual resource around which our collective 

and personal identities and projects can form and take 

shape. We need to ask not what we can do for climate 

change, but to ask what climate change can do for us” 

(Ibid., p. 326). This seems quite distant from the rules 

of the Scientific Method. 

The discipline of climate science is young, 

leaving many basic questions to be answered. Instead 

of conforming to a manufactured consensus, climate 

change science outside the reach of the IPCC is full 

of new discoveries, new theories, and lively debate. 

New technologies are bringing new discoveries and 

surprising evidence. Just a few examples: 

 

 Ilyinskaya et al. (2018) estimated CO2 emissions 

from Katla, a major subglacial volcanic caldera 

in Iceland, are “up to an order of magnitude 

greater than previous estimates of total CO2 

release from Iceland’s natural sources” and 

“further measurements on subglacial volcanoes 

worldwide are urgently required to establish if 

Katla is exceptional, or if there is a significant 

previously unrecognized contribution to global 

CO2 emissions from natural sources.”  

 Martinez (2018) compared changes in electric 

lights seen from satellites in space coming from 

free and authoritarian countries to the economic 

growth rates reported by their governments 

during the same period. He found “yearly GDP 

growth rates are inflated by a factor of between 

1.15 and 1.3 in the most authoritarian regimes” 

(see also Ingraham, 2018). The integrated 

assessment models (IAMs) relied on by the IPCC 

to estimate the “social cost of carbon” rely on 

this sort of data being accurate. 

 Marbà et al. (2018) found seagrass meadows in 

Greenland could be emerging as a major carbon 

sink. The meadows “appear to be expanding and 

increasing their productivity. This is supported 

by the rapid growth in the contribution of 

seagrass-derived carbon to the sediment Corg 

[organic carbon] pool, from less than 7.5% at the 

beginning of 1900 to 53% at present, observed in 

the studied meadows. Expansion and enhanced 

productivity of eelgrass meadows in the subarctic 

Greenland fjords examined here is also consistent 
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with the on average 6.4-fold acceleration of Corg 

burial in sediments between 1940 and present.” 

 McLean (2018) conducted what is apparently the 

first ever audit of the temperature dataset 

(HadCRUT4) maintained by the Hadley Centre 

of the UK Met Office and the Climatic Research 

Unit of the University of East Anglia. He 

identified some 70 “issues” with the database, 

including “simple issues of obviously erroneous 

data, glossed-over sparsity of data, [and] 

significant but questionable assumptions and 

temperature data that has been incorrectly 

adjusted in a way that exaggerates warming” (p. 

i). Simply cleaning up this database, which is 

relied on by the IPCC for all its analysis, should 

be a high priority. 

 Kirkby et al. (2016) reported the CLOUD 

research conducted by CERN (the European 

Institute for Nuclear Research) provided 

experimental results supporting the theory that 

variations in the number of cosmic rays hitting 

Earth’s atmosphere create more or fewer 

(depending on the strength of the solar magnetic 

wind) of the low, wet clouds that deflect solar 

heat back into space. Subsequent to the CLOUD 

experiment, four European research institutes 

collaborated on a new climate model giving 

cosmic rays a bigger role than the models used 

by the IPCC (Swiss National Science 

Foundation, 2017).  

Kreutzer et al. (2016) write, “The idea that the 

science of climate change is ‘settled’ is an absurdity, 

contrary to the very spirit of scientific enquiry. 

Climate science is in its infancy, and if its 

development follows anything resembling the normal 

path of scientific advancement, we will see in the 

years ahead significant increases in our knowledge, 

data availability, and our theoretical understanding of 

the causes of various climate phenomena.” 

Disagreements among scientists about 

methodology and the verity of claimed facts make it 

difficult for unprejudiced lay persons to judge for 

themselves where the truth lies regarding complex 

scientific questions. For this reason, politicians and 

even many scientists look for and eagerly embrace 

claims of a “scientific consensus” that would free 

them of the obligation to look at the science and 

reach an informed opinion of their own. Regarding 

climate change, that is a poor decision. As Essex and 

McKitrick (2007) write, “non-scientists [should] stop 

looking for shortcuts around the hard work of 

learning the science, and high-ranking scientists 

[should] stop resorting to authoritarian grandstanding 

as an easy substitute for the slow work of research, 

debate, and persuasion” p. 15). 

It is too early, the issues are too complex, and 

new discoveries are too many to declare the debate 

over. In many ways, the debate has just begun. 
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2.1.1.3 Uncertainty 

Uncertainty in science is unavoidable but 

must be acknowledged. Many declaratory and 

predictive statements about the global climate 

are not warranted by science. 

 

Uncertainty in science is unavoidable. Jaynes (2003, 

p. 54, fn) writes, “incomplete knowledge is the only 

working material a scientist has!” But uncertainty can 

be minimized through experimentation and statistical 

methods such as Bayesian inference. Jaynes 

continues, “In scientific inference our job is always to 

do the best we can with whatever information we 

have; there is no advance guarantee that our 

information will be sufficient to lead us to the truth. 

But many of the supposed difficulties arise from an 

inexperienced user’s failure to recognize and use the 

safety devices that probability theory as logic always 

provides” (p. 106). 

Kelly and Kolstad (1998) report there are two 

kinds of uncertainty, stochastic and parametric. The 

latter can be expected to decline over time as more is 

learned about the global climate system and the 

variables and values used for parameters in general 

circulation models (GCMs) and integrated 

assessment models (IAMs) are better constrained. 

Stochastic uncertainty, on the other hand, can 

increase, decrease, or remain about the same over 

time. It is a function of various phenomena that 

impact economic or geophysical processes but are 

either not included in the models or included 

incorrectly. Stochastic uncertainties include the 

effects of earthquakes, volcanic eruptions, or abrupt 

economic downturns, such as the global financial 

crisis of 2007–08. A major element of stochastic 

uncertainty is the fact that we cannot know the future 

trend of technology or the economy and are, 

therefore, always susceptible to surprises. 

A third source of uncertainty is epistemic. Roy 

and Oberkampf (2011) define this as “[predictive] 

uncertainty due to lack of knowledge by the 

modelers, analysts conducting the analysis, or 

experimentalists involved in validation. The lack of 

knowledge can pertain to, for example, modeling of 

the system of interest or its surroundings, simulation 

aspects such as numerical solution error and 

computer round-off error, and lack of experimental 

data.” In describing how to treat such error, Helton et 

al. (2010) note, “the mathematical structures used to 

represent [stochastic] and epistemic uncertainty must 

be propagated through the analysis in a manner that 

maintains an appropriate separation of these 

uncertainties in the final results of interest.” 

Uncertainties abound in the climate change 

debate. For example, there is uncertainty regarding 

pre-modern-era surface temperatures due to reliance 

on temperature proxies, such as sediment deposition 

patterns and oxygen isotopes found in ice cores, and 

in the modern temperature record due to the 

placement of temperature stations and changes in 

technology over time. According to Frank (2016), 

Field-calibrations reveal that the traditional 

Cotton Regional Shelter (Stevenson screen) 

and the modern Maximum-Minimum 

Temperature Sensor (MMTS) shield suffer 

daily average 1σ systematic measurement 

errors of ±0.44ºC or ±0.32ºC, respectively, 

https://ssrn.com/abstract=3093296
https://ssrn.com/abstract=3093296
http://www.robertstavinsblog.org/2014/04/25/is-the-ipcc-government-approval-process-broken-2/
http://www.robertstavinsblog.org/2014/04/25/is-the-ipcc-government-approval-process-broken-2/
https://phys.org/news/2017-03-sun-impact-climate-quantified.html
https://phys.org/news/2017-03-sun-impact-climate-quantified.html
http://richardtol.blogspot.com/2014/04/ipcc-again.html
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stemming chiefly from solar and albedo 

irradiance and insufficient windspeed.  

Marine field calibrations of bucket or engine 

cooling-water intake thermometers revealed 

typical SST [sea surface temperature] 

measurement errors of 1σ = ±0.6ºC, with 

some data sets exhibiting ±1ºC errors. These 

systematic measurement errors are not 

normally distributed, are not known to be 

reduced by averaging, and must thus enter 

into the global average of surface air 

temperatures. Modern floating buoys exhibit 

proximate SST error differences of ±0.16ºC.  

These known systematic errors combine to 

produce an estimated lower limit uncertainty 

of 1σ = ±0.5ºC in the global average of 

surface air temperatures prior to 1980, 

descending to about ±0.36ºC by 2010 with 

the gradual introduction of modern 

instrumentation (abstract).  

Frank (2016) observes that when known 

uncertainties in the temperature record are more 

properly accounted, reconstruction of the global 

temperature record reveals so much uncertainty that 

“at the 95% confidence interval, the rate or 

magnitude of the global rise in surface air 

temperature since 1850 is unknowable.” He 

illustrates the point by calculating error bars due to 

systematic measurement error and adding them to the 

widely reproduced graph of global temperatures since 

1850 created by the Climatic Research Unit at the 

University of East Anglia. His graphs are reproduced 

in Figure 2.1.1.3.1. With the measurement 

uncertainty so great, it is impossible to know whether 

human emissions of greenhouse gases have had any 

impact at all on global air temperature. 

The human impact on global average temperature 

is also uncertain due to our incomplete understanding 

of the carbon cycle (e.g., exchange rates between 

CO2 reservoirs) and the atmosphere (e.g., the 

behavior of clouds), both described in Section 2.1.2 

below. Falkowski et al. (2000) admitted, “Our 

knowledge is insufficient to describe the interactions  

 
 
Figure 2.1.1.3.1 
2010 HadCRUT temperature record with error bars due to systematic measurement errors 
 

 

  
 
The 2010 global average surface air temperature record obtained from the website of the Climate Research Unit 
(CRU), University of East Anglia, UK. Left graph shows error bars following the description provided at the CRU 
website. Right graph shows error bars reflecting uncertainty width due to estimated systematic sensor 
measurement errors within the land and sea surface records. Source: Frank, 2016, Figure 11, p. 347. 
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between the components of the Earth system and the 

relationship between the carbon cycle and other 

biogeochemical and climatological processes.”  

Ahlström et al. (2017) report “global vegetation 

models and terrestrial carbon cycle models are widely 

used for projecting the carbon balance of terrestrial 

ecosystems. Ensembles of such models show a large 

spread in carbon balance predictions, ranging from a 

large uptake to a release of carbon by the terrestrial 

biosphere, constituting a large uncertainty in the 

associated feedback to atmospheric CO2 

concentrations under global climate change. … We 

conclude that climate bias-induced uncertainties must 

be decreased to make accurate coupled 

atmosphere-carbon cycle projections.” 

Skeie et al. (2011) describe another source of 

uncertainty: measuring human emissions of 

greenhouse gases. They write, “The uncertainties in 

present day inventories for [fossil fuel and biofuels 

black carbon and organic carbon] are about a factor 

of 2 and there are uncertainties in the rate of change 

of the emissions and the uncertainties differ in 

different regions, but are not quantified by Bond et al. 

(2007). Smith et al. (2011) found that uncertainties in 

the regional emissions of SO2 are far higher than the 

uncertainties in the global emissions. The 5–95% 

confidence interval for the global emissions is 9% of 

the best estimate in 2000 and range between 16% and 

7% between 1850 and 2005. The regional 

uncertainties in the emissions in Former Soviet Union 

were 20% in 1990 and 30% in China for the year 

2000. A formal error propagation for the RF time 

series of short lived components including the 

uncertainties in the rate of change and spatial 

distribution of the emissions is not performed in this 

study or other published studies. The error estimates 

for all mechanisms (Fig. 1d) are therefore based on 

spread found in previous studies.” 

GCMs, described in Section 2.2.2, and IAMs, 

described at length in Chapter 8 grapple with the 

problem of “propagation of error,” a term used in 

statistics referring to how errors or uncertainty in one 

variable, due perhaps to measurement limitations or 

confounding factors, are compounded (propagated) 

when that variable becomes part of a function 

involving other variables that are also uncertain. 

Error propagation through sequential calculations is 

widely used in the physical sciences to reveal the 

reliability of an experimental result or a calculation 

from theory. As the number of variables or steps in a 

function increases, uncertainties multiply until there 

can be no confidence in the outcomes. In academic 

literature this is sometimes referred to as “cascading 

uncertainties” or “uncertainty explosions.” (See 

Curry and Webster, 2011; and Curry, 2011, 

2018.)The IPCC itself illustrated the phenomenon in 

Working Group II’s contribution to the Third 

Assessment Report (TAR) in the figure reproduced as 

Figure 2.1.1.3.2. The caption of the image reads, 

“Range of major uncertainties that are typical in 

impact assessments, showing the ‘uncertainty 

explosion’ as these ranges are multiplied to 

encompass a comprehensive range of future 

consequences, including physical, economic, social, 

and political impacts and policy responses (modified 

after Jones, 2000, and ‘cascading pyramid of 

uncertainties’ in Schneider, 1983” (IPCC, 2001, p. 

130). 

 

 
 
Figure 2.1.1.3.2 
Illustration of cascading uncertainties in 
climate science 
 

 
 
Source: IPCC, 2001, p. 130.  

 
 

Frank (2015) writes, “It is very well known that 

climate models only poorly simulate global cloud 

fraction, among other observables. This simulation 

error is due to incorrect physical theory. ... [E]ach 

calculational step delivers incorrectly calculated 

climate magnitudes to the subsequent step. ... In a 

sequential calculation, calculational error builds upon 

initial error in every step, and the uncertainty 

accumulates with each step” (p. 393). When 
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systematic error is propagated through a model, 

uncertainty increases with the projection time. When 

the uncertainty bars become large, no information 

remains in the projection. 

Recognizing this problem, modelers may make 

their model relatively unresponsive to changes in data 

or parameter values, creating the appearance of 

stability until those restraints are questioned and 

lifted. Hourdin et al. (2017), in an article titled “The 

Art and Science of Climate Model Tuning,” write,  

“Either reducing the number of models or 

over-tuning, especially if an explicit or implicit 

consensus emerges in the community on a particular 

combination of metrics, would artificially reduce the 

dispersion of climate simulations. It would not reduce 

the uncertainty, but only hide it” (italics added). 

Ranges of uncertainty also apply to how to 

measure alleged climate effects (e.g., loss of 

livelihood, loss of personal property, forced 

migration) and how much of the effect to attribute to 

a specific weather-related event (e.g., flood, drought, 

hurricane) or to some other non-climate variable 

(e.g., poverty, civil war, mismanagement of 

infrastructure). Although considerable progress has 

been made in climate science and in the 

understanding of how human activity interacts with 

and affects the biosphere and economy, significant 

uncertainties persist in each step of an IAM. As the 

model progresses through each of these phases, 

uncertainties surrounding each variable in the chain 

of computations are compounded one upon another, 

creating a cascade of uncertainties that peaks upon 

completion of the final calculation. Tol (2010, p. 79) 

writes, 

 

A fifth common conclusion from studies of 

the economic effects of climate change is that 

the uncertainty is vast and right- skewed. For 

example, consider only the studies that are 

based on a bench-mark warming of 2.5°C. 

These studies have an average estimated 

effect of climate change on average output of 

-0.7% of GDP, and a standard deviation of 

1.2% of GDP. Moreover, this standard 

deviation is only about best estimate of the 

economic impacts, given the climate change 

estimates. It does not include uncertainty 

about future levels of GHG emissions, or 

uncertainty about how these emissions will 

affect temperature levels, or uncertainty 

about the physical consequences of these 

temperature changes. Moreover, it is quite 

possible that the estimates are not 

independent, as there are only a relatively 

small number of studies, based on similar 

data, by authors who know each other well. 

 

References 

Ahlström, A., Schurgers, G., and Smith, B. 2017. The large 

influence of climate model bias on terrestrial carbon cycle 

simulations. Environmental Research Letters 12 (1). 

Bond, T. C., et al. 2007. Historical emissions of black and 

organic carbon aerosol from energy-related combustion, 

1850-2000. Global Biogeochemical Cycles 21, GB2018. 

Curry, J.A. 2011. Reasoning about climate uncertainty. 

Climatic Change 108: 723. 

Curry, J.A. 2018. Climate uncertainty & risk. Climate Etc. 

(blog). July 8. Accessed November 25, 2018. 

Curry, J.A. and Webster, P.J. 2011. Climate science and the 

uncertainty monster. Bulletin of the American 

Meteorological Society: 1667–82. 

Falkowski, P., et al. 2000. The global carbon cycle: a test of 

our knowledge of Earth as a system. Science 290 (5490): 

291–6. 

Frank, P. 2015. Negligence, non-science, and consensus 

climatology. Energy & Environment 26 (3): 391-415. 

Frank, P. 2016. Systematic error in climate measurements: 

the global air temperature record. In: Raigaini, R. (Ed.) The 

Role of Science in the Third Millennium. International 

Seminars on Nuclear War and Planetary Emergencies 48. 

Singapore: World Scientific, pp. 337–51. 

Helton, J.C., et al. 2010. Representation of analysis results 

involving aleatory and epistemic uncertainty. International 

Journal of General Systems 39 (6): 605–46. 

Hourdin, F., et al. 2017. The art and science of climate 

model tuning. Bulletin of the American Meteorological 

Society 98 (3): 589–602. 

IPCC. 2001. Intergovernmental Panel on Climate Change. 

Climate Change 2001: Impacts, Adaptation and 

Vulnerability. Contribution of Working Group II to the 

Third Assessment Report of the Intergovernmental Panel on 

Climate Change. New York, NY: Cambridge University 

Press. 

Jaynes, E.T. 2003. Probability Theory: The Logic of 

Science. Cambridge, MA: Cambridge University Press. 

Jones, R.N. 2000. Analysing the risk of climate change 

using an irrigation demand model. Climate Research 14: 

89–100. 

http://iopscience.iop.org/article/10.1088/1748-9326/12/1/014004/meta
http://iopscience.iop.org/article/10.1088/1748-9326/12/1/014004/meta
http://iopscience.iop.org/article/10.1088/1748-9326/12/1/014004/meta
https://doi.org/10.1007/s10584-011-0180-z
https://judithcurry.com/2018/07/08/climate-uncertainty-risk/
https://journals.ametsoc.org/doi/pdf/10.1175/2011BAMS3139.1
https://journals.ametsoc.org/doi/pdf/10.1175/2011BAMS3139.1


 Climate Science 

 127 

Kelly, D.L. and Kolstad, C.D. 1998. Integrated Assessment 

Models for Climate Change Control. U.S. Department of 

Energy grant number DE-FG03-96ER62277. November 

1998. 

Roy, C.J. and Oberkampf, W.L. 2011. A comprehensive 

framework for verification, validation, and uncertainty 

quantification in scientific computing. Computer Methods 

in Applied Mechanics and Engineering 200 (25–28): 2131–

44. 

Schneider, S.H. 1983. CO2, climate and society: a brief 

overview. In: R.S. Chen, E. Boulding, and S.H. Schneider 

(Eds.), Social Science Research and Climate Change: An 

Interdisciplinary Appraisal. Boston, MA: D. Reidel, pp. 9–

15. 

Skeie, R.B., et al. 2011.Anthropogenic radiative forcing 

time series from pre-industrial times until 2010. 

Atmospheric Chemistry and Physics 11: 11827–57. 

Smith, S.J., et al. 2011. Anthropogenic sulfur dioxide 

emissions: 1850–2005. Atmospheric Chemistry and Physics 

11: 1101–16. 

Tol, R.S.J. 2010. Carbon dioxide mitigation. In: B. 

Lomborg (Ed.) Smart Solutions to Climate Change: 

Comparing Costs and Benefits. Cambridge, MA: 

Cambridge University Press. 

 

2.1.2 Observations 

Science depends on observational data to form and 

test hypotheses. In climate science, key observational 

data relate to energy flows in the atmosphere 

characterized as the energy budget; the movement of 

carbon among reservoirs, called the carbon cycle; 

warming and cooling periods seen in the geological 

and historical records; and sources and behavior of 

greenhouse gases (GHGs) such as carbon dioxide 

(CO2) and methane (CH4). 

 

 

2.1.2.1 Energy Budget 

Surface air temperature is governed by 

energy flow from the Sun to Earth and from 

Earth back into space. Whatever diminishes 

or intensifies this energy flow can change air 

temperature.  

 

Figure 2.1.2.1.1 presents a recent effort by the 

Intergovernmental Panel on Climate Change (IPCC) 

to characterize and quantify heat flows in Earth’s 

atmosphere. Incoming energy must equal outgoing 

energy for Earth’s temperature to be stable over long 

periods of time, a balance called radiative 

equilibrium. Hence, the label “energy budget” is 

applied to the phenomenon. 

The principal source of energy entering Earth’s 

atmosphere is the Sun, providing irradiance, solar 

wind (plasma), and solar magnetism. The amount of 

energy reaching any particular point at the top of the 

atmosphere varies dramatically depending on 

latitude, season, and diurnal phase (daytime or 

nighttime). A global average of approximately 340 

watts of solar power per square meter (Wm
2
, one watt 

is one joule of energy every second) hits the top of the 

atmosphere, 100 Wm
2
 is reflected back into space by 

clouds, and approximately 240 Wm
2
 enters the 

atmosphere. Approximately 239 Wm
2
 leaves Earth’s 

atmosphere as thermal energy, creating a net 

“imbalance” of 0.6° [0.2°, 1.0°] Wm
2
. That 

imbalance is the first order cause of rising surface 

temperatures. 

Whatever diminishes or intensifies the energy 

flow from the Sun to Earth and from Earth back into 

space can change air temperature. However, the 

dynamics are not straightforward. Natural variation in 

the planet’s energy budget occurs without human 

influence, some of the mechanisms are non-linear, 

and the physics is poorly understood. For example, 

the changing intensity of the Sun, the planet’s 

changing magnetic field, and galactic cosmic rays all 

affect incoming solar at the top of the atmosphere. 

Changes to Earth’s albedo (reflectivity) due to 

changes in snow and ice cover and land use can 

affect the amount of energy leaving the planet. 

The amount of energy reflected back into space 

by clouds is assumed to be (on average) a constant, 

but even small changes in cloud cover, cloud 

brightness, and cloud height – all of which are known 

to vary spatially and over time and none of which is 

well modeled – could alter this key variable in the 

energy budget enough to explain the slight warming 

of the twentieth century (Lindzen, 2015, p. 55; 

Hedemann et al., 2017). Surface air temperature at 

any one place on Earth’s terrestrial surface is 

determined by many factors, only one of which is the 

small change in the global temperature that 

presumably emerges from the stylized energy flows 

shown in Figure 2.1.2.1.1. One such factor is 

turbulence, which Essex and McKitrick call “one of 

the most basic and intractable research problems 

facing humanity. You can’t compute it. You can’t 

measure it. But rain falls because of it” (Essex and 

McKitrick, 2007, p. 20). 

http://www.econ.ucsb.edu/papers/wp31-98.pdf
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Figure 2.1.2.1.1 
Global mean energy budget of Earth under present-day climate conditions 

 

 
 
TOA = top of the atmosphere. Imbalance (0.6° [0.2°, 1.0°] Wm

2
 shown at bottom left corner of the image) is thought 

to be the imbalance causing a net warming of the atmosphere. Source: IPCC, 2013, Table 2.11, p. 181. 

 
 

Earth’s rotation produces gyres and flows in two 

dynamic fluids – the atmosphere and the oceans. 

Oceans cover more than 70% of Earth’s surface and 

hold approximately 1,000 times as much heat as the 

atmosphere. This means Earth’s surface temperature 

does not adjust quickly to changes in the atmosphere 

“due to the ocean’s thermal inertia, which is 

substantial because the ocean is mixed to 

considerable depths by winds and convection. Thus it 

requires centuries for Earth’s surface temperature to 

respond fully to a climate forcing” (Hansen et al., 

2012). The fluid dynamics of these systems are not 

well understood. Coupled with rotation, the flows in 

these two fluids create internal variability in the 

climate system. The exchange of energy within or 

between the oceans and the atmosphere can cause 

one or the other to warm or cool even without any 

change in the heat provided by the Sun. 

El Niño and La Niña cycles dominate the flux of 

water and energy in the tropical Pacific over periods 

of two to seven years. These cyclical episodes 

normally last between nine and 12 months and are 

part of a complex cycle referred to as the El Niño- 

Southern Oscillation (ENSO). El Niño, a winter 

phenomenon (Northern Hemisphere), refers to a 

period of anomalously warm water in the Central and 

Eastern Pacific. La Niña is the cold counterpart to the 

El Niño phenomenon. Both events can have large 

impacts on global temperatures, rainfall, and storm 

patterns.  

Long-term changes in solar energy entering the 

top of the atmosphere are caused by changes in the 

Sun itself as well as Milankovitch cycles – variations 

in the Earth’s orbit due to eccentricity (the changing 

shape of the Earth’s orbit around the Sun), axial tilt 

(oscillations in the inclination of the Earth’s axis in 

relation to its plane of orbit around the Sun), and 
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precession (the planet’s slow wobble as it spins on its 

axis) on cycles of approximately 100,000, 41,000, 

and 23,000 years, respectively. Changes in these 

orbital characteristics affect the seasonal contrasts 

experienced on Earth. Minimal seasonal contrasts 

(i.e., cooler summers, warmer winters) are conducive 

to cooler periods while greater seasonal contrasts 

promote warmer climate episodes. The prevailing 

thinking is that warmer winters result in higher 

snowfall amounts and cooler summers lead to 

reduced melting of the winter snowpack. The net 

effect is to raise the planet’s reflectivity (albedo), 

driving temperatures lower over time. The opposite 

occurs during periods of high seasonal contrast.   

The heat energy of fossil fuel combustion is very 

small compared to the natural heat flux from the Sun 

and other processes. It is estimated that the total 

man-made combustion energy amounts to about 

0.031 Wm
2
, averaged over the surface of Earth. The 

Sun provides 340 Wm
2
, nearly 11,000 times more. 

The Sun is responsible for nearly 100% of the heat 

coming to Earth. A very small fraction is contributed 

by heat rising through the crust from the molten core. 
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2.1.2.2 Carbon Cycle 

Levels of carbon dioxide (CO2) and methane 

(CH4) in the atmosphere are governed by 

processes of the carbon cycle. Exchange rates 

and other climatological processes are poorly 

understood. 

 

Earth’s energy budget only partly explains the natural 

processes that determine surface temperatures. 

Carbon dioxide (CO2) and methane (CH4) are two 

gases whose rising presence in the atmosphere 

contributes to rising temperatures. Their 

concentration in the atmosphere is a function of 

complex processes characterized in biology as the 

“carbon cycle.” A typical simplified rendering of the 

cycle appears in Figure 2.1.2.2.1. The 

Intergovernmental Panel on Climate Change (IPCC) 

presents a more detailed but no more accurate 

rendering of the cycle in Figure 6.2 in the Working 

Group I contribution to its Fifth Assessment Report 

(IPCC, 2013, p. 474). 

Carbon and hydrogen appear abundantly 

throughout the universe and on Earth. Carbon’s 

unique function as the base element for Earth’s 

biosphere derives from it being the lightest element 

capable of forming four covalent bonds with atoms of 

most elements in many variations. (“Covalent bonds” 

involve the sharing of electron pairs and are stronger 

than bonds involving single electrons.) The resulting 

molecules can contain from one to millions of carbon 

atoms. Carbon is so abundant and apt to bond with 

other atoms that the discipline of chemistry is divided 

into organic chemistry, which studies only 

carbon-based compounds, and inorganic chemistry, 

which studies all other compounds. Carbon-based 

compounds comprise the overwhelming majority of 

the tens of millions of compounds identified by 

scientists. 

 

 

Carbon Reservoirs 

Carbon on Earth is stored in four reservoirs: rocks 

and sediments (lithosphere), oceans and lakes 

(hydrosphere), vegetation and soil (biosphere), and the 

air (atmosphere). Contrary to casual assertions and 

sometimes feigned certainty, the amount of carbon 

stored in each reservoir and the exchanges among 

reservoirs are not known with certainty. There is no 

way to actually measure things as large as the 

lithosphere or atmosphere, so all estimates of their 

sizes depend on measurements performed on small 

parts and fed into models to generate global 

estimates. These estimates vary widely depending on 

assumptions made by models. Predictably, estimates 

of reservoir sizes vary in the literature. The numbers 

in Figure 2.1.2.2.1 and below from Ruddiman (2008) 

http://www.giss.nasa.gov/research/briefs/hansen_16/
http://www.nature.com/nclimate/journal/vaop/ncurrent/full/nclimate3274.html
http://www.nature.com/nclimate/journal/vaop/ncurrent/full/nclimate3274.html
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Figure 2.1.2.2.1 
Schematic of the global carbon cycle 

 

 
Source: Modified from Ruddiman, 2008, p. 46. See original for sources. 

 
 

differ, for example, from those appearing in 

Falkowski et al. (2000), which at the time was 

thought to be authoritative, and the IPCC’s Fifth 

Assessment Report (IPCC, 2013, pp. 471–4), also 

thought to be authoritative. According to Ruddiman, 

carbon is distributed among reservoirs as follows: 

 
Gigatons of  
Carbon (GtC)  Reservoirs 

 
66,000,000 Rocks and sediment 

(lithosphere) 
39,000    Oceans (hydrosphere) 
2,170    Vegetation and soils (biosphere) 
600     Air (atmosphere) (preindustrial) 

The carbon stored in rocks and sediment 

dominates the distribution, some 110,000 times as 

much as the amount in the air. That carbon is mostly 

in the form of carbonate rocks such as limestone 

(which is mainly calcium carbonate), marble, chalk, 

and dolomite. Most of the carbon stored in Earth’s 

mantle was there when Earth formed. Some of the 

carbon in Earth’s crust was deposited there in the 

form of undecayed biomass produced by the 

biosphere, buried by the mechanics of plate tectonics, 

and turned by metamorphism into fossil fuels. 

Carbon moves from rocks and sediment into the 

atmosphere via outgassing from midocean ridges and 

hotspot volcanoes, leakage of crude oil on the ocean 

floor, weathering of rocks, upward percolation and 
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migration from deeper in the lithosphere, and human 

drilling, transporting, and burning of fossil fuels. Just 

how much carbon is released from the lithosphere in 

any given year is uncertain since empirical 

measurements are available for only ~20% of major 

volcanic gas emission sources. Many researchers 

suspect computer models of the carbon cycle 

underestimate the impact of volcanic activity on 

ocean currents, sea surface temperature, and ice 

formation and melting (e.g., Viterito, 2017; Smirnov 

et al., 2017; Kobashi et al., 2017; Slawinska and 

Robock, 2018; and Ilyinskaya et al., 2018). Wylie 

(2013) reported,  

In 1992, it was thought that volcanic 

degassing released something like 

100 million tons of CO2 each year. Around 

the turn of the millennium, this figure was 

getting closer to 200 [million]. The most 

recent estimate, released this February, 

comes from a team led by Mike Burton, of 

the Italian National Institute of Geophysics 

and Volcanology [Burton et al., 2013] – and 

it’s just shy of 600 million tons. It caps a 

staggering trend: A six-fold increase in just 

two decades.  

Oceans are the second largest reservoir of carbon, 

containing about 65 times as much as the air. The 

IPCC and other political and scientific bodies assume 

roughly 40% of the CO2 produced by human 

combustion of fossil fuels is absorbed and 

sequestered by the oceans, another 15% by plants and 

animals (terrestrial as well as aquatic), and what is 

left remains in the air, contributing to the slow 

increase in atmospheric concentrations of CO2 during 

the modern era.  

When CO2 dissolves into water, it reacts with 

water molecules to form carbonic acid, which 

increases concentrations of the hydrogen carbonate 

(HCO3-) and carbonate (CO3-2) ions, which in turn 

form carbonate rocks, in the process removing CO2 

from the air, a process called weathering. Deep-sea 

calcium carbonate sediments also neutralize large 

amounts of CO2 by reacting with and dissolving it. A 

hypothetical carbon equilibrium between the 

atmosphere and the world’s oceans would probably 

show the oceans have assimilated between 80% and 

95% of the anthropogenic CO2 from the atmosphere 

(World Ocean Review 1, 2010). 

Vegetation and soils are the third largest 

reservoir of carbon, containing approximately 

3.6 times as much as the air. The carbon in living 

matter is derived directly or indirectly from carbon 

dioxide in the air or dissolved in water. Algae and 

terrestrial green plants use photosynthesis to convert 

CO2 and water into carbohydrates, which are then 

used to fuel plant metabolism and are stored as fats 

and polysaccharides. The stored products are then 

eaten by other organisms, from protozoans to plants 

to man, which convert them into other forms. CO2 is 

added to the atmosphere by animals and some other 

organisms via respiration. The carbon present in 

animal wastes and in the bodies of all organisms is 

also released into the air as CO2 by decay (DiVenere, 

2012).  

Uncertainty pervades estimates of the size of the 

biospheric carbon reservoir. Bastin et al. (2017), 

using high-resolution satellite images covering more 

than 200,000 plots, found tree-cover and forests in 

drylands “is 40 to 47% higher than previous 

estimates, corresponding to 467 million hectares of 

forest that have never been reported before. This 

increases current estimates of global forest cover by 

at least 9%.” Their finding, they write, “will be 

important in estimating the terrestrial carbon sink.”  

 Earth’s atmosphere, the fourth carbon reservoir, 

holds the least carbon – about 600 GtC before human 

combustion of fossil fuels began to make a 

measurable contribution. The current best estimate is 

approximately 870 GtC. Carbon in the atmosphere 

exists mainly as CO2 and methane. Pathways for 

carbon to enter the atmosphere from other reservoirs 

have already been described. Carbon dioxide leaves 

the atmosphere by dissolving into bodies of water 

(oceans, rivers, and lakes), being taken up by plant 

leaves, branches, and roots during the process of 

photosynthesis, and being absorbed by the soil. 

Carbon dioxide composes approximately 400 

parts per million (ppm) of the atmosphere by volume 

and methane approximately 1,800 parts per billion 

(ppb). Atmospheric concentrations of both substances 

have increased since the start of the Industrial Era 

and both increases are thought to be largely due to 

human activities, with CO2 coming from the burning 

of fossil fuels and methane from agricultural 

practices and the loss of carbon sinks due to changes 

in land use. However, uncertainties in measurement 

and new discoveries cast doubt on this assumption. In 

any case, compared to natural sources of carbon in 

the environment, the human contribution is very 

small.  
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Exchange Rates 

The carbon cycle acts as a buffer to minimize the 

hypothesized impact of atmospheric CO2, whether 

from natural or man-made sources, on surface 

temperatures. It provides an illustration of Le 

Chatelier’s principle, which states, “when a stress is 

applied to a chemical system at equilibrium, the 

equilibrium concentrations will shift in a direction 

that reduces the effect of the stress” (ChemPRIME, 

2011). In the case of CO2 and the carbon cycle, 

atmospheric CO2 is in equilibrium with dissolved 

CO2 in the oceans and the biosphere. An increased 

level of CO2 in the atmosphere will result in more 

CO2 dissolving into water, partly offsetting the rise in 

atmospheric concentrations as well as forming more 

carbonic acid, which causes more weathering of 

rocks, forming calcium ions and bicarbonate ions, 

which remove more CO2 from the air. The biosphere 

will also increase its uptake of CO2 from the air (the 

aerial fertilization effect) and sequester some of it in 

woody plants, roots, peat, and other sediments (Idso, 

2018). Atmospheric CO2 concentrations will then 

fall, restoring the system to equilibrium. 

In contrast to this first order process, where the 

rate of exchange among reservoirs is directly 

proportional to the amount of carbon present, the 

IPCC’s carbon cycle model assumes an uptake that 

scales with the emission rate and not the actual 

concentration. Such models can never come to a new 

equilibrium for a slightly increased but constant 

emission rate due to natural or human influences. The 

IPCC also contends the time frames on which some 

parts of the carbon cycle operate, such as the 

weathering cycle and dissolving into deep oceans, are 

too long for them to help offset during the 

twenty-first century the sudden pulse of CO2 from the 

combustion of fossil fuels in the twentieth century. 

But the fact that some exchange processes operate 

slowly and others rapidly does not mean, prima facie, 

that an entire pulse of CO2 cannot be absorbed by the 

faster-acting parts of the carbon cycle. The different 

sinks for CO2 act in parallel and add up to a total 

uptake as a collective effect, determined by the 

fastest, not the slowest, sinks (Harde, 2017). The 

rapid response of the biosphere is seen in the widely 

documented “greening of the Earth” discussed in 

Chapter 5, Section 5.3. 

The IPCC estimates that between 200 and 220 

GtC enters Earth’s atmosphere each year. Of that 

total, 8.9 GtC is anthropogenic (7.8 GtC from fossil 

fuels and 1.1 GtC from net land use change 

(agriculture)). The total human contribution, then, is 

only about 4.3% of total annual releases of carbon 

into the atmosphere (IPCC, 2013, p. 471, Figure 6.1). 

The IPCC “assessed that about 15 to 40% of CO2 

emitted until 2100 will remain in the atmosphere 

longer than 1,000 years” and “the removal of all the 

human-emitted CO2 from the atmosphere by natural 

processes will take a few hundred thousand years 

(high confidence),” citing Archer and Brovkin (2008) 

and reproducing the table shown in Figure 2.1.2.2.2 

(p. 472). 

Human use of fossil fuels contributes only about 

3.5% (7.8 Gt divided by 220 Gt) of the carbon 

entering the atmosphere each year and so, with about 

0.5% (1.1 Gt divided by 220 Gt) from net land use 

change, natural sources account for the remaining 

96.0%. The residual of the human contribution the IPCC 

 

 
 
Figure 2.1.2.2.2 
Time required for natural processes to remove CO2 from atmosphere (IPCC AR5) 
 

 
  
Source: IPCC, 2013, p. 472, Box 6.1, Table 1, citing Archer and Brovkin, 2008. 
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believes remains in the atmosphere after natural 

processes move the rest to other reservoirs is as little 

as 1.17 Gt per year (15% of 7.8 Gt), just 0.53% of the 

carbon entering the atmosphere each year. This is less 

than two-tenths of 1% (0.195%) of the total amount 

of carbon thought to be in the atmosphere, per 

Ruddiman (2008).  

The lasting human contribution of carbon emitted 

to the atmosphere by the use of fossil fuels, according 

to the IPCC’s own estimates, is minuscule, less than 

1% of the natural annual flux among reservoirs. As 

stated earlier, all estimates of the amount of carbon in 

the four reservoirs and the exchange rates among 

them are uncertain and constantly being revised in 

light of new findings. Yet the IPCC assumes 

exchange rates are estimated with sufficient accuracy 

to say “It is extremely likely that more than half of the 

observed increase in global average surface 

temperature from 1951 to 2010 was caused by the 

anthropogenic increase in greenhouse gas 

concentrations and other anthropogenic forcings 

together,” while “the contribution of natural forcings 

is likely to be in the range of −0.1°C to 0.1°C and 

from natural internal variability is likely to be in the 

range of −0.1°C to 0.1°C” (IPCC, 2013, p. 17). This 

seems improbable. 

The atmospheric CO2 trend is a minute residual 

between titanic sources and sinks that mostly cancel 

out each other. While measurable in ambient air, the 

residual is likely to be less than the margin of error in 

measurements of the reservoirs or natural variability 

in their exchange rates. The IPCC came close to 

acknowledging this in the Working Group I 

contribution to its Third Assessment Report (IPCC, 

2001, p. 191), writing “Note that the gross amounts 

of carbon annually exchanged between the ocean and 

atmosphere and between the land and atmosphere, 

represent a sizeable fraction of the atmospheric CO2 

content – and are many times larger than the total 

anthropogenic CO2 input. In consequence, an 

imbalance in these exchanges could easily lead to an 

anomaly of comparable magnitude to the direct 

anthropogenic perturbation.”  

Why does the IPCC assume exchange rates will 

not continue changing to keep pace with human 

contributions of CO2 to the atmosphere, as they have 

accommodated both natural and anthropogenic 

changes in the past? A case can be made based on 

chemistry and biological science that keeping pace 

should be the null hypothesis, instead of the IPCC’s 

apparent assumptions that some reservoirs already 

are or soon will be saturated, or that some fraction of 

anthropogenic CO2 will remain in the atmosphere 

until only very slow natural processes such as 

weathering and deep ocean sequestration can remove 

it. 

 

 

Residence Time 

Regarding residence time (the average time carbon 

spends in a given reservoir), according to Harde 

(2017, p. 20), “Previous critical analyses facing the 

IPCC’s favored interpretation of the carbon cycle and 

residence time have been published,” citing 

Jaworowski et al. (1992), Segalstad (1998), Dietze 

(2001), Rörsch et al. (2005), Essenhigh (2009), Salby 

(2012, 2016), and Humlum et al. (2013). “Although 

most of these analyses are based on different 

observations and methods, they all derive residence 

times (in some cases also differentiated between 

turnover and adjustment times) in part several orders 

of magnitude shorter than specified in [the Fifth 

Assessment Report]. As a consequence of these 

analyses also a much smaller anthropogenic influence 

on the climate than propagated by the IPCC can be 

expected” (italics added). 

Harde (2017) derives a residence time of his 

own, writing, “for the preindustrial period, for which 

the system is assumed to be in quasi equilibrium, a 

quite reliable estimate of the average residence time 

or lifetime can be derived from the simple relation, 

that under steady state the emission or absorption rate 

times the average residence time gives the total CO2 

amount in the atmosphere” (p. 21). He calculates a 

residence time of just three years. Over the industrial 

era, using the IPCC’s own exchange rate estimates, 

he finds a residence time of 4.1 years. He notes, “a 

residence time of 4 years is in close agreement with 

different other independent approaches for this 

quantity,” identifying tests on the fall-out from 

nuclear bomb testing and solubility data while 

referencing Sundquist (1985), Segalstad (1998), and 

Essenhigh (2009).  

While the IPCC says it would take longer than 

one thousand years for oceans and the biosphere to 

absorb whatever residue of human-produced CO2 

remains after all use of fossil fuels is somehow 

halted, Harde finds the IPCC’s own accounting 

scheme shows it would take no more than 47.8 years, 

this derived from the IPCC’s own accounting 

scheme, which considers a slightly increased 

absorption rate of 2.4%, forced by the instantaneous 

anthropogenic emission rate of 4.3%. An even more 

coherent approach presupposing a first order uptake 

process and no longer distinguishing between a 
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natural and anthropogenic cycle, this results in a 

unique time scale, the residence time of only four 

years. 
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2.1.2.3 Geological Record 

The geological record shows temperatures 

and CO2 levels in the atmosphere have not 

been stable, making untenable the IPCC’s 

assumption that they would be stable in the 

absence of human emissions.  

 

Estimates of CO2 concentrations in the atmosphere 

and local surface temperatures in the distant past can 

be made by extrapolation from proxy data, which the 

IPCC defines as “a record that is interpreted, using 

physical and biophysical principles, to represent 

some combination of climate-related variations back 

in time. … Examples of proxies include pollen 

analysis, tree ring records, speleothems, 

characteristics of corals and various data derived 

from marine sediments and ice cores” (IPCC, 2013, 

p. 1460). The most valuable proxy data come from 

oxygen and hydrogen isotopes in ice and CO2 in air 

bubbles preserved in ice cores obtained by drilling in 

Antarctica and Greenland. Temperature is inferred 

from the isotopic composition of the water molecules 

released by melting the ice cores. During colder 

periods, there will be a higher ratio of 
16

O to 
18

O and 
2
H (also known as deuterium) to 

1
H in the ice formed 

than would be found during warm periods. Once 

again it is important to note that reconstructions of 

past climatic conditions are not actually data. Like 

“carbon reservoirs” and “exchange rates,” such 

reconstructions rely on very limited data fed into 

models and subject to interpretation by scientists.  

Proxy data reveal temperatures have varied 

considerably over the past 600 million years (Lamb, 

2011, 2012). Earth’s orbital changes, known as 

Milankovitch cycles and described previously, are the 

generally accepted explanation for these broad 

changes in temperatures. Figure 2.1.2.3.1 shows one 

reconstruction of changes in temperature (blue) and 

CO2 levels (purple) for the past 570 million years or

 
 
Figure 2.1.2.3.1 
Global temperature and atmospheric CO2 concentration over the past 600 million years 
 

 
 
Purple line is CO2 concentration (ppm); blue line is change in temperature (∆°C). Horizontal scale is not in constant 
units. CO2 scale derived from ratios to levels at around 1911 (300 ppm) calculated by Berner and Kothavala, 2001. 
Source: Adapted from Nahle, 2009 referencing Ruddiman, 2001; Scotese, 2002; and Pagani et al., 2005. 

 

https://www.livescience.com/40451-volcanic-co2-levels-are-staggering.html
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so. Both temperature and and CO2 are lower today 

than they have been during most of the era of 

modern life on Earth since the Cambrian Period. For 

more than 2.5 million years (the Pleistocene Epoch) 

the world was in a cold period with long glaciations 

(ice ages) interrupted by relatively brief warm 

periods of typically 10,000 to 15,000 years. On this 

time scale, temperature and CO2 are completely without 

correlation. Note “before present” means before 1950, 

so warming and CO2 levels since then are not shown. 

We have been in the current Holocene Epoch 

warm period for about 11,500 years. Within the 

Holocene, there is strong physical evidence for 

periods of both global warming and cooling, although 

those periods are less extreme than the 

Milankovitch-forced glaciation cycles. The current 

warm period was preceded by the Little Ice Age 

(1300–1850 AD), which was preceded by the 

Medieval Warm Period or Medieval Climate Optimum 

(800–1300 AD), which was preceded by the Dark 

Ages Cold Period (400–800 AD), which was 

preceded by the Roman Warm Period or Roman 

Climate Optimum (250 BC–400 AD). Before that 

there is evidence of a Minoan Warm Period (~2500 

BC) and a thousand-year Holocene Climate Optimum 

about 6,500 years ago. 

Most of the “warm periods” or “climate 

optimums” are thought to have been at least as warm 

as Earth’s current climate. The Greenland Ice Sheet 

Project Two (GISP2) used ice cores to estimate 

temperatures between 1,500 to 10,000 years ago, 

shown in Figure 2.1.2.3.2 (Alley, 2000). These 

findings are validated by global glacial advances and 

retreats, oxygen isotope data from cave deposits, tree 

ring data, and historic records (Singer and Avery, 

2007). Within the past 5,000 years, the Roman Warm 

Period appears prominently in the GISP2 ice core, 

about 1,500–1,800 years ago. During that period, 

ancient Romans wrote of grapes and olives growing 

farther north in Italy than had been previously 

thought possible, as well as of there being little or no 

snow or ice. 

Oxygen isotope data from the GISP2 Greenland 

ice cores show the prominent Medieval Warm Period 

(MWP) occurring around 900–1300 AD. The MWP 

was followed by a period of global cooling and the 

beginning of the Little Ice Age, which spanned the 

sixteenth to the eighteenth centuries, though some 

scientists date its start much earlier. The effects of the 

MWP are also seen in the reconstructions of sea 

surface temperature near Iceland by Sicre et al. 

(2008), reproduced as Figure 2.1.2.3.3 below. During 

the MWP in Europe, grain crops flourished, alpine 

tree lines rose, and the population more than doubled. 

The Vikings took advantage of the warmer climate to 

colonize Greenland. The MWP was a global event with 

proxy data confirming the warm period found in 

Africa (Lüning et al., 2017), South America (Lüning 

et al., 2018), North America (McGann, 2008), China 

(Hong et al., 2009), and many other areas (NIPCC, 

2011, Chapter 3). More recent temperature records 

are discussed in Section 2.2.1. Four observations 

from the geological record of the carbon cycle, as 

shown by ice core records and other proxy data, 

should guide any discussion of the human impact on 

Earth’s climate. First, the concentration of CO2 in the 

atmosphere today is below levels that existed during 

most of the geologic record. Figure 2.1.2.3.1 graphs 

CO2 and temperature over geological time with 

temperature in blue, atmospheric CO2 concentration 

in purple, and the trend in CO2 concentration 

represented by the purple arrow. Moore (2016, p. 8) 

writes, “Note the uptick [in CO2 concentrations] at 

the far right of the graph representing the reversal of 

the 600 million-year downward trend due primarily 

to emissions of CO2 from the use of fossil fuels for 

energy. Note that even today, at 400 ppm, CO2 is still 

far lower than it has been during most of this 600 

million-year history.” Figure 2.1.2.3.1 also shows the 

average level of CO2 in the atmosphere over the 

geological span encompassing the evolution and 

spread of plants, about 300 million years before 

present, was probably approximately 1,000 ppm, 

more than twice today’s level. 

The dramatic fall in atmospheric CO2 

concentrations is significant in the climate change 

discussion because virtually all species of plant and 

animal life in the world today arose, evolved, and 

flourished during periods when atmospheric CO2 

levels were much higher than they are today. 

Moreover, during the Paleocene-Eocene Thermal 

Maximum, the average global temperature was 16°C 

(28.8°F) higher than temperature today. This suggests 

today’s species will survive or even thrive if CO2 

levels rise to several times their current levels and if 

temperatures increase more than 2°C or 3°C (3.6° or 

5.4° F), the increase the IPCC claims would result in 

unacceptable and irreversible ecological harm. 

The second observation from the geological 

record is that CO2 levels in the atmosphere are not 

stable, making untenable the IPCC’s assumption that 

they would be stable in the future in the absence of 

human emissions. The increase in atmospheric CO2 

concentrations in the modern era, while dramatic 

when viewed as a trend over thousands or even 

hundreds of thousands of years, is a brief reversal of
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Figure 2.1.2.3.2 
Temperatures from Greenland ice cores 

 
 A. Greenland GISP2 oxygen isotope curve for the past 10,000 years 

 

 
 
 
 B. Greenland GISP2 oxygen isotope curve for the past 5,000 years. 
 

 
 
The vertical axis is δ

18
O, which is a temperature proxy. Horizontal scale for (a) is 10,000 years before 1950 and for 

(b) is past 5,000 years. The red areas represent temperatures warmer than present (1950). Blue areas are cooler 
times. Note the abrupt, short-term cooling 8,200 years ago and cooling from about 1500 A.D. to 1950. Source: 
Alley, 2000, plotted from data by Grootes and Stuiver, 1997.  
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Figure 2.1.2.3.3 
Summer sea surface temperature near Iceland 

 
. 
 Source: Sicre et al., 2008. 

 
 
a multi-million-year trend. Today’s atmospheric CO2 

concentrations are “unprecedented” only because 

they are lower than at most other points in the record. 

The third observation from the geological record is 

that CO2 concentrations in the atmosphere typically 

rose several hundred years after temperatures rose, 

indicating temperature increase was not caused by the 

CO2 rise (Petit et al., 1999; Monnin et al., 2001; 

Mudelsee, 2001; Caillon et al., 2003). This is shown 

in Figure 2.1.2.3.4, where carbon dioxide levels 

appear as a blue line and changes in temperature are 

plotted in red. The graph, reproduced from Mearns 

(2014), shows data from the Vostok ice core drilled 

in 1995. Mearns explains how the record is created:  

[T]he temperature signal is carried by 

hydrogen: deuterium isotope abundance in 

the water that makes the ice whilst the CO2 

and CH4 signals are carried by air bubbles 

trapped in the ice. The air bubbles trapped by 

ice are always deemed to be younger than the 

ice owing to the time lag between snow 

falling and it being compacted to form ice. In 

Vostok, the time lag between snow falling 

and ice trapping air varies between 2000 and 

6500 years. There is therefore a substantial 

correction applied to bring the gas ages in 

alignment with the ice ages and the accuracy 

of this needs to be born in mind in making 

interpretations. 

The Vostok ice core is 3,310 meters long and 

represents 422,766 years of snow accumulation. 

Mearns writes, “There is a persistent tendency for 

CO2 to lag temperature throughout and this time lag 

is most pronounced at the onset of each glacial cycle 

‘where CO2 lags temperature by several thousand 

years’” (quoting Pettit et al., 1999). Writing three 

years later, Mearns (2017) comments, “It is quite 

clear from the data that CO2 follows temperature with 

highly variable time lags depending upon whether the 

climate is warming or cooling. … The general picture 

is one of quite strong-co-variance, but in detail there 

are some highly significant departures where 

temperature and CO2 are clearly de-coupled” and 

“CO2 in the past played a negligible role [in 

determining temperature]. It simply responded to 

bio-geochemical processes caused by changing 

temperature and ice cover.”  

For other recent temperature record 

reconstructions showing the “CO2 lag” see Soon et al. 

(2015), Davis (2017), and Lüning and Vahrenholt 

(2017). During periods of glaciation, cooling oceans 

absorb more CO2 due to the “solubility pump,” which 

Moore defines as “the high solubility of CO2 in cold
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Figure 2.1.2.3.4 
Temperature and CO2 co-variance in the Vostok ice core 

 

 
 
CO2 and temperature appear well-correlated in a gross sense but there are some significant deviations. At the 
terminations, the alignment is good but upon descent into the following glaciation there is a time lag between CO2 
and temperature of several thousand years. Source: Mearns, 2014. 

 
 

ocean water at higher latitudes where sinking cold 

sea-water carries it into the depths of the ocean” 

(Moore, 2016, p. 10). During warmer inter-glacial 

periods, oceans absorb less CO2 or outgas more of it 

into the air. Plant life absorbs more CO2 from the air 

during warm periods than during cold periods, having 

a countercyclical effect but one that is much smaller 

given that the ocean reservoir is approximately 65 

times as large as the biosphere. 

The fourth observation from the geological 

record is that the rise in CO2 levels since the 

beginning of the Industrial Age, whether due to 

human emissions from the use of fossil fuels and 

changes to land use or the result of ocean outgassing 

caused by cyclical warming, could be averting an 

ecological disaster. As Moore observes, “on a 

number of occasions during the present Pleistocene 

Ice Age, CO2 has dropped during major glaciations to 

dangerously low levels relative to the requirements of 

plants for their growth and survival. At 180 ppm, 

there is no doubt that the growth of many plant 

species was substantially curtailed” (Moore, 2016, p. 

10, citing Ward, 2005). 

“If humans had not begun to use fossil fuels for 

energy,” Moore continues, “it is reasonable to assume 

that atmospheric CO2 concentration would have 

continued to drop as it has for the past 140 million 

years,” perhaps to levels so low during the next 

glaciation period as to cause “widespread famine and 

likely the eventual collapse of human civilization. 

This scenario would not require two million years but 

possibly only a few thousand” (Moore, 2016, pp. 16–

17).  
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the wide range of spectra in which it absorbs 

radiation. Carbon dioxide absorbs energy 

only in a very narrow range of the longwave 

infrared spectrum. 

 

A central issue in climate science is how much of the 

energy flowing through the atmosphere is obstructed 

by atmospheric gases called, erroneously, 

“greenhouse gases.” (The label is erroneous because 

greenhouses warm the air inside by preventing 

convection, a process different than how these gases 

behave in the atmosphere. But the label was coined in 

1963 and is the preferred term today.) Many 

laboratories have conducted repeated tests on the 

radiative properties of gases for more than a century, 

with handbooks reporting the results since the 1920s. 

All gases absorb energy at various wavelengths. 

Carbon dioxide (CO2), the greenhouse gas at the 

center of the climate change debate, is an invisible, 

odorless, tasteless, non-toxic gas that is naturally 

present in the air and essential for the existence of all 

plants, animals, and humans on Earth. In the 

photosynthesis process, plants remove CO2 from the 

atmosphere and release oxygen, which humans and 

animals breathe in. CO2 in the atmosphere does not 

harm humans directly. In confined spaces, such as in 

submarines or spacecraft, CO2 concentrations can 

build up and threaten human health and safety – but 

only at concentrations more than 20 times the current 

trace levels in our atmosphere. Nuclear submarines 

commonly contain 5,000 parts per million (ppm) of 

CO2 after more than a month below the surface 

(Persson and Wadsö, 2002). The current level of CO2 

in the atmosphere is approximately 405 ppm. 

 

 

Radiative Properties 

A two-atom molecule can spin and oscillate, while a 

three-atom molecule can also bend, which adds to the 

possibilities for interactions with radiation. Oxygen 

(O2) and nitrogen (N2) are symmetrical molecules, 

meaning they are linear and also include only a single 

element. The molecular stretches of two identical 

elements do not involve moving charges, so the 

molecule cannot bend. The chemical elements in CO2 

are different. The C-O stretches of CO2 include 

moving charges because the molecular electrons are 

not symmetrically distributed. These moving atomic 

charges induce an oscillating electromagnetic (EM) 

field around the CO2 molecule. That field can now 

couple with the EM field of infrared (IR) radiation. 

The energy quanta associated with the CO2 bending 

mode transition corresponds to a photon of 15 µm 

longwave infrared radiation (Burch and Williams, 

1956; Wilson and Gea-Banacloche, 2012). Similar 

properties of water vapor explain why it too can 

absorb radiation in the EM field, but across a much 

wider range of wavelengths. 

When CO2 absorbs IR radiation, it becomes 

vibrationally excited. This means the C-O atoms 

oscillate back-and-forth more quickly and with 

greater amplitude than they did before the IR was 

absorbed. The vibrationally excited CO2 molecule 

strikes an oxygen (O2) or nitrogen (N2) molecule in 

the air and transfers that vibrational energy to the O2 

or N2. That energy transfer causes the N2 or O2 

average velocity – a measure of “translational kinetic 

energy” – to increase. It is like (to dramatize) 

slamming a car with a backhoe, causing the car to 

speed up. That greater translational kinetic energy is 

also a measure of the “thermal energy” of the gas as 

measured by its temperature. Water vapor behaves 

similarly in its respective wavelength spectrum. 

Briefly put, greenhouse gases transform IR radiation 

into vibrational energy, and then offload that 

vibrational energy into air molecules as thermal 

energy, which is injected into the atmosphere.  

Absorption properties vary from gas to gas as 

shown in Figure 2.1.2.4.1. Some gases, such as 

nitrogen and oxygen, absorb energy in the ultraviolet 

spectrum, where wavelengths are shorter than visible 

light. The greenhouse gases in Earth’s atmosphere 

are mostly transparent to the ultraviolet and visible 

wavelengths, meaning almost no energy is absorbed 

by these gases in that part of the spectrum. However, 

greenhouse gases do absorb energy in the far infrared 

spectrum (a/k/a longwave infrared or LWIR), at 

wavelengths much longer than visible light that are 

invisible to the human eye. If no further radiation of a 

particular wavelength is absorbed, the wavelength is 

said to be “saturated.” 

Figure 2.1.2.4.1 shows how water vapor is the 

dominant greenhouse gas owing to its abundance in 

the atmosphere and the wide range of spectra in 

which it absorbs LWIR radiation. CO2 absorbs 

energy only in a very narrow range of the infrared 

spectrum, a wavelength of 15 μm (micrometers), and 

is overlapped by the water vapor range. Other 

greenhouse gases together absorb less than 1% of 

upgoing LWIR. With increasing altitude water vapor 

“condenses out” and falls as rain or snow and the 

concentration of water vapor falls to a few parts per 

million. When water vapor condenses to liquid water 

at high altitude, it radiates its excess thermal energy 

into space. This dynamic process cools and stabilizes  
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Figure 2.1.2.4.1 
Radiation transmitted by the atmosphere and wavelengths absorbed by the five most 
important greenhouse gases 
 

 
 
The data used for these figures are based primarily on Spectral Calculator of GATS, Inc. which implements the 
LINEPAK system of calculating (Gordley et al., 1994) from the HITRAN2004 (Rothman et al., 2004) spectroscopic 
database. To aid presentation, horizontal scale is not proportional and the absorption spectra were smoothed. 
Features with a bandwidth narrower than 0.5% of their wavelength may be obscured. Source: Wikipedia 
Commons, n.d. 

 
 

the climate. At about 10 km (33,000 feet), 

CO2, which does not “condense out,” becomes the 

most abundant greenhouse gas. 

The ability of greenhouse gases to absorb energy 

in the longwave infrared spectrum is important 

because Earth gives off much more LWIR than it 

receives, so gases that absorb LWIR have a warming 

effect by preventing the escape of some of the LWIR 

radiation to space. As shown in Figure 2.1.2.4.1, 

water vapor emits and absorbs infrared radiation at 

many more wavelengths than any of the other 

greenhouse gases, and there is substantially more 

water vapor in the atmosphere than any of the other 

greenhouse gases. While this means water vapor can 

generate thermal energy, water vapor also has a net 

cooling effect when it forms clouds. Clouds can 

reflect sunshine back into space during the day, but 

they can also reflect LWIR downward at night, 

keeping the surface warmer. Increasing levels of 

water vapor in the atmosphere, then, by increasing 

cloud formation, could result in nights getting 

warmer without increases in day-time high 

temperatures. Observations confirm this occurred 

during the twentieth century (Alexander et al., 2006). 

The effect of water vapor on surface temperature 

is especially important because CO2 is not capable of 

causing significant warming by itself, due to the 

narrow range of the spectra it occupies. Scientists 

http://www.spectralcalc.com/spectralcalc.php
http://www.gats-inc.com/extract/
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aligned with the IPCC claim CO2 raises global 

temperature slightly and that rise, in turn, produces an 

increase in water vapor, which is capable of 

increasing atmospheric temperature (Chung et al., 

2014). But the hydrology of the atmosphere and 

dynamics of the ocean-atmosphere interface are 

poorly understood and modeled (Legates, 2014; 

Christy and McNider, 2017). Whether that effect is 

large enough to account for the warming of the 

twentieth century and early twenty-first centuries is a 

topic of debate and research. 

 

 

Sources 

The greenhouse gases that occur naturally and are 

also produced by human activities include water 

vapor, carbon dioxide (CO2), methane (CH4), nitrous 

oxide (N2O), and ozone (O3). Other greenhouse gases 

produced only by human activities include the 

fluorinated gases such as chlorofluorocarbons 

(CFCs), hydrochlorofluorocarbons (HCFCs), and 

hydrofluorocarbons (HFCs). Water vapor is by far 

the most prevalent greenhouse gas, with an average 

global ground-level concentration of approximately 

14,615 ppm, about 1.5% of the atmosphere near the 

surface (less in the deserts, more in the tropics) 

(Harde, 2017). Carbon dioxide is present in the 

atmosphere at about 405 ppm, methane at 1.8 ppm, 

and nitrous oxide at 324 ppb. Fluorinated gases are 

measured in parts per trillion (IPCC, 2013, pp. 

167-168). 

As reported earlier, the IPCC estimates that 

between 200 and 220 GtC enters Earth’s atmosphere 

each year. Of that total, 7.8 GtC comes from the 

combustion of fossil fuels and 1.1 GtC from net land 

use change (agriculture). The total human 

contribution, then, is only about 4.3% of total annual 

releases of carbon into the atmosphere (IPCC, 2013, 

p. 471, Figure 6.1). Human use of fossil fuels 

contributes only about 3.5% (7.8 Gt divided by 220 

Gt) of the carbon entering the atmosphere each year 

and so, with about 0.5% (1.1 Gt divided by 220 Gt) 

from net land use change, natural sources account for 

the remaining 96.0%.  

Carbon dioxide is readily absorbed by water (i.e., 

the oceans and rain). All else being equal, cold water 

will absorb more CO2 than warm water. When the 

oceans cool they absorb more atmospheric CO2; 

when they warm they release CO2, thereby increasing 

the CO2 concentration of the atmosphere. 

Consequently, over the past million years 

atmospheric CO2 levels have varied, with warm 

“interglacials” causing higher atmospheric CO2 levels 

due to oceanic outgassing, and colder glacial periods 

causing lower atmospheric CO2 levels due to oceanic 

absorption. This variation in the CO2 concentration of 

the atmosphere over the past 800,000 years is evident 

in the ice core data presented in Section 2.1.2.3. 

Over the past million years, changes in 

atmospheric CO2 level are believed to have been 

primarily due to release or absorption by oceans. 

However, human emissions related to the use of 

fossil fuels, manufacture of cement, and changes in 

land use (agriculture and forestry) are likely to be the 

main cause of the increase from approximately 280 

ppm in 1800 to 405 ppm in 2018. Deforestation is 

often cited as a contributor of CO2 into the 

atmosphere, but the well-documented “greening of 

the Earth” caused by the increase in atmospheric CO2 

appears to have offset any reduction in global 

biomass due to agriculture and forestry (De Jong et 

al., 2012; NIPCC, 2014, pp. 493–508). Figure 

2.1.2.4.2 shows the rising concentrations of CO2 and 

CH4 since 1800. 

Approximately 40% of the CO2 released into the 

atmosphere by human activities is believed to be 

absorbed by the oceans. Figure 2.1.2.4.3 shows a 

recreation by Tans (2009) of “cumulative emissions 

consistent with observed CO2 increases in the 

atmosphere and ocean,” with uncertainties identified 

by horizontal lines through diamonds for the years to 

which they apply. The net terrestrial emissions (from 

plants, including aquatic plants) are derived “as a 

residual from better determined terms in the budget” 

(p. 29). Tans writes, “the atmospheric increase [in 

CO2 concentrations] was primarily caused by land 

use until the early part of the twentieth century, but 

the net cumulative emissions from the terrestrial 

biosphere peaked in the late 1930s at ~45 GtC, 

dwindling to ~20 GtC in the first decade of the 

twenty-first century” (p. 30). 

Tans (2009) also calculated the role fossil fuel 

emissions may play in determining future CO2 levels 

in the atmosphere. He writes, “Instead of adopting 

the common economic point of view, which, through 

its emphasis on perpetual growth, implicitly assumes 

infinite Earth resources, or at least infinite 

substitutability of resources, let us start with an 

estimate of global fossil fuel reserves” (p. 32). Using 

data from the World Energy Council (WEC, 2007), 

Tans estimates there are 640 GtC of proved reserves 

and 967 GtC of resources (potential reserves when 

extraction technology improves). Consumption of 

fossil fuels rises exponentially at first as the easiest to 

exploit reserves are used but then declines as more 
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Figure 2.1.2.4.2 
Atmospheric carbon dioxide (CO2) and methane (CH4) levels, 1800–present 
 

 
Source: Burton, 2018. See original for data sources. 

 
 

Figure 2.1.2.4.3 
Cumulative emissions and reservoir change 
 

 

History of cumulative emissions consistent with observed CO2 increases in the atmosphere and ocean. 
Uncertainties in the fossil fuel emissions and the accumulations in the atmosphere and ocean are plotted with 
vertical lines for the years in which they apply. The Hamburg Ocean Carbon Cycle (HAMOCC3) model does not fit 
the observed cumulative ocean uptake. Therefore, there are two versions of cumulative ocean uptake and net 
terrestrial emissions: solid lines indicate HAMOCC3 and dashed lines indicate empirical pulse response function. 
Source: Tans, 2009, Figure 2, p. 29. 
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expensive and energy-intensive methods are needed 

to extract remaining reserves. Tans applies a logistic 

model where the rate of extraction is  

 

E = dQ/dt = kQ(1 – Q/N) 

 
where E is the rate of extraction, Q is cumulative 

extraction, k is the initial exponential rate of growth, 

and (1 – Q/N) expresses the increasing difficulty of 

extraction, which results in slowing of growth. The 

peak rate of extraction occurs when Q equals half of 

the total resource. Tans runs the model for two 

emission scenarios, one assuming 1,000 GtC of fossil 

fuels will eventually be used and the second, 1,500 

GtC. The results are shown in the figure reproduced 

as Figure 2.1.2.4.4 below. 

 

 

The Right Climate Stuff  

 

The only scenario presented by the IPCC that does 

not assume some implementation of worldwide 

greenhouse gas (GHG) emission controls is RCP8.5, 

indicating the Representative Concentration Pathway 

(RCP) scenario would create 8.5 Wm
2
 GHG forcing 

of global temperature in 2100. RCP8.5 is an extreme 

outlier in the climate science literature, assuming 

abnormally high estimates of world population 

growth and energy use and the absence of any 

technological improvements in energy efficiency that 

would lower per-capita growth in CO2 equivalent 

(CO2eq) emissions. RCP8.5 would result in more 

greenhouse gas emissions than 90% of any emissions 

scenarios published in the technical literature (Riahi 

et al., 2011). RCP8.5 also does not take into account 

the fossil-fuel supply and demand changes modeled 

by Tans (2009) as remaining reserves become more 

scarce or expensive to develop or the effects of 

conservation and fuel substitution as prices rise. 

Doiron (2016) observes RCP8.5 assumes that by 

2100 there would be 930 ppm of CO2 in the 

atmosphere. This is 55% more than the 600 ppm of 

CO2 that could be generated by burning all the 

currently known worldwide reserves of coal, oil, and 

natural gas, according to the U.S. Energy Information 

Administration’s estimates. Working with The Right 

Climate Stuff (TRCS), a research team composed of 

retired NASA scientists and engineers, Doiron 

developed and validated a simple algebraic model for 

forecasting global mean surface temperature (GMST)  

 

 
 

Figure 2.1.2.4.4 
Fossil fuel emissions and atmospheric carbon dioxide concentrations, actual and forecast 
 

 
 
Potential emissions in billion metric tons per year (black lines, left axis) and resulting atmospheric 
concentration in parts per million (red lines, right axis) for two emission scenarios. Solid lines represent 
Scenario A (emissions totaling 1,000 GtC), dashed lines represent Scenario B (emissions totaling 1,500 GtC. 
Source: Tans, 2009, Figure 4, p. 32.  
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using a standard transient climate sensitivity (TCS) 

variable but basing its forecast of atmospheric CO2 

concentration on historical data and known reserves 

of fossil fuels. Additionally, the TRCS metric 

includes a constant, β, based on historical data to 

account for the warming effects of greenhouse gases 

other than CO2 and aerosols. In the TRCS model, 

TCS with the beta variable is TCS x (1 + β) = 1.8°C.  

The TRCS research team developed two 

scenarios, RCP6.0 and RCP6.2, projecting CO2 

concentrations of 585 ppm and 600 ppm, 

respectively, by the year 2100. These scenarios 

determined a market-driven transition to alternative 

energy sources would need to begin by 2060 to meet 

the worldwide demand for energy, which will be 

growing even as reserves of coal, oil, and natural gas 

are declining and their prices rising. The RCP6.0 and 

RCP6.2 scenarios project the transition to alternative 

fuels would be complete by 2130 or 2100, 

respectively. 

The IPCC’s Fifth Assessment Report also 

presented an RCP6.0 scenario, which assumed 

implementation of modest CO2 emission controls 

before 2100. The IPCC and TRCS RCP6.0 scenarios 

project similar trajectories of CO2 concentration in 

the atmosphere by 2100, but the IPCC assumes 

worldwide controls on the use of fossil fuels would 

be required to achieve this RCP while the TRCS 

attributes falling emissions to market forces and a 

depleting supply of worldwide reserves of coal, oil, 

and natural gas. The 25-year forecasts for coal, oil, 

and natural gas consumption published by 

ExxonMobil (ExxonMobil, 2016) and British 

Petroleum (BP, 2016) align closely with the 

fossil-fuel consumption estimates included in the 

TRCS RCP6.0 and RCP6.2 scenarios. 

Figure 2.1.2.4.5 shows the results of the TRCS 

model using the RCP6.2 emission scenario. The 

HadCRUT4 temperature anomaly database, which 

reaches back to 1850, appears on the left side on the 

vertical axis. The atmospheric CO2 concentration in 

ppm is displayed on the right side on the vertical axis. 

The CO2 concentration since 1850 and the RCP6.2 

projection for the remainder of this century are 

represented by the green curve, with the sensitivity 

metric in the model represented by the blue curve. It 

was found to provide the best fit of the model to the 

data’s long-term temperature increase trends. 

The blue curve, the sensitivity metric, threads the 

narrow path between upper ranges of the temperature 

data and anomalous data points known to be 

associated with Super El Niño weather events. Model 

results with higher values of the sensitivity metric, 

represented by the red curve and red dashed curve in 

Figure 2.1.2.4.5, are clearly too sensitive based on 

historical CO2 and temperature measurements. The 

GMST increase above current conditions for the 

TRCS model forecasting the RCP6.2 scenario is less 

than 2°C from 1850 to 2100 and less than 1°C from 

2015 to 2100. 

 

* * * 

 

A basic understanding of the Earth’s energy 

budget, carbon cycle, and geological record, and the 

chemical and radiative properties of greenhouse 

gases, helps clarify some of the key issues in climate 

science. Earth’s “energy budget” explains how even a 

small change in the composition of the planet’s 

atmosphere could lead to a net warming or cooling 

trend, but it also highlights the enormity of the 

natural processes and their variability compared to 

the impacts of the human presence, and therefore the 

difficulty of discerning a human “signal” or 

influence. The carbon cycle minimizes the impact of 

human emissions of CO2 by reforming it into other 

compounds and sequestering it in the oceans, plants, 

and rocks. The exact size of any of these reservoirs is 

unknown, but they necessarily stay in balance with 

one another – Le Chatelier’s principle – by 

exchanging huge amounts of carbon. According to 

the IPCC, the residual of the human contribution of 

CO2 that remains in the atmosphere after natural 

processes move the rest to other reservoirs is as little 

as 0.53% of the carbon entering the air each year and 

0.195% of the total amount of carbon thought to be in 

the atmosphere.  

The geological record shows (a) the 

concentration of CO2 in the atmosphere today is 

below levels that existed during most of the record, 

(b) CO2 levels in the atmosphere are not stable in the 

absence of human emissions, (c) CO2 concentrations 

in the atmosphere typically rise several hundred years 

after temperatures rise, and (d) the rise in CO2 levels 

since the beginning of the Industrial Age may have 

averted an ecological disaster. 

Understanding the atmospheric concentrations 

and radiative properties of greenhouse gases reveals 

the important role water vapor plays in Earth’s 

temperature. Water vapor near the surface is present 

at concentrations approximately 36 times that of CO2 

(14,615 ppm versus 405 ppm) and it absorbs upgoing 

thermal radiation on a much wider range of 

wavelengths. However, water vapor’s concentration 

decreases with altitude, making CO2 the more 

powerful greenhouse gas at higher levels of the atmos- 
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Figure 2.1.2.4.5 
TRCS validated model with RCP6.2 greenhouse gas and aerosol projections 

 

 

 

See text for notes. Source: Doiron, 2016. 

 
 

phere. Is a small increase in CO2 enough to trigger an 

increase in water vapor sufficient to explain the 

warming of the twentieth and early twenty-first 

centuries? This is one important question climate 

scientists are trying to answer. 
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2.2 Controversies 

Climate science has made great strides in recent 

decades thanks especially to satellite data and 

research laboratories such as CERN, the European 

Organization for Nuclear Research located on the 

border between France and Switzerland. However, 

this progress has not ended controversies that prevent 

general agreement on some key topics. This section 

looks at controversies in four areas: temperature 

records, general circulation models, climate 

sensitivity, and solar influences on the climate. 

 

 

2.2.1 Temperature Records 

Reconstructions of average global surface 

temperature differ depending on the 

methodology used. The warming of the 

twentieth and early twenty-first centuries has 

not been shown to be beyond the bounds of 

natural variability. 

 

The IPCC says it is “certain that global mean surface 

temperature (GMST) has increased since the late 19
th
 

century” and estimates the increase from 1850–1900 

to 2003–2012 was 0.78°C [0.72 to 0.85] based on the 

Hadley Center/Climatic Research Unit dataset 

(HadCRUT4) (IPCC, 2013, p. 37). While this 

statement may be true, scientists may reasonably ask 

“how do we know?” Answering this question reveals 

difficult questions and disagreements. 

 

 

How Do We Know? 

Recall from Section 2.1.1.3 that Frank (2016) added 

error bars around the HadCRUT4 temperature record, 

producing the figure reproduced as Figure 2.1.1.3.1. 

According to Frank, “these known systematic errors 

combine to produce an estimated lower limit 

uncertainty of 1σ = ±0.5ºC in the global average of 

surface air temperatures prior to 1980, descending to 

about ±0.36ºC by 2010 with the gradual introduction 

of modern instrumentation.” The IPCC itself admits 

its temperature reconstructions are highly uncertain: 

The uncertainty in observational records 

encompasses instrumental/recording errors, 

effects of representation (e.g., exposure, 

observing frequency or timing), as well as 

effects due to physical changes in the 

instrumentation (such as station relocations 

or new satellites). All further processing 

steps (transmission, storage, gridding, 

interpolating, averaging) also have their own 

particular uncertainties. Because there is no 

unique, unambiguous, way to identify and 

account for non-climatic artefacts in the vast 

majority of records, there must be a degree of 
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http://www.globalcarbonproject.org/global/pdf/TansP_Ocean09_CO2rev.pdf
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The%20data%20used%20for%20these%20figures%20is%20based%20primarily%20on%20Spectral%20Calculator%20of%20GATS,%20Inc.%20which%20implements%20the%20LINEPAK%20system%20of%20calculating%20absorption%20spectra%20(Gordley%20et%20al.%201994)%20from%20the%20HITRAN2004%20(Rothman%20et%20al.%202004)%20spectroscopic%20database.%20To%20aid%20presentation,%20the%20absorption%20spectra%20were%20smoothed.%20Features%20with%20a%20bandwidth%20narrower%20than%200.5%25%20of%20their%20wavelength%20may%20be%20obscured.
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uncertainty as to how the climate system has 

changed (IPCC, 2013, p. 165). 

In other words, the IPCC’s estimate of 0.78°C 

[0.72 to 0.85] from 1850–1900 to 2003–2012 is not 

direct evidence but an estimate based on a long chain 

of judgements about how to handle data, what data to 

include and what to leave out, and how to summarize 

it all into a single “global temperature.” The IPCC’s 

temperature estimate cannot be tested because it has 

no empirical existence. It is a “stylized fact,” one of 

many in climate science. 

Serious flaws of the HadCRUT dataset are 

apparent from emails leaked from the Climatic 

Research Unit in 2009 (Goldstein, 2009). A file titled 

“Harry Read Me” contained some 247 pages of email 

exchanges with a programmer responsible for 

maintaining and correcting errors in the HadCRUT 

climate data between 2006 and 2009. Reading only a 

few of the programmer’s comments reveals the 

inaccuracies, data manipulation, and incompetence 

that render the database unreliable: 

 

 “Wherever I look, there are data files, no info 

about what they are other than their names. And 

that’s useless ...” (p. 17). 

 “It’s botch after botch after botch” (p. 18). 

 “Am I the first person to attempt to get the CRU 

databases in working order?!!” (p. 47).  

 “As far as I can see, this renders the [weather] 

station counts totally meaningless” (p. 57).  

 “COBAR AIRPORT AWS [data from an 

Australian weather station] cannot start in 1962, 

it didn’t open until 1993!” (p. 71).  

 “What the hell is supposed to happen here? Oh 

yeah – there is no ‘supposed,’ I can make it up. 

So I have : - )” (p. 98).  

 “I’m hitting yet another problem that’s based on 

the hopeless state of our databases. There is no 

uniform data integrity, it’s just a catalogue of 

issues that continues to grow as they’re found” 

(p. 241). 

Also in 2009, after years of denying Freedom of 

Information Act (FOIA) requests for the HadCRUT 

dataset on frivolous and misleading grounds 

(Montford, 2010), Phil Jones, director of the Climatic 

Research Unit, admitted the data do not exist. “We, 

therefore, do not hold the original raw data but only 

the value-added (i.e., quality controlled and 

homogenized) data” (quoted in Michaels, 2009). 

Recall that “Harry Read Me” was in charge of 

“quality control” at the time. This means the 

HadCRUT dataset it is not direct evidence … 

evidence that does not rely on inference … of the 

surface temperature record prior to the arrival of 

satellite data in 1979. Relying on such circumstantial 

evidence to test hypotheses violates the Scientific 

Method. As Michaels remarked at the time, “If there 

are no data, there’s no science.” 

Many researchers have identified serious quality 

control problems with the surface-based temperature 

record (Balling and Idso, 2002; Pielke Sr., 2007a, 

2007b; Watts, 2009; Fall et al., 2011; Frank, 2015, 

2016; Parker and Ollier, 2017). Very recently, 

Hunziker et al. (2018) set out to determine the 

reliability of data from manned weather stations from 

the Central Andean area of South America by 

comparing results using an “enhanced” approach to 

the standard approach for a sample of stations. They 

found “about 40% of the observations [using the 

standard approach] are inappropriate for the 

calculation of monthly temperature means and 

precipitation sums due to data quality issues. These 

quality problems, undetected with the standard 

quality control approach, strongly affect 

climatological analyses, since they reduce the 

correlation coefficients of station pairs, deteriorate 

the performance of data homogenization methods, 

increase the spread of individual station trends, and 

significantly bias regional temperature trends.” They 

conclude, “Our findings indicate that undetected data 

quality issues are included in important and 

frequently used observational datasets and hence may 

affect a high number of climatological studies. It is of 

utmost importance to apply comprehensive and 

adequate data quality control approaches on manned 

weather station records in order to avoid biased 

results and large uncertainties.” 

McLean (2018) conducted an audit of the 

HadCRUT4 dataset and found “more than 70 issues 

of concern” including failure to check source data for 

errors, resulting in “obvious errors in observation 

station metadata and temperature data” (p. 88). 

According to McLean, grid cell values, hemispheric 

averages, and global averages were derived from too 

little data to be considered reliable. “So-called 

‘global’ average temperature anomalies have at times 
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been heavily biased toward certain areas of the world 

and at other times there is a lack of coverage in 

specific regions.” McLean found adjustments to data 

that “involve heroic assumptions because the 

necessary information about the conditions was not 

recorded. They are likely to be flawed.” McLean 

concludes: 

In the opinion of this author, the data before 

1950 has negligible real value and cannot be 

relied upon to be accurate. The data from 

individual stations might be satisfactory but 

only if local environments are unchanged and 

with no manual adjustments to the 

temperature data. The many issues with the 

1850–1949 data make it meaningless to 

attempt any comparison between it and later 

data especially in derived values such as 

averages and the trends in those averages (p. 

90). 

McLean (2018) is no more satisfied with the 

record since 1950: 

It is also the opinion of this author that the 

HadCRUT4 data since 1950 is likewise not 

fit for purpose. It might be suitable for 

single-station studies or even small regional 

studies but only after being deemed 

satisfactory regards [sic] the issues raised in 

this report. It is not suitable for the derivation 

of global or hemispheric averages, not even 

with wide error margins that can only be 

guessed at because there are too many points 

in the data collection and processing that are 

uncertain and inconsistent (Ibid.). 

This is the temperature record relied on by the 

IPCC and climate scientists who claim to know how 

much the mean global surface temperature has 

changed since 1850, and hence to know as well what 

the human impact on climate has been. How much 

confidence can be placed in their analysis when it is 

based on such a flawed premise? Sir Fred Hoyle saw 

this problem more than two decades ago when he 

wrote: “To raise a delicate point, it really is not very 

sensible to make approximations … and then to 

perform a highly complicated computer calculation, 

while claiming the arithmetical accuracy of the 

computer as the standard for the whole investigation” 

(Hoyle, 1996). 

In the introduction to his audit, McLean (2018) 

writes, “it seems very strange that man-made 

warming has been a major international issue for 

more than 30 years and yet the fundamental data has 

never been closely examined.” Indeed. 

 

 

Compared to What?  

The choice of 1850 as the starting point for the 

timeline IPCC features seems designed to exaggerate 

the alleged uniqueness of the warming of the 

twentieth century. The world was just leaving the 

Little Ice Age, which is generally dated as spanning 

the sixteenth to the eighteenth centuries. Had the 

IPCC chosen to start the series before the Little Ice 

Age, during the Medieval Warm Period (MWP), 

when temperatures were as warm as they are today 

(Sicre et al., 2008), there would have been no 

warming trend to report. The IPCC acknowledges 

“continental-scale surface temperature reconstruct- 

tions show with high confidence, multidecadal 

periods during the Medieval Climate Anomaly (950–

1250) that were in some regions as warm as the 

mid-20
th
 century and in others as warm as in the late 

20
th
 century” (IPCC, 2013, p. 37). In fact, hundreds 

of researchers have found the MWP was a global 

phenomenon (NIPCC, 2011, Chapter 3). 

The warming since 1850, if it occurred at all, is 

meaningful information only if it exceeds natural 

variability. Proxy temperature records from the 

Greenland ice core for the past 10,000 years 

demonstrate a natural range of warming and cooling 

rates between +2.5°C and -2.5°C/century, 

significantly greater than rates measured for 

Greenland or the globe during the twentieth century 

(Alley, 2000; Carter, 2010, p. 46, Figure 7). The ice 

cores also show repeated “Dansgaard–Oeschger” 

events when air temperatures rose at rates of about 10 

degrees per century. There have been about 20 such 

warming events in the past 80,000 years. 

Glaciological and recent geological records 

contain numerous examples of ancient temperatures 

up to 3°C or more warmer than temperatures as 

recently as 2015 (Molnár and Végvári, 2017; Ge et 

al., 2017; Lasher et al., 2017; Simon et al., 2017; 

Köse et al., 2017; Kawahata et al., 2017; Polovodova 

Asteman et al., 2018; Badino et al., 2018). During the 

Holocene, such warmer peaks included the Egyptian, 

Minoan, Roman, and Medieval warm periods. During 

the Pleistocene, warmer peaks were associated with 

interglacial oxygen isotope stages 5, 9, 11, and 31 

(Lisiecki and Raymo, 2005). During the Late 

Miocene and Early Pliocene (6–3 million years ago) 
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temperature consistently attained values 2–3°C above 

twentieth century values (Zachos et al., 2001).  

Phil Jones, director of the Climatic Research 

Unit, when asked in 2010 (in writing) if the rates of 

global warming from 1860–1880, 1910–1940, and 

1975–1998 were identical, wrote in reply “the 

warming rates for all 4 periods [he added 1975 – 

2009] are similar and not statistically significantly 

different from each other” (BBC News, 2010). When 

asked “Do you agree that from 1995 to the present 

there has been no statistically significant global 

warming?” Jones answered “yes.” His replies 

contradicted claims made by the IPCC at the time as 

well as the claim, central to the IPCC’s hypothesis, 

that the warming of the late twentieth and early 

twenty-first centuries was beyond natural variability. 

In its Fifth Assessment Report, the IPCC admits 

the global mean surface temperature stopped rising 

from 1997 to 2010, reporting the temperature 

increase for that period was 0.07°C [-0.02 to 0.18] 

(IPCC, 2013, p. 37). This “pause” extended 18 years 

before being interrupted by the major El Niño events 

of 2010–2012 and 2015–2016. (See Figure 2.2.1 

below.) During “the pause” humans released 

approximately one-third of all the greenhouse gases 

emitted since the beginning of the Industrial 

Revolution. If CO2 concentrations drive global 

temperatures, their impact surely would have been 

visible during this period. Either CO2 is a weaker 

driver of climate than the IPCC assumes, or natural 

drivers and variation play a bigger role than it 

realizes. 

Temperatures quickly fell after each El Niño 

event, though not to previous levels. This 

step-function increase in temperature (also seen in 

1977 in what is known as the Great Pacific Climate 

Shift) is not the linear increase in global temperatures 

predicted by general circulation models tuned to 

assign a leading role to greenhouse gases 

(Belohpetsky et al., 2017; Jones and Ricketts, 2017). 

El Niño events are produced by cyclical changes in 

ocean currents (the El Niño-Southern Oscillation 

(ENSO) and the Atlantic Multidecadal Oscillation 

(AMO)) and their known periodicity of 60 to 70 

years explains much of the warming and cooling 

cycles observed in the twentieth century (Douglass 

and Christy, 2008). The ENSO and AMO are thought 

to be the result of solar influences (Easterbrook, 

2008) dismissed by the IPCC as being too small to 

have a significant influence on climate. The impact of 

El Niño events on global temperatures is evidence of 

natural variability and the strength of natural forcings 

relative to human greenhouse emissions. (See also 

D’Aleo and Easterbrook, 2016.) 

 

 

Satellite Data 

NASA research scientists Roy Spencer and John 

Christy (1990) published a method to use data 

collected by satellites since December 1978 to 

calculate global atmospheric temperatures. They now 

maintain a public database at the University of 

Alabama – Huntsville (UAH) of nearly 40 years of 

comprehensive satellite temperature measurements of 

the atmosphere that has been intensively quality 

controlled and repeatedly peer-reviewed (Christy and 

Spencer, 2003a, 2003b; Spencer et al., 2006; Christy 

et al., 2018). Satellites retrieve data from the entire 

surface of the planet, something surface-based 

temperature stations are unable to do, and are 

accurate to 0.01°C. They are also transparent 

(available for free on the internet); free from human 

influences other than greenhouse gas emissions such 

as change in land use, urbanization, farming, and land 

clearing, and changing instrumentation and 

instrument location; and at least somewhat immune 

to human manipulation. As Santer et al. (2014, pp. 

185–9) reported, “Satellite TLT [temperature lower 

troposphere] data have near-global, time-invariant 

spatial coverage; in contrast, global-mean trends 

estimated from surface thermometer records can be 

biased by spatially and temporally non-random 

coverage changes.” Figure 2.2.1.1 presents the latest 

data from the UAH satellite dataset. 

Christy et al. (2018) analyzed eight datasets 

generated by satellites and weather balloons 

producing bulk tropospheric temperatures beginning 

in 1979 and ending in 2016, finding the trend is 

+0.103°C decade
−1

 with a standard deviation among 

the trends of 0.0109°C. More specifically, they report 

“a range of near global (+0.07 to +0.13°C decade
-1

) 

and tropical (+0.08 to 0.17°C decade
-1

) trends (1979–

2016).” Looking specifically at the tropical (20°S – 

20°N) region, where CO2-forced warming is thought 

to be most detectable, they find the trend is +0.10 ± 

0.03°C decade
-1

. “This tropical result,” they write, “is 

over a factor of two less than the trend projected from 

the average of the IPCC climate model simulations 

for this same period (+0.27°C decade
-1

).” Phrased 

differently, the only direct evidence available 

regarding global temperatures since 1979 shows a 

warming trend of only 0.1°C per decade, or 1°C per 

century. This is approximately one-third as much as 

the IPCC’s forecast for the twenty-first century, and  
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Figure 2.2.1.1 
Global temperature departure from 1981–2010 average (°C) from 1979 to 2018, UAH 
satellite-based readings 
 

 
 
Source: Spencer, 2018. 

 

within the range of natural variability. It is not 

evidence of a human impact on the global climate. 

In 2017, Christy and McNider (2017) used 

satellite data to “identify and remove the main natural 

perturbations (e.g. volcanic activity, ENSOs) from 

the global mean lower tropospheric temperatures (T LT 

) over January 1979 – June 2017 to estimate the 

underlying, potentially human-forced trend. The 

unaltered value is +0.155 K dec
−1

 while the adjusted 

trend is +0.096 K dec
−1

, related primarily to the 

removal of volcanic cooling in the early part of the 

record.” While that trend is “potentially 

human-forced,” it is just as likely to be the result of 

other poorly understood processes such as solar 

effects. 

Despite the known deficiencies in the HadCRUT 

surface temperature record and the superior accuracy 

and global reach of satellite temperature records, the 

IPCC and many government agencies and 

environmental advocacy groups continue to rely on 

the surface station temperature record. One reason for 

this preference is because some credible 

surface-based records date back to the 1850s and 

even earlier. (But recall the conclusion of McLean 

(2018) that “the data before 1950 has negligible real 

value and cannot be relied upon to be accurate.”) 

Another reason becomes clear if one compares the 

satellite data in Figure 2.2.1.2 to five surface station 

records shown in Figure 2.2.1.2. Whereas the satellite 

record shows only 0.1°C per decade warming since 

1979, various surface station records (and surface 

station + satellite in one case) for approximately the 

same period shows an average warming of about 

0.17°C , about 70% higher (Simmons et al., 2016). 

Satellite data are valuable for providing a test of 

the water vapor amplification theory (reported in the 

next section), demonstrating the inaccuracy of 

surface station data (particularly their failure to 

control for urban heat island effects), and exposing 

the exaggerated claims of those who say global 

warming (or “climate change”) is “already 

happening.” What warming has occurred in the past 

four decades was too small or slow to have been 

responsible for the litany of supposed harms 

attributed to anthropogenic forcing. However, 

geologists point to how short a period 40 years or 

even a century are when studying climate, which is 

known to respond to internal forcings (e.g., ocean 

currents and solar influences) with multidecadal, 

centennial, and longer periodicities. Even a century’s 
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Figure 2.2.1.2 
Global temperature departure from 1961–1990 average (°C) from 1979 to 2016 
 

  
 
Monthly anomalies in globally averaged surface temperature (°C) relative to 1981–2010, from (a) ERA-Interim, (b) 
JRA-55, (c) the HadCRUT4 median, (d) NOAAGlobalTemp, (e) Had4_UAH_v2 and (f) GISTEMP, for January 
1979 to July 2016. Also shown are least-squares linear fits to the monthly values computed for the full period 
(black, dashed lines) and for 1998 – 2012 (dark green, solid lines). In the case of HadCRUT4, the corresponding 
linear fits for each ensemble member are plotted as sets of (overlapping) grey and lighter green lines. Source: 
Simmons et al., 2016. 

 

 

worth of data would be a mere 1% of the 10,000 

years of the Holocene Epoch. How do we know how 

much of the warming of the twentieth and early 

twenty-first centuries is due to the human influence? 

 

 

A Single Global Temperature? 

Some scientists challenge the notion that a single 

temperature can be attributed to the planet’s 

atmosphere. Does it really make sense to create and 

report the mean average of the temperatures of 

deserts, corn fields, oceans, and big cities? In a 

dynamic system where cold weather in one part of 

the world can mean warmer weather in another, and 

where poorly understood weather processes have 

impacts that dwarf decades and even centuries of 

long-term climate change, what is the point? As 

Essex et al. (2007) explain, the “statistic called 

‘global temperature’ … arises from projecting a 

sampling of the fluctuating temperature field of the 

Earth onto a single number at discrete monthly or 

annual intervals.” The authors continue, 

While that statistic is nothing more than an 

average over temperatures, it is regarded as 

the temperature, as if an average over 

temperatures is actually a temperature itself, 

and as if the out-of-equilibrium climate 

system has only one temperature. But an 
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average of temperature data sampled from a 

non-equilibrium field is not a temperature. 

Moreover, it hardly needs stating that the 

Earth does not have just one temperature. It 

is not in global thermodynamic equilibrium – 

neither within itself nor with its 

surroundings. It is not even approximately so 

for the climatological questions asked of the 

temperature field. 

Essex et al. (2007) conclude, “there is no 

physically meaningful global temperature for the 

Earth in the context of the issue of global warming.” 

The method of deriving a global average 

temperature must be arbitrary since there is an 

infinite number of ways it could be calculated from 

observational data. Temperatures could be weighed 

based on the size of the area sampled, but since 

weather stations are not evenly distributed around the 

world, the result could be a few dozen stations having 

more influence on the global or regional “average” 

than hundreds or thousands of other stations, 

something McLean (2018) in fact observed in the 

HadCRUT dataset. Efforts to manipulate and 

“homogenize” divergent datasets, fill in missing data, 

remove outliers, and compensate for changes in 

sampling technology are all opportunities for 

subjective or just poor decision-making. 

The resulting number is an accounting fiction 

with no real-world counterpart, and therefore is not 

subject to experimentation or falsification. Essex et 

al. (2007) write, “The resolution of this paradox is 

not through adoption of a convention. It is resolved 

by recognizing that it is an abuse of terminology to 

use the terms ‘warming’ and ‘cooling’ to denote 

upward or downward trends in averages of 

temperature data in such circumstances. Statistics 

might go up or down, but the system itself cannot be 

said to be warming or cooling based on what they do, 

outside of special circumstances.” 

Why was the attempt made to infer a single 

temperature to the planet’s atmosphere in the first 

place? The answer can be found in Chapter 1, where 

the concept of “seeing like a state” was discussed. 

Governments need to assign numbers to the things 

they seek to regulate or tax. Complex realities must be 

simplified at the cost of misrepresentation and 

outright falsification to produce the stylized facts that 

can be used in legislation and then in regulations. 

Saying the world has a single temperature – 14.9°C 

(58.82°F) in 2017, according to NASA’s Goddard 

Institute for Space Studies (Hansen et al., 2018) – 

violates many of the principles of the Scientific 

Method, but it fills a need expressed by government 

officials at the United Nations and in many of the 

world’s capitols. 
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2.2.2 General Circulation Models 

General circulation models (GCMs) are 

unable to accurately depict complex climate 

processes. They do not accurately hindcast or 

forecast the climate effects of anthropogenic 

greenhouse gas emissions. 

 

Working Group III of the IPCC says without 

mitigation, “global mean surface temperature 

increases in 2100 from 3.7°C to 4.8°C compared to 

pre-industrial levels” (IPCC, 2014., p. 8). To arrive at 

this forecast, the IPCC relies on computer models 

called general circulation models (GCMs). Relatively 

few people in the climate science community are 

experts in building, “tuning,” and operating such 

models, and so the rest of the community accepts 

their outputs on faith. This is a mistake. Like the 

history of the flawed HadCRUT temperature record 

told in the previous section, an examination of how 

GCMs are created and operate reveals why they are 

unreliable.  

 

 

The Map Is Not the Territory 

Specialized models, which try to model reasonably 

well-understood processes like post-glacial rebound 

(PGR) and radiation transport, are useful because the 

processes they model are manageably simple and 

well-understood. Weather forecasting models are also 

useful, even though the processes they model are 

very complex and poorly understood, because the 

models’ short-term predictions can be repeatedly 

tested, allowing the models to be validated and 

refined. But more ambitious models like GCMs, 

which attempt to simulate the combined effects of 

many poorly understood processes, over time periods 

much too long to allow repeated testing and 

refinement, are of dubious utility. 

Lupo et al. (2013) present a comprehensive 

critique of GCMs in Chapter 1 of Climate Change 

Reconsidered II: Physical Science. The authors write, 

“scientists working in fields characterized by 

complexity and uncertainty are apt to confuse the 

output of models – which are nothing more than a 

statement of how the modeler believes a part of the 

world works – with real-world trends and forecasts 

(Bryson, 1993). Computer climate modelers 

frequently fall into this trap and have been severely 

criticized for failing to notice their models fail to 

replicate real-world phenomena by many scientists, 

including Balling (2005), Christy (2005), Essex and 

McKitrick (2007), Frauenfeld (2005), Michaels 

(2000, 2005, 2009), Pilkey and Pilkey-Jarvis (2007), 

Posmentier and Soon (2005), and Spencer (2008).” 

Confusing models for the real world they are 

meant to represent is part of the fallacy of a single 

world temperature discussed by Essex et al. (2007) 

earlier in this section. Similarly, Jaynes (2003) 

writes, 

Common language, or at least, the English 

language, has an almost universal tendency 

to disguise epistemological statements by 

putting them into a grammatical form which 

suggests to the unwary an ontological 

statement. A major source of error in current 

probability theory arises from an unthinking 
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failure to perceive this. To interpret the first 

kind of statement in the ontological senses is 

to assert that one’s own private thoughts and 

sensations are realities existing externally in 

Nature. We call this the “Mind Projection 

Fallacy,” and note the trouble it causes many 

times in what follows (p. 116).  

Mind Projection Fallacy leads to circular 

arguments. Modelers assume a CO2 increase causes a 

temperature increase and so they program that into 

their models. When asked how they know this 

happens they say the model shows it, or other models 

(similarly programmed) show it, or their model 

doesn’t work unless CO2 is assumed to increase 

temperatures. Modelers may get the benefit of doubt 

from their colleagues and policymakers owing to the 

complexity of models and the expense of the 

supercomputers needed to run them. This does not 

make them accurate maps of a highly complex 

territory. 

Citing a book by Solomon (2008), Lupo et al. 

(2013) provided the following sample of informed 

opinion regarding the utility of GCMs: 

 

 Dr. Freeman Dyson, professor of physics at the 

Institute for Advanced Study at Princeton 

University and one of the world’s most eminent 

physicists, said the models used to justify global 

warming alarmism are “full of fudge factors” and 

“do not begin to describe the real world.”  

 Dr. Zbigniew Jaworowski, chairman of the 

Scientific Council of the Central Laboratory for 

Radiological Protection in Warsaw and a 

world-renowned expert on the use of ancient ice 

cores for climate research, said the United 

Nations “based its global-warming hypothesis on 

arbitrary assumptions and these assumptions, it is 

now clear, are false.”  

 Dr. Hendrik Tennekes, director of research at the 

Royal Netherlands Meteorological Institute, said 

“there exists no sound theoretical framework for 

climate predictability studies” used for global 

warming forecasts.  

 Dr. Antonino Zichichi, emeritus professor of 

physics at the University of Bologna, and former 

president of the European Physical Society, said 

global warming models are “incoherent and 

invalid.” 

Dyson (2007) writes, “I have studied the climate 

models and I know what they can do. The models 

solve the equations of fluid dynamics, and they do a 

very good job of describing the fluid motions of the 

atmosphere and the oceans. They do a very poor job 

of describing the clouds, the dust, the chemistry, and 

the biology of fields and farms and forests. They do 

not begin to describe the real world that we live in.” 

More recently, Hedemann et al. (2017) examined 

why climate models failed to predict the 

“surface-warming hiatus” of the early twenty-first 

century, reporting that other researchers identify 

model errors in external forcing and heat 

rearrangements in the ocean. The authors write, “we 

show that the hiatus could also have been caused by 

internal variability in the top-of-atmosphere energy 

imbalance. Energy budgeting for the ocean surface 

layer over a 100-member historical ensemble reveals 

that hiatuses are caused by energy-flux deviations as 

small as 0.08 W m
−2

, which can originate at the top of 

the atmosphere, in the ocean, or both. Budgeting with 

existing observations cannot constrain the origin of 

the recent hiatus, because the uncertainty in 

observations dwarfs the small flux deviations that 

could cause a hiatus.” 

Coats and Karnauskas (2018) studied whether 

climate models could hindcast historical trends in the 

tropical Pacific zonal sea surface temperature 

gradient (SST gradient) using 41 climate models (83 

simulations) and five observational datasets. They 

found “None of the 83 simulations have a positive 

trend in the SST gradient, a strengthening of the 

climatological SST gradient with more warming in 

the western than eastern tropical Pacific, as large as 

the mean trend across the five observational data sets. 

If the observed trends are anthropogenically forced, 

this discrepancy suggests that state‐of‐the‐art climate 

models are not capturing the observed response of the 

tropical Pacific to anthropogenic forcing, with serious 

implications for confidence in future climate 

projections.” They conclude, “the differences in SST 

gradient trends between climate models and 

observational data sets are concerning and motivate 

the need for process‐level validation of the 

atmosphere‐ocean dynamics relevant to climate 

change in the tropical Pacific.” 

Dommenget and Rezny (2017) observe that 

“state‐of‐the‐art coupled general circulation models 

(CGCMs) have substantial errors in their simulations 

of climate. In particular, these errors can lead to large 

uncertainties in the simulated climate response (both 

globally and regionally) to a doubling of CO2.” The 
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authors use the Globally Resolved Energy Balance 

(GREB) model to test the impact of “tuning” and find 

“While tuning may improve model performance 

(such as reproducing observed past climate), it will 

not get closer to the ‘true’ physics nor will it 

significantly improve future climate change 

projections. Tuning will introduce artificial 

compensating error interactions between submodels 

that will hamper further model development.” 

Stouffer et al. (2017) present a progress report on 

the Coupled Model Intercomparison Project 

(CMIP5), the international partnership created to 

achieve consensus on GCMs for the IPCC. They 

offer a frank assessment of the shortcomings of the 

models: “The quantification of radiative forcings and 

responses was poor, and thus it requires new methods 

and experiments to address this gap. There are a 

number of systematic model biases that appear in all 

phases of CMIP that remain a major climate 

modeling challenge. These biases need increased 

attention to better understand their origins and 

consequences through targeted experiments. 

Improving understanding of the mechanisms’ 

underlying internal climate variability for more 

skillful decadal climate predictions and long-term 

projections remains another challenge for CMIP6.” 

 

 

Hindcasting Failure 

There is a relatively simple test of the accuracy of 

GCMs: run them over a historical interval to see if 

they can “hindcast” temperature anomalies 

(departures from an average) recorded in real-world 

observations. This should be an easy test to pass 

since the models are “parameterized” to approximate 

the historical temperature record. (Parameterization is 

the topic of the next section.) But when this is done, a 

large and growing divide between the climate model 

simulations and real-world observations is observed 

(Douglass, Pearson, and Singer, 2004; Singer, 2011; 

Singer, 2013).  

Christy (2017) performed a test of 102 model 

runs conducted by GCMs in the CMIP5 against 

actual temperature observations for the period 1979–

2016. Figure 2.2.2.1 shows his results. 

Christy’s graph shows the growing distance 

between computer models and observational data 

from three independent data sources. Almost without 

exception, the models “run hot,” predicting more 

warming than satellite and weather balloons observe. 

Christy (2017) summarizes the findings: 

 

The scientific conclusion here, if one follows 

the Scientific Method, is that the average 

model trend fails to represent the actual trend 

of the past 38 years by a highly significant 

amount. As a result, applying the traditional 

Scientific Method, one would accept this 

failure and not promote the model trends as 

something truthful about the recent past or 

the future. 

 

More recently, McKitrick and Christy (2018) 

tested the ability of GCMs to predict temperature 

change in the tropical 200‐ to 300‐hPa layer 

(hectopascals, or hPa, is a measure of atmospheric 

pressure) over the past 60 years, saying this 

constitutes a strong test of the global warming 

hypothesis because it meets the four criteria of a valid 

test: measurability, specificity, independence, and 

uniqueness. The researchers used model runs using 

the IPCC’s Representative Concentration Pathway 

4.5, which employs the best estimate of historical 

forcings through 2006 and anticipated forcings 

through 2100. (See Section 8.2.1 of Chapter 8 for a 

discussion of the IPCC’s emission scenarios.) 

According to McKitrick and Christy (2018), “the 

models project on average that the total amount of 

warming in the target zone since 1958 should have 

been about 2°C by now, a magnitude well within 

observational capability, and that the trends should be 

well established, thus specifying both the magnitude 

and a timescale” (p. 531). They continue, 

“simulations in the IPCC AR4 Chapter 9 indicate 

that, within the framework of mainstream GCMs, 

greenhouse forcing provides the only explanation for 

a strong warming trend in the target region” (p. 532). 

They use a 60-year temperature record composed 

from radiosondes (instruments carried up into the 

atmosphere by weather balloons that measure 

pressure, temperature, and relative humidity) for the 

period 1958–2017. Figure 2.2.2.2 shows their results. 

McKitrick and Christy (2018) also conduct a 

statistical test (the Vogelsang-Frances F-Test) to 

determine whether the average temperature 

prediction of the 102 model runs for the 200- to 300 

hPa layer of the atmosphere is statistically different 

from the average observed temperature. The results 

are reproduced below as Figure 2.2.2.3. The authors 

summarize their findings: “The mean restricted trend 

(without a break term) is 0.325 ± 0.132°C per decade 

in the models and 0.173 ± 0.056°C per decade in the 

observations. With a break term included they are 

0.389 ± 0.173°C per decade (models) and 

0.142 ± 0.115°C per decade (observed).” In other  
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Figure 2.2.2.1 
Climate model forecasts versus observations, 1979–2016 

 
 
Five-year averaged values of annual mean (1979–2016) tropical bulk TMT as depicted by the average of 102 IPCC 
CMIP5 climate models (red) in 32 institutional groups (dotted lines). The 1979–2016 linear trend of all time series 
intersects at zero in 1979. Observations are displayed with symbols: green circles – average of four balloon 
datasets, blue squares – 3 satellite datasets and purple diamonds – 3 reanalyses. The last observational point at 
2015 is the average of 2013–2016 only, while all other points are centered, 5-year averages. Source: Christy, 
2017. 
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Figure 2.2.2.2 

A test of the tropical 200‐ to 300‐hPa layer of atmosphere warming rate in climate models 
versus observations 

 
 

Light red dots show the complete year‐by‐year array of individual anomaly values from CMIP5. Red line is the 
annual mean of CMIP5 anomalies. Blue line is the mean of the three observational series, which are shown 

individually as blue dots. These are positioned so that the year‐by‐year observational mean starts at the same 
value as the corresponding model mean. Source: McKitrick and Christy, 2018, Figure 3, p. 531. 
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Figure 2.2.2.3 
Test of statistical significance of difference between climate models and observations in tropical 

200‐ to 300‐hPa layer of the atmosphere 
 

 
 
Trend magnitudes (red circles) and 95% confidence intervals (vertical red lines) for 102 values from CMIP5. 
Observed average trend (blue dashed line) and confidence intervals (vertical blue lines) for average of three 
observational series (RAOBCORE, RICH, and RATPAC). Numbers in upper left corner indicate number of model 
trends (out of 102) that exceed observed average trend. Source: McKitrick and Christy, 2018, Figure 4, p. 531. 

 
 

words, the models run hot by about 0.15°C per 

decade (0.325 – 0.173) and predict nearly twice as 

much warming in this area of the atmosphere as 

actually occurred (0.325 / 0.173) during the past 60 

years. 

Other scientists have confirmed the failure of 

GCMs to make accurate hindcasts. Green et al. 

(2009) found that when applied to the period of 

industrialization from 1850 to 1974, the IPCC 

projection of 3°C per century of warming from 

human carbon dioxide emissions resulted in errors 

that were nearly 13 times larger than those from 

forecasting no change in global mean temperatures 

for horizons of 91 to 100 years ahead. Monckton et 

al. (2015) found almost without exception, the 

models “run hot,” predicting more warming than 

satellite and weather balloons observe. Idso and Idso 

(2015) write, “we find (and document) a total of 

2,418 failures of today’s top-tier climate models to 

accurately hindcast a whole host of climatological 

phenomena. And with this poor record of success, 

one must greatly wonder how it is that anyone would 

believe what the climate models of today project 

about earth’s climate of tomorrow, i.e., a few decades 

to a century or more from now.”  

Kravtsov (2017) notes, “identification and 

dynamical attribution of multidecadal climate 

undulations to either variations in external forcings or 

to internal sources is one of the most important topics 

of modern climate science, especially in conjunction 

with the issue of human-induced global warming.” 

Using ensembles of twentieth century climate 

simulations in an attempt to isolate the forced signal 

and residual internal variability in observed and 

modeled climate indices, they found “the observed 

internal variability … exhibits a pronounced 

multidecadal mode with a distinctive spatiotemporal 

signature, which is altogether absent in model 

simulations” (italics added).  

Roach et al. (2018) compared satellite 

observations with model simulations of the 

compactness of Antarctic sea ice and the regional 
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distribution of sea ice concentration and found “the 

simulation of Antarctic sea ice in global climate 

models often does not agree with observations. … 

As a fraction of total sea ice extent, models simulate 

too much loose, low-concentration sea ice cover 

throughout the year, and too little compact, 

high-concentration cover in the summer.” Scanlon et 

al. (2018) tested the ability of seven GCMs to 

accurately hindcast land water storage using data 

from three Gravity Recovery and Climate 

Experiment (GRACE) satellite solutions in 186 river 

basins (∼60% of global land area). They found 

“medians of modeled basin water storage trends 

greatly underestimate GRACE-derived large 

decreasing (≤ −0.5 km
3
/y) and increasing (≥ 0.5 

km
3
/y) trends. Decreasing trends from GRACE are 

mostly related to human use (irrigation) and climate 

variations, whereas increasing trends reflect climate 

variations.” Specifically, the GRACE satellite 

detected a large increasing trend in the Amazon while 

most models estimate decreasing trends, and global 

land water storage trends are positive for GRACE but 

negative for models. They conclude, “The inability of 

models to capture large decadal water storage trends 

based on GRACE indicates that model projections of 

climate and human-induced water storage changes 

may be underestimated.” 

Of the 102 model runs considered by Christy and 

McKitrick, only one comes close to accurately 

hindcasting temperatures since 1979: the INM-CM4 

model produced by the Institute for Numerical 

Mathematics of the Russian Academy of Sciences 

(Volodin and Gritsun, 2018). That model projects 

only 1.4°C warming by the end of the century, 

similar to the forecast made by the Nongovernmental 

International Panel on Climate Change (NIPCC, 

2013) and many scientists, a warming only one-third 

as much as the IPCC forecasts. Commenting on the 

success of the INM-CM model compared to the 

others (as shown in an earlier version of the Christy 

graphic), Clutz (2015) writes, 

(1) INM-CM4 has the lowest CO2 forcing 

response at 4.1K for 4xCO2. That is 37% 

lower than multi-model mean. 

(2) INM-CM4 has by far the highest climate 

system inertia: Deep ocean heat capacity in 

INM-CM4 is 317 W yr m
-2

 K
-1

, 200% of the 

mean (which excluded INM-CM4 because it 

was such an outlier).  

(3) INM-CM4 exactly matches observed 

atmospheric H2O content in lower 

troposphere (215 hPa), and is biased low 

above that. Most others are biased high. 

So the model that most closely reproduces 

the temperature history has high inertia from 

ocean heat capacities, low forcing from CO2 

and less water for feedback. Why aren’t the 

other models built like this one? 

 

Parameterization 

Weather is defined as the instantaneous state and/or 

conditions of the atmosphere. Climate is the 

long-term mean state of the atmospheric conditions, 

including the variability, extremes, and recurrence 

intervals, for at least a 30-year period. While these 

definitions suggest weather and climate are different, 

each is governed by the same underlying physical 

causal factors. These factors are represented by seven 

mathematical equations referred to as the “primitive 

equations,” which form the dynamic core of 

computer models that attempt to make both weather 

forecasts and climate projections. Primitive equations 

represent physical processes for which there are no 

precise formulations that allow for accurate 

predictions – processes such as cloud formation, heat 

exchange between Earth’s surface and the 

atmosphere, precipitation generation, and solar 

radiation. Therefore, the variables in the equations 

must be represented by “parameterizations” or 

ranges.  

Computer modelers “tune” these parameters until 

they get an answer that matches observations or the 

expectations of the modelers or their peers or funders. 

An international team of GCM modelers led by 

Frédéric Hourdin, senior research scientist at the 

French National Center for Scientific Research 

(CNRS), revealed how model tuning works in an 

extraordinary article published in 2017 (Hourdin et 

al. 2017). The authors are high-ranking modelers and 

yet are frank about the shortcomings of models. They 

write,  

Climate model tuning is a complex process 

that presents analogy with reaching harmony 

in music. Producing a good symphony or 

rock concert requires first a good 

composition and good musicians who work 

individually on their score. Then, when 

playing together, instruments must be tuned, 

http://tornado.sfsu.edu/Geosciences/classes/e465/PE_Equations/Primitive_equations.html
http://tornado.sfsu.edu/Geosciences/classes/e465/PE_Equations/Primitive_equations.html
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which is a well-defined adjustment of wave 

frequencies that can be done with the help of 

electronic devices. But the orchestra harmony 

is reached also by adjusting to a common 

tempo as well as by subjective combinations 

of instruments, volume levels, or musicians’ 

interpretations, which will depend on the 

intention of the conductor or musicians.  

When gathering the various pieces of a 

model to simulate the global climate, there 

are also many scientific and technical issues, 

and tuning itself can be defined as an 

objective process of parameter estimation to 

fit a predefined set of observations, 

accounting for their uncertainty, and a 

process that can be engineered. However, 

because of the complexity of the climate 

system and of the choices and approxi- 

mations made in each submodel, and because 

of priorities defined in each climate center, 

there is also subjectivity in climate model 

tuning (Tebaldi and Knutti 2007) as well as 

substantial know how from a limited number 

of people with vast experience with a 

particular model (p. 590). 

How does “harmony … reached also by adjusting 

to a common tempo” comply with Armstrong and 

Green’s (2018) list of requirements imposed on 

researchers by the Scientific Method? Instead of 

seeking an important problem and being “skeptical 

about findings, theories, policies, methods, and data, 

especially absent experimental evidence,” modelers 

adjust, calibrate, and change their methods and 

findings to be in “harmony” with others. Engineering 

a research project to fit a predefined set of 

observations does not sound like addressing the 

problem impartially. And rather than “exercising 

control over all aspects of your study,” as Armstrong 

and Green counsel, modelers play a score written by 

others, surrendering control over their studies to a 

leader who has “vast experience with a particular 

model.”  

“Once a model configuration is fixed,” Hourdin 

et al. (2017) continue, “tuning consists of choosing 

parameter values in such a way that a certain measure 

of the deviation of the model output from selected 

observations or theory is minimized or reduced to an 

acceptable range” (p. 591). One must ask, who 

determines the acceptable range? Is that range 

determined by the IPCC or other political and 

scientific organizations? What are their conflicts of 

interest? 

“Energy balance tuning,” Hourdin et al. (2017) 

write, is “crucial since a change by 1 Wm
2
 of the 

global energy balance typically produces a change of 

about 0.5 – 1.5 K in the global-mean surface 

temperature in coupled simulations depending on the 

sensitivity of the given model” (pp. 592–3). One can 

only take from this that variables involving the 

atmosphere’s energy balance are tweaked to make 

sure the resulting surface temperature forecast is in 

“an acceptable range.” Is that range the IPCC’s latest 

estimate of climate sensitivity or future warming? 

Information used to support parameterization, 

Hourdin et al. (2017) write, “can come from theory, 

from a back-of-the-envelope estimate, from 

numerical experiments … or from observations” (p. 

593). Promising theories and hypotheses can be 

derived from such myriad and sundry sources, but 

setting the parameters of computer models running 

on supercomputers and used to set national and 

international policies is a different matter. Is there 

really no quality control on such ad hoc justifications 

for tuning models? The authors admit that “although 

tuning is an efficient way to reduce the distance 

between model and selected observations, it can also 

risk masking fundamental problems and the need for 

model improvements” (p. 595). Indeed. 

Voosen (2016) also reports on the use of tuning 

in climate models but blames climate “skeptics” for 

the secrecy surrounding it. He writes, “Climate 

models render as much as they can by applying the 

laws of physics to imaginary boxes tens of kilometers 

a side. But some processes, like cloud formation, are 

too fine-grained for that, and so modelers use 

‘parameterizations’: equations meant to approximate 

their effects. For years, climate scientists have tuned 

their parameterizations so that the model overall 

matches climate records. But fearing criticism by 

climate skeptics, they have largely kept quiet about 

how they tune their models, and by how much.” 

Given the sausage factory-like environment of 

climate modeling presented by Hourdin et al. (2017), 

the “skeptics” are right to criticize.  

If natural climate forcings and feedbacks are not 

well understood, then GCMs become little more than 

an exercise in curve-fitting, changing parameters 

until the outcomes match the modeler’s expectations. 

As John von Neumann is reported to have once said, 

“with four parameters I can fit an elephant, and with 

five I can make him wiggle his trunk” (Dyson, 2004). 

Of course, conscientious modelers try to avoid 

abusing their control over parameters, but GCMs 
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provide so much room for subjective judgements that 

even subconscious bias produces big differences in 

model outputs. The Scientific Method is meant to 

protect scientists from such temptation.  

 

 

Other Specific Shortcomings 

The key failure of the climate models is the inability 

to reproduce warm phases that have repeatedly 

occurred in a natural way over the past 10,000 years. 

The models do not contain a meaningful natural 

climatic driver mechanism, as all natural climate 

drivers (e.g. sun, volcanoes) are deliberately set to 

nearly zero. Models without significant natural 

climate drivers are clearly unable to reproduce the 

natural temperature perturbations of the pre-industrial 

past 10,000 years. Climate models need to first pass 

their hindcast calibration test before they can be said 

to accurately model present and future climate.  

Many important elements of the climate system, 

including atmospheric pressure, wind, clouds, the 

distribution of water vapor and carbon dioxide, the 

condensation of water vapor at ground level, the solar 

wind, aerosol concentration and distribution, dust 

concentration and distribution, and the reflectivity of 

snow and ice are highly uncertain. Lupo et al. (2013) 

cite extensive scholarly research on the following 

specific problems with climate models: 

 

 Climate models underestimate surface 

evaporation caused by increased temperature by a 

factor of 3, resulting in a consequential 

under-estimation of global precipitation. 

 Climate models inadequately represent 

aerosol-induced changes in infrared (IR) 

radiation, despite studies showing different 

mineral aerosols (for equal loadings) can cause 

differences in surface IR flux between 7 and 25 

Wm
-2

. 

 Limitations in computing power restrict climate 

models from resolving important climate 

processes; low-resolution models fail to capture 

many important regional and lesser-scale 

phenomena such as clouds. 

 Model calibration is faulty, as it assumes all 

temperature rise since the start of the Industrial 

Revolution has resulted from human activities; in 

reality, major anthropogenic emissions 

commenced only in the mid-twentieth century 

and there is no reason to assume the temperature 

increase since then is entirely due to human 

activity. 

 Internal climate oscillations (AMO, PDO, etc.) 

are major features of the historic temperature 

record; climate models simulate them very 

poorly. 

 Climate models fail to incorporate the effects of 

variations in solar magnetic field or in the flux of 

cosmic rays, both of which are known to 

significantly affect climate. 

Christy and McNider (2017) observe, “the 

mismatch since 1979 between observations and 

CMIP5 model values suggests that excessive 

sensitivity to enhanced radiative forcing in the 

models can be appreciable. The tropical region is 

mainly responsible for this discrepancy suggesting 

processes that are the likely sources of the extra 

sensitivity are (a) the parameterized hydrology of the 

deep atmosphere, (b) the parameterized 

heat-partitioning at the ocean atmosphere interface 

and/or (c) unknown natural variations.” 

According to Legates (2014, p. 1,165), 

GCMs simply cannot reproduce some very 

important phenomena. For example, 

hurricanes and most other forms of severe 

weather (e.g., nor’easters, tornadoes, and 

thunderstorms) cannot be represented in a 

GCM owing to the coarse spatial resolution. 

Other more complex phenomena resulting 

from interactions among the elements that 

drive the climate system may be limited or 

even not simulated at all. Phenomena such as 

the Pacific Decadal Oscillation, the Atlantic 

Multidecadal Oscillation, and other complex 

interrelationships between the ocean and the 

atmosphere, for example, are inadequately 

reproduced or often completely absent in 

climate model simulations. Their absence 

indicates a fundamental flaw exists in either 

our understanding of the climate system, the 

mathematical parameterization of the 

process, the spatial and temporal limitations 

imposed by finite computational power, or a 

combination of all three. 

* * * 
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The outputs of GCMs are only as reliable as the 

data and theories “fed” into them, which scientists 

widely recognize as being seriously deficient (Bray 

and von Storch, 2016; Strengers, et al., 2015). The 

utility and skillfulness of computer models are 

dependent on how well the processes they model are 

understood, how faithfully those processes are 

simulated in the computer code, and whether the 

results can be repeatedly tested so the models can be 

refined (Loehle, 2018). To date, GCMs have failed to 

deliver on each of these counts. 

 Clutz (2015), observing how the Russian 

INM-CM4 climate model most closely reproduces 

the temperature history since 1850 by incorporating 

“high inertia from ocean heat capacities, low forcing 

from CO2 and less water for feedback,” then asked, 

“Why aren’t the other models built like this one?” 

Why indeed? Unless, as was the case with 

HadCRUT’s flawed temperature record, the purpose 

of most GCMs is not to accurately model the real 

climate, but rather to present an image of the climate 

that meets the needs of the world’s political leaders. 

In this case, the map is definitely not the territory. 
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2.2.3 Climate Sensitivity  

Estimates of equilibrium climate sensitivity 

(the amount of warming that would occur 

following a doubling of atmospheric CO2 

level) range widely. The IPCC’s estimate is 

higher than many recent estimates. 
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Climate sensitivity is a metric used to characterize 

the response of the global climate system to a given 

forcing. A forcing, in turn, is a chemical or physical 

process that alters Earth’s radiative equilibrium, 

causing temperatures to rise or fall. Equilibrium 

climate sensitivity (ECS) is broadly defined as the 

global mean surface temperature change following a 

doubling of atmospheric CO2 concentration and 

following the passage of time (possibly centuries) 

required for the atmosphere and oceans to return to 

equilibrium. Transient climate sensitivity (TCS) is 

surface temperature change occurring at the time of 

CO2 doubling over a period of 70 years (IPCC, 2013, 

p. 82). Both metrics typically assume a pre-industrial 

level of CO2 as the basis of the calculation (e.g., 280 

ppm x 2 = 560 ppm). 

The current controversy over man-made global 

warming originated in a 1979 report published by the 

U.S. National Academy of Sciences called the 

Charney Report (NRC, 1979). The authors conceded 

the increase in temperatures from a doubling of 

atmospheric CO2 would be modest, probably not 

measurable at that time. However, they speculated 

that with water vapor feedback, a doubling of CO2 

would increase atmospheric temperatures sufficiently 

to result in an increase of surface temperatures by 3 ± 

1.5°C. The Charney Report overruled the simple 

physics calculations of Rasool and Schneider (1971) 

that had estimated an ECS of 0.6°C (upped to 0.8°C 

with a simple H2O feedback).  

In the Working Group I contribution to the 

IPCC’s Fifth Assessment Report (AR5), the IPCC 

claims an ECS in “a range of 2°C to 4.5°C, with the 

CMIP5 model mean at 3.2°C” (IPCC, 2013, p. 83). 

This is at odds with the Summary for Policymakers 

of the same volume, which gives an ECS “in the 

range 1.5°C to 4.5°C” and says in a footnote on the 

same page, “No best estimate for equilibrium climate 

sensitivity can now be given because of a lack of 

agreement on values across assessed lines of 

evidence and studies” (p. 16). Either estimate is 

indistinguishable from the one in the Charney report 

issued three decades earlier, illustrating the lack of 

progress made on this key issue of climate science.   

 

 

The IPCC’s ECS Is Too High 

The IPCC’s estimate is higher than many estimates 

appearing in the scientific literature, especially those 

appearing most recently. Christy and McNider 

(2017), relying on the latest satellite temperature 

data, write, “If the warming rate of +0.096 K dec
−1

 

represents the net TLT  response to increasing 

greenhouse radiative forcings, this implies that the T 

LT tropospheric transient climate response (ΔT LT  at 

the time CO2 doubles) is +1.10 ± 0.26 K which is 

about half of the average of the IPCC AR5 climate 

models of 2.31 ± 0.20 K. Assuming that the net 

remaining unknown internal and external natural 

forcing over this period is near zero, the mismatch 

since 1979 between observations and CMIP-5 model 

values suggests that excessive sensitivity to enhanced 

radiative forcing in the models can be appreciable.” 

Figure 2.2.3.1 presents a visual representation of 

estimates of climate sensitivity appearing in scientific 

research papers published between 2011 and 2016. 

According to Michaels (2017), the climate 

sensitivities reported in the literature average ~2.0°C 

(median) with a range of ~1.1°C (5
th
 percentile) and 

~3.5°C (95th percentile). The median is more than 

one-third lower than the estimate used by the IPCC. 

The IPCC ignores mounting evidence that 

climate sensitivity to CO2 is much lower than its 

models assume. Monckton et al. (2015) cited 27 

peer-reviewed articles “that report climate sensitivity 

to be below current central estimates.” Their list of 

sources appears in Figure 2.2.3.2. 
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Figure 2.2.3.1 
Equilibrium climate sensitivity estimates from scientific research since 2011 (colored),  
compared to Roe and Baker (2007) (black) 
 

 
 

Arrows represent the 5% to 95% confidence bounds for estimates of climate sensitivity released since 
2011. Colored vertical lines show the best estimate of climate sensitivity (median of each probability 
density function or the mean of multiple estimates). Ring et al. (2012) present four estimates of the climate 
sensitivity, and the red box encompasses those estimates. Spencer and Braswell (2013) produce a single 
ECS value best-matched to ocean heat content observations and internal radiative forcing. Keep in mind 
that all of these confidence bounds represent spreads about a model mean, and are therefore statements 
of precision rather than of accuracy. Citations to each of these studies appear in the references section 
below. Source: Michaels, 2017, p. 6.  
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Figure 2.2.3.2 
Research finding climate sensitivity is less than assumed by the IPCC 
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Uncertainty 

No one actually knows the “true” climate sensitivity 

value because it is, like so many numbers in the 

climate change debate, a stylized fact: a single 

number chosen for the sake of convenience by those 

who make their living modeling climate change or 

advocating for government action to slow or stop it. 

The number is inherently uncertain for much the same 

reason it is impossible to know how much CO2 is 

emitted into the atmosphere or how much of it stays 

there, which is the enormous size of natural processes 

relative to the “human signal” caused by our CO2 

emissions. Pindyck (2013) offers some insight with 

respect to the problems posed by climate feedbacks: 

Here is the problem: the physical 

mechanisms that determine climate 

sensitivity involve crucial feedback loops, 

and the parameter values that determine the 

strength (and even the sign) of those 

feedback loops are largely unknown, and for 

the foreseeable future may even be 

unknowable. This is not a shortcoming of 

climate science; on the contrary, climate 

scientists have made enormous progress in 

understanding the physical mechanisms 

involved in climate change. But part of that 

progress is a clearer realization that there are 

limits (at least currently) to our ability to pin 

down the strength of the key feedback loops. 

… We don’t know whether the feedback 

factor f is in fact normally distributed (nor do 

we know its mean and standard deviation). 

Roe and Baker [2007] simply assumed a 

normal distribution. In fact, in an 

accompanying article in the journal Science, 

Allen and Frame (2007) argued climate 

sensitivity is in the realm of the 

“unknowable” (pp. 865, 867). 

The IPCC acknowledges there may be natural 

variability in radiative forcing due to “solar 

variability and aerosol emissions via volcanic 

activity” and contends they “are also specified 

elements in the CMIP5 experimental protocol, but 

their future time evolutions are not prescribed very 

precisely” (IPCC, 2013, pp. 1047, 1051). Deferring 

to the GCMs on which CMIP bases its carbon cycle, 

the IPCC blandly reports that “some models include 

the effect” of solar cycles and orbital variations “but 
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most do not.” None tries to model volcanic eruptions. 

“For the other natural aerosols (dust, sea-salt, etc.), 

no emission or concentration data are recommended. 

The emissions are potentially computed interactively 

by the models themselves and many change with 

climate, or prescribed from separate model 

simulations carried out in the implementation of 

CMIP5 experiments, or simply held constant” (IPCC, 

2013, p. 1051, italics added).  

From this description it is likely that most of the 

GCMs simply assume radiative forcing in the 

atmosphere would be unchanging for decades or even 

centuries if not for anthropogenic greenhouse gas 

emissions. In light of evidence of significant natural 

variability in global average temperatures on 

geologic time scales as well as in the modern era, as 

documented in Section 2.1.2.3, that assumption is 

unrealistic, and consequently the IPCC’s estimate of 

ECS is also unrealistic. 

Earlier in the current chapter, in Section 2.1.1.3, 

profound uncertainty was documented about 

re-creations of the global average temperature record 

since 1850, including a graph by Frank (2015), who 

added the missing error bars to a graph produced by 

the Climatic Research Unit at the University of East 

Anglia. Frank also applied known sources of 

uncertainty to projections of future temperatures, 

writing, “CMIP5 climate model simulations of global 

cloud fraction reveal theory-bias error. Propagation 

of this cloud forcing error uncovers a 

[root-sum-squared-error] uncertainty 1σ ≈ ±15°C in 

centennially projected air temperature.” This single 

error is so consequential it means “causal attribution 

of warming is therefore impossible.” Frank then 

applies error bars to the projection of future global 

temperatures from NASA’s Goddard Institute for 

Space Studies (GISS). His graphic appears here as 

Figure 2.2.3.3. 

After cataloguing a series of errors and 

uncertainties in the data leading up to a finding of 

causation (or “attribution”), Frank (2015, p. 406) 

summarized his findings as follows: 

 

 

 
 

Figure 2.2.3.3 
GISS Model II projections of future global averaged surface air temperature anomalies as 
presented in 1988, (a) without and (b) with uncertainty bars 

 
 
Figure (a) is modified from Hansen, 1988 and Hansen et al.,2006; figure (b) has uncertain bars added to account 
for cloud-forcing error. Note the change in vertical scale to accommodate the uncertainty range of figure (b). 
Source: Frank, 2015, Figure 1, p. 392. 
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1. The poor resolution of present state-of-the-art 

CMIP5 GCMs means the response of the 

terrestrial climate to increased GHGs is far below 

any level of detection. 

2. The poor resolution of CMIP5 GCMs means all 

past and present projections of terrestrial air 

temperature can have revealed nothing of future 

terrestrial air temperature. 

3. The lack of any scientific content in consensus 

proxy paleo-temperature reconstructions means 

nothing has been revealed of terrestrial 

paleo-temperatures. 

4. The neglected systematic sensor measurement 

error in the global air temperature record means 

that neither the rate nor the magnitude of the 

change in surface air temperatures is knowable. 

Therefore, 

5. Detection and attribution of an anthropogenic 

cause to climate change cannot have been nor 

presently can be evidenced in climate 

observables. 

 

Researchers are continually trying to reduce the 

uncertainty described by Frank and as they do, 

estimates of ECS continue to fall. In 2016, the 

CLOUD research project being conducted by CERN 

(the European Institute for Nuclear Research) 

reported the discovery that aerosol particles can form 

in the atmosphere purely from organic vapors 

produced naturally by the biosphere (Dunne et al., 

2016). In a separate paper (Gordon et al., 2016) 

CLOUD researchers demonstrated that pure biogenic 

nucleation was the dominant source of particles in the 

pristine pre-industrial atmosphere. By raising the 

baseline aerosol state, this process significantly 

reduces the estimated aerosol radiative forcing from 

anthropogenic activities and, in turn, reduces 

modeled climate sensitivities. The researchers also 

found evidence of a much bigger role played by 

cosmic rays in cloud formation than was previously 

known, a topic covered in the next section. 

“This is a huge step for atmospheric science,” 

CLOUD lead-author Ken Carslaw told a writer for 

the research center’s newsletter, the CERN Courier 

(CERN, 2016). “It’s vital that we build climate 

models on experimental measurements and sound 

understanding, otherwise we cannot rely on them to 

predict the future. Eventually, when these processes 

get implemented in climate models, we will have 

much more confidence in aerosol effects on climate. 

Already, results from CLOUD suggest that estimates 

of high climate sensitivity may have to be revised 

downwards.” 

Abbot and Marohasy (2017) conducted signal 

analysis on six temperature proxy datasets and used 

the resulting component sine waves as input to an 

artificial neural network (ANN), a form of machine 

learning. The ANN model was used to simulate the 

late Holocene period to 1830 CE and then through the 

twentieth century. The authors report, “the largest 

deviation between the ANN projections and measured 

temperatures for six geographically distinct regions 

was approximately 0.2 °C, and from this an 

Equilibrium Climate Sensitivity (ECS) of 

approximately 0.6 °C was estimated. This is 

considerably less than estimates from the General 

Circulation Models (GCMs) used by the 

Intergovernmental Panel on Climate Change (IPCC), 

and similar to estimates from spectroscopic methods.” 

If Frank and these other researchers are correct, 

modelers should not enter into their GCMs or IAMs 

the IPCC’s TCS estimate, since it appears to be too 

high. But caution is nowhere to be found in the 

IPCC’s discussion of climate sensitivity or in the way 

it is treated in the popular press or even scholarly 

research. The IPCC’s estimate of equilibrium climate 

sensitivity of ~3.2°C for a doubling of CO2 in the 

atmosphere is accepted as if it were direct evidence 

or a finding with a high degree of certainty. It is 

incorporated into IAMs with little debate and no 

admission of its uncertainty.  

 

* * * 

 

Equilibrium climate sensitivity (ECS) is one of 

the most important variables in climate science, but it 

is also the most uncertain and possibly unknowable 

value. IPCC’s estimate of ~3.2°C is not based on 

direct evidence but on assumptions about Earth’s 

temperature record, the changing composition of its 

atmosphere, and complex interactions between the 

atmosphere and oceans that mean discerning the 

impact of a few trace gases – CO2 at 405 ppm, CH4 at 

only 1.8 ppm, and nitrous oxide at 324 ppb – is likely 

to be impossible. The current generation of GCMs 

cannot find a reliable estimate of ECS.  
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simulated with a 1D climate model. Asia-Pacific Journal of 

Atmospheric Science 50 (2): 229–37. 

van Hateren, J.H. 2012. A fractal climate response function 

can simulate global average temperature trends of the 

modern era and the past millennium. Climate Dynamics 40 

(11–12): 2651–70. 

 

2.2.4 Solar Activity 

Solar irradiance, magnetic fields, UV fluxes, 

cosmic rays, and other solar activity may have 

greater influence on climate than climate 

models and the IPCC currently assume. 

 

Solar influences on Earth’s climate are a fourth area 

of controversy in climate science. According to the 

IPCC (2013), “changes in solar irradiance are an 

important driver of climate variability, along with 

volcanic emissions and anthropogenic factors,” but 

they are considered by the IPCC to be too small to 

explain global temperature fluctuations of more than 

approximately 0.1°C between minima and maxima 

(p. 392). Solar influences, according to the IPCC, 

“cannot explain the observed increases since the late 

1970s” (Ibid.).  

Usoskin (2017) offers an excellent survey of the 

literature on solar activity. He explains, 

 

Although scientists knew about the existence 

of “imperfect” spots on the sun since the 

early seventeenth century, it was only in the 

nineteenth century that the scientific 

community recognized that solar activity 

varies in the course of an 11-year solar cycle. 

Solar variability was later found to have 

many different manifestations, including the 

fact that the “solar constant,” or the total 

solar irradiance, TSI, (the amount of total 

incoming solar electromagnetic radiation in 

all wavelengths per unit area at the top of the 

atmosphere) is not a constant. The sun 

appears much more complicated and active 

than a static hot plasma ball, with a great 

variety of nonstationary active processes 

going beyond the adiabatic equilibrium 

foreseen in the basic theory of sun-as-star. 

Such transient nonstationary (often eruptive) 

processes can be broadly regarded as solar 

activity, in contrast to the so-called “quiet” 

sun. Solar activity includes active transient 

and long-lived phenomena on the solar 

surface, such as spectacular solar flares, 

sunspots, prominences, coronal mass 

ejections (CMEs), etc. 

 

Usoskin (2017) summarizes what he calls the 

“main features … observed in the long-term 

evolution of solar magnetic activity”: 

 

 Solar activity is dominated by the 11-year 

Schwabe cycle on an interannual timescale. 

Some additional longer characteristic times can 

be found, including the Gleissberg secular cycle, 

de Vries/Suess cycle, and a quasi-cycle of 2000–

2400 years (Hallstatt cycle). However, all these 

longer cycles are intermittent and cannot be 

regarded as strict phase-locked periodicities. 

 One of the main features of long-term solar 

activity is that it contains an essential 

chaotic/stochastic component, which leads to 

irregular variations and makes solar-activity 

predictions impossible for a scale exceeding one 

solar cycle. 

 The sun spends about 70% of its time at 

moderate magnetic activity levels, about 15–20% 

of its time in a grand minimum, and about 10–

15% in a grand maximum. 

 Grand minima are a typical but rare phenomena 

in solar behavior. They form a distinct mode of 

solar dynamo. Their occurrence appears not 

periodically, but rather as the result of a chaotic 

process within clusters separated by 2000–

2500 years (around the lows of the Hallstatt 

cycle). Grand minima tend to be of two distinct 

types: short (Maunder-like) and longer 

(Spörer-like). 

 The recent level of solar activity (after the 1940s) 

was very high, corresponding to a prolonged 

grand maximum, but it has ceased to the normal 

moderate level. Grand maxima are also rare and 

irregularly occurring events, though the exact 

rate of their occurrence is still a subject of 

debates. 

With this background, we can address whether 

solar activity explains some of the climate changes 

attributed by the IPCC to anthropogenic forcing. 
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2.2.4.1 Total Solar Irradiance 

Incoming solar radiation is most often expressed as 

total solar irradiance (TSI), a measure derived from 

multi-proxy measures of solar activity. 

Measurements produced from 1979 to 2014 by the 

now defunct ACRIM satellite, one of 21 

observational components of NASA’s Earth 

Observing System, are shown in Figure 2.2.4.1.1. 

They show TSI rose and fell with solar cycles and 

ranged between 1,360 and 1,363 Wm
-2
 during the 

period 1979–2014, a variability of ~3 Wm
-2

 (ACRIM, 

n.d.). We are currently in the 24th solar cycle since 

1755, which began in December 2008 and is 

expected to end in 2019. 

The ACRIM TSI composite shows a small 

upward pattern from around 1980 to 2000, an 

increase not acknowledged by the IPCC or 

incorporated into the models on which it relies 

(Scafetta and Willson, 2014, Appendix). According 

to the ACRIM website, “gradual variations in solar 

luminosity of as little as 0.1% was the likely forcing 

for the ‘Little Ice Age’ that persisted in varying 

degree from the late 14th to the mid-19th centuries.” 

Shapiro et al. (2011) estimated the TSI change 

between the Maunder Minimum and current 

conditions may have been as large as 6 Wm
-2

. 

Egorova et al. (2018, Figure 8b) provide more 

recent and reliable estimates of about 3.7 to 4.5 Wm
-2

 

for the TSI change between the Maunder Minimum 

and recent activity minima. Those values are still 

significantly higher than those provided by the 

CMIP6 estimates (Matthes et al., 2017) expected in 

 
 
Figure 2.2.4.1.1 
Satellite measurement of total solar irradiance (TSI), 1978–2013 
 

 
Source: ACRIM. n.d. Total solar irradiance (TSI) monitoring.  

 

http://www.acrim.com/TSI%20Monitoring.htm
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the IPCC Sixth Assessment reports forthcoming in 

2021–2022. 

According to the IPCC, trends in TSI accounted 

for only +0.05 [-0.01 to +0.10] Wm
-2

 of radiative 

forcing in 2011 relative to 1750, compared to 1.68 

[1.33 to 2.03] Wm
-2

 for CO2 and 2.29 [1.13 to 3.33] 

Wm
-2

 for total anthropogenic radiative forcing 

(IPCC, 2013, p. 14, Figure SPM.5). But changes in 

solar irradiance and ultraviolet radiation could easily 

yield a larger influence on global climate than that of 

CO2. The absolute forcing of incoming solar radiation 

is approximately 340 Wm
–2

 at the top of the 

atmosphere, more than 10 times the forcing of 

atmospheric CO2, so even small changes in the 

absolute forcing of the Sun could result in values 

larger than the predicted changes in radiative forcing 

caused by increasing CO2. 

Bond et al. (2001) used an accelerator mass 

spectrometer to study ice-rafted debris found in three 

North Atlantic deep-sea sediment cores, documenting 

a characteristic temperature cyclicity with a period of 

1,000 to 2,000 years. The climatic oscillations 

coincided well with solar activity changes as 

reconstructed based on cosmogenic radionuclides in 

the Greenland ice cores (beryllium-10, 
10

Be) and 

Northern Hemispheric tree rings (carbon-14, 
14

C). 

The natural climate cycle occurred throughout the 

12,000 years of the Holocene. The last two cold and 

warm nodes of this oscillation, in the words of Bond 

et al. (2001), were “broadly correlative with the so 

called ‘Little Ice Age’ and ‘Medieval Warm Period.’” 

Bond et al. concluded, “a solar influence on climate 

of the magnitude and consistency implied by our 

evidence could not have been confined to the North 

Atlantic,” suggesting the cyclical climatic effects of 

the Sun are experienced throughout the world. Soon 

et al. (2014) provide a detailed analysis of the nature 

of the millennial and bimillennial scales of solar and 

climatic variability throughout the Holocene. 

How do the small changes in solar radiation bring 

about such significant and pervasive shifts in Earth’s 

global climate? Bond et al. (2001) describe a scenario 

whereby solar-induced changes high in the 

stratosphere are propagated downward through the 

atmosphere to Earth’s surface, provoking changes in 

North Atlantic deep water formation that alter the 

thermohaline circulation of the global ocean. They 

speculate “the solar signals thus may have been 

transmitted through the deep ocean as well as through 

the atmosphere, further contributing to their 

amplification and global imprint.” Concluding their 

landmark paper, the researchers write the results of 

their study “demonstrate that the Earth’s climate 

system is highly sensitive to extremely weak 

perturbations in the Sun’s energy output,” noting 

their work “supports the presumption that solar 

variability will continue to influence climate in the 

future.”  

Research linking changes in solar influences to 

temperature, sea-level change, precipitation patterns, 

and other climate impacts is extensive; a summary in 

Chapter 3 of Climate Change Reconsidered II: 

Physical Science (NIPCC, 2013) is more than 100 

pages long. We mention only a few recent studies 

here. One is Beer et al. (2006), who presented the 

various short- and longer-term scales of solar 

variability over the past 9,000 years. Beer et al. 

conclude that “comparison [of the solar development] 

with paleoclimatic data provides strong evidence for 

a causal relationship between solar variability and 

climate change.” 

Scafetta and West (2006a) developed two TSI 

reconstructions for the period 1900–2000, and their 

results suggest the Sun contributed 46% to 49% of 

the 1900–2000 warming of Earth, but with 

uncertainties of 20% to 30% in their sensitivity 

parameters. They say the role of the Sun in 

twentieth-century global warming has been 

significantly underestimated “because of the 

difficulty of modeling climate in general and a lack 

of knowledge of climate sensitivity to solar variations 

in particular.” They also note “theoretical models 

usually acknowledge as solar forcing only the direct 

TSI forcing,” thereby ignoring “possible additional 

climate effects linked to solar magnetic field, UV 

radiation, solar flares and cosmic ray intensity 

modulations.” In a second study published that year, 

Scafetta and West (2006b) found a “good 

correspondence between global temperature and solar 

induced temperature curves during the pre-industrial 

period, such as the cooling periods occurring during 

the Maunder Minimum (1645–1715) and the Dalton 

Minimum (1795–1825).” Scafetta has written and 

coauthored several papers finding additional evidence 

of a solar effect on climate (Scafetta, 2008, 2010, 

2012a, 2012b, 2013a, 2013b, 2016; Scafetta and 

West, 2003, 2005, 2007, 2008; Scafetta and Willson, 

2009, 2014; Scafetta et al. 2017a, 2017b). 

Shaviv (2008) found a “very clear correlation 

between solar activity and sea level” including the 

11-year solar periodicity and phase, with a 

correlation coefficient of r = 0.55. He also found “the 

total radiative forcing associated with solar cycles 

variations is about 5 to 7 times larger than those 

associated with the TSI variations, thus implying the 

necessary existence of an amplification mechanism, 
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though without pointing to which one.” Shaviv 

argues “the sheer size of the heat flux, and the lack of 

any phase lag between the flux and the driving force 

further implies that it cannot be part of an 

atmospheric feedback and very unlikely to be part of 

a coupled atmosphere-ocean oscillation mode. It must 

therefore be the manifestation of real variations in the 

global radiative forcing.” This provides “very strong 

support for the notion that an amplification 

mechanism exists. Given that the CRF [cosmic ray 

flux]/climate links predicts the correct radiation 

imbalance observed in the cloud cover variations, it is 

a favorable candidate.” Additional work by Shaviv 

and coauthors with similar results includes Shaviv 

(2005), Shaviv et al. (2014), Howard et al. (2015), 

and Benyamin et al. (2017). 

Raspopov et al. (2008), a team of eight 

researchers from China, Finland, Russia, and 

Switzerland, found an approximate 200-year cycle in 

paleoclimate reconstructions in the Central Asian 

Mountains that matches well with the solar Suess-de 

Vries cycle, suggesting the existence of a 

solar-climate connection. After reviewing additional 

sets of published palaeoclimatic data from various 

parts of the world, the researchers concluded the 

same periodicity is evident in Europe, North and 

South America, Asia, Tasmania, Antarctica, and the 

Arctic, as well as “sediments in the seas and oceans,” 

citing 20 independent research papers in support of 

this statement. They conclude there is “a pronounced 

influence of solar activity on global climatic 

processes” related to “temperature, precipitation and 

atmospheric and oceanic circulation.” 

de Jager and Duhau (2009) used “direct 

observations of proxy data for the two main solar 

magnetic field components since 1844” to derive “an 

empirical relation between tropospheric temperature 

variation and those of the solar equatorial and polar 

activities.” When the two researchers applied this 

relationship to the period 1610–1995, they found a 

rising linear association for temperature vs. time, 

upon which were superimposed “some quasi-regular 

episodes of residual temperature increases and 

decreases, with semi-amplitudes up to ~0.3°C,” and 

they note “the present period of global warming is 

one of them.” de Jager and Duhau conclude, “the 

amplitude of the present period of global warming 

does not significantly differ from the other episodes 

of relative warming that occurred in earlier 

centuries.” The late twentieth-century episode of 

relative warming is merely “superimposed on a 

relatively higher level of solar activity than the 

others,” giving it the appearance of being unique 

when it is not. 

Qian and Lu (2010) used data from a 400-year 

solar radiation series based on 
10

Be data “to analyze 

their causality relationship” with the periodic 

oscillations they had detected in the north Pacific sea 

surface temperature reconstruction. They determined 

“the ~21-year, ~115-year and ~200-year periodic 

oscillations in global-mean temperature are forced by 

and lag behind solar radiation variability,” and the 

“relative warm spells in the 1940s and the beginning 

of the 21st century resulted from overlapping of 

warm phases in the ~21-year and other oscillations.” 

They note “between 1994 and 2002 all four periodic 

oscillations reached their peaks and resulted in a 

uniquely warm decadal period during the last 1000 

years,” representing the approximate temporal 

differential between the current global warming and 

the prior Medieval Warm Period.  

Soon (2005, 2009) and with coauthors (Soon and 

Baliunas, 2003; Soon and Legates, 2013; Soon et al., 

2000, 2011) has shown close correlations between 

TSI proxy models and many twentieth-century 

climate records including temperature records of the 

Arctic and of China, the sunshine duration record of 

Japan, and the Equator-to-Pole (Arctic) temperature 

gradient record. Soon et al. (2015) show that the solar 

models used by the IPCC’s climate models were only 

a small and unrepresentative sample of the models 

published in the scientific literature. Although several 

plausible models of solar output have been proposed, 

the climate models considered only those that showed 

almost no solar variability since the nineteenth 

century (see Figure 2.2.4.1.2). The authors then show 

how solar variability reported in one ignored model 

(by Hoyt and Schatten (1993), updated by Scafetta 

and Willson (2014)) closely tracks temperatures in 

the Northern Hemisphere using a newly 

reconstructed temperature record from 1881 to 2014 

based on primarily rural temperature stations. (See 

Figure 2.2.4.1.3.) This result is especially significant 

in that Soon et al. (2015) were the first to attempt to 

avoid the known contamination of non-climatic 

factors in the surface station records around the 

world. 
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Figure 2.2.4.1.2 
Solar models considered by IPCC AR5 versus other models in the literature 

 
A. Solar models considered by the IPCC 
 

 
 

  
B. Solar models not considered by the IPCC 
 

 
 
Source: Adapted from Soon et al., 2015, Figure 8, p. 422. See original source for models cited in the figures. 
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Figure 2.2.4.1.3 
Northern Hemisphere rural temperature trends vs. solar output 
  

 
 
Red and blue represent positive and negative temperature anomalies from twentieth-century average for a 
Northern Hemisphere temperature reconstruction using primarily rural surface stations (to control for urban heat 
island effect). Dashed line is solar output according to Hoyt and Schatten (1993) as updated by Scafetta and 
Willson (2014). Source: Adapted from Soon et al., 2015, Figure 27, p. 442. 
 

 
 

Several researchers using different 

methodologies have estimated the percentage of 

global warming in the modern era that could be 

attributed to solar activity. Ollila (2017) puts the solar 

contribution to warming in 2015 at 46% and 

greenhouse gases at 37%. Harde (2017) estimates 

that CO2 contributed 40% and the Sun 60% to global 

warming over the last century. Booth (2018) 

estimates that 37% of the warming from 1980 to 

2001 was due to solar effects.  

 Some solar scientists are investigating the 

possibility of the Sun entering a grand solar 

minimum (GSM), which could manifest itself within 

two decades (Lockwood et al., 2011). How an 

approaching GSM might affect Earth’s climate is 

being studied extensively. Papers by Shindell et al. 

(2001) and others discussed the impact of past low 

solar activity on regional and global climate. During 

the last GSM, known popularly as the Maunder 

Minimum, Earth’s climate underwent what has come 

to be known in climatic terms as the Little Ice Age 

(LIA), a period that brought the coldest temperatures 

of the entire Holocene, or current interglacial, in 

which we live. Lasting about 200 years 

(approximately 1650 to 1850), the brunt of the LIA 

was felt in Europe, which experienced long and 

extreme winters and cooler summers. Soon and 

Yaskell (2003) provide a comprehensive discussion 

of the climatic impact of the Maunder Minimum. 

Whether the Sun is indeed approaching a new grand 

solar minimum, however, remains to be seen.  

 

* * * 

 

It is now fairly certain the Sun was responsible 

for creating multi-centennial global cold and warm 

periods in the past, and it is quite plausible that 

modern fluctuations in solar output are responsible 

for some part of the warming the planet experienced 

during the past century or so. Besides solar activity 

changes, other natural climate drivers such as 

volcanic eruptions and ocean cycles controlled 

pre-industrial climate change. It is likely that these 

natural drivers continue to influence modern climate, 

in addition to yet unquantifiable anthropogenic 

contributions. A detailed quantitative understanding 
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of the various climatic processes will be possible 

only once the natural background climate variability 

is fully understood and successfully calibrated with 

the known pre-industrial climate change as part of 

model hindcasts. 
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2.2.4.2 Cosmic Rays 

According to the IPCC, “cosmic rays enhance new 

particle formation in the free troposphere, but the 

effect on the concentration of cloud condensation 

nuclei is too weak to have any detectable climate 

influence during a solar cycle or over the last century 

(medium evidence, high agreement). No robust 

association between changes in cosmic rays and 

cloudiness has been identified. In the event that such 

an association existed, a mechanism other than 

cosmic ray-induced nucleation of new aerosol 

particles would be needed to explain it” (IPCC, 2013, 

p. 573). On this matter, new research has proven the 

IPCC to be wrong. 

The field of galactic cosmic ray (GCR) research 

begins with the original publication of Svensmark 

and Friis-Christensen (1997) and later developments 

are summarized well by Svensmark (2007). 

Svensmark and his colleagues at the Center for 

Sun-Climate Research of the Danish National Space 

Center experimentally determined ions released to 

the atmosphere by GCRs act as catalysts that 

significantly accelerate the formation of ultra-small 

clusters of sulfuric acid and water molecules that 

constitute the building blocks of cloud condensation 

nuclei. Svensmark also explains the complex chain of 

expected atmospheric interactions, in particular how, 

during periods of greater solar activity, greater 

shielding of Earth occurs associated with a strong 

solar magnetic field. That shielding results in fewer 

cosmic rays penetrating to the lower atmosphere of 

the Earth, resulting in fewer cloud condensation 

nuclei being produced and thus fewer and less 

reflective low-level clouds occurring. More solar 

radiation is thus absorbed at the surface of Earth, 

resulting in increasing near-surface air temperatures. 

Svensmark provides support for key elements of 

this scenario with graphs illustrating the close 

correspondence between global low-cloud amount 

and cosmic-ray counts over the period 1984–2004. 

He also notes the history of changes in the flux of 

galactic cosmic rays estimated since 1700, which 

correlates well with Earth’s temperature history over 

the same time period, starting from the latter portion 

of the Maunder Minimum (1645–1715), when 

Svensmark says “sunspots were extremely scarce and 

the solar magnetic field was exceptionally weak,” 

and continuing on through the twentieth century, over 

which last hundred-year interval, as noted by 

Svensmark, “the Sun’s coronal magnetic field 

doubled in strength.” 

Over the past two decades, several studies have 

uncovered evidence supporting several of the 

linkages described by Svensmark (e.g., Lockwood et 

al., 1999; Parker, 1999; Kniveton and Todd, 2001; 

Carslaw et al., 2002; Shaviv and Veizer, 2003; 

Veretenenko et al., 2005; Usoskin et al., 2006; 

Lockwood, 2011; Shapiro et al., 2011; Veretenenko 

and Ogurtsov, 2012; Georgieva et al., 2012). In 2016, 

CERN (the European Institute for Nuclear Research) 

confirmed one of Svensmark’s postulates when its 

large particle beam accelerator, acting on a cloud 

chamber, revealed that ions from cosmic rays 

increase the number of cloud condensation nuclei of 

sizes of at least 50 to 100 nanometers. Kirkby et al. 

(2016) write, 

We find that ions from galactic cosmic rays 

increase the nucleation rate by one to two 

orders of magnitude compared with neutral 

nucleation. Our experimental findings are 

supported by quantum chemical calculations 

of the cluster binding energies of 

representative HOMs [highly oxygenated 

molecules]. Ion-induced nucleation of pure 

organic particles constitutes a potentially 

widespread source of aerosol particles in 

terrestrial environments with low sulfuric 

acid pollution. 

The CERN experiment documents an important 

mechanism whereby cosmic rays turn small changes 

in TSI into larger effects on temperatures. The 

pre-industrial atmosphere is thought to have been 

“pristine,” without sulfuric acid caused by the 

combustion of fossil fuels. We now know cosmic 

rays were seeding clouds then, so their presence or 

absence due to variation in solar wind explains more 

of the variability in temperature observed in 

geological and historical reconstructions than 

previously thought. Commenting on the finding, 

Svensmark et al. (2017) write, “The mechanism could 

therefore be a natural explanation for the observed 

correlations between past climate variations and 

cosmic rays, modulated by either solar activity or 

caused by supernova activity in the solar 

https://link.springer.com/article/10.1007/s41116-017-0006-9
https://link.springer.com/article/10.1007/s41116-017-0006-9
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neighborhood on very long time scales where the 

mechanism will be of profound importance.” 

An active debate is taking place over the 

empirical basis for the cosmic ray-low cloud 

relationship, with scientists raising alternative 

mechanisms involving the solar wind, aurora, and 

atmospheric gravity waves (see Soon et al., 2000, 

2015; Prikryl et al., 2009a; 2009b; Scafetta 2012a, 

2012b; Scafetta and Willson, 2013a, 2013b). The flux 

of galactic cosmic rays clearly wields an important 

influence on Earth’s climate, likely much more so 

than that exhibited by the modern increase in 

atmospheric CO2. At the very least, these research 

findings invalidate the IPCC’s claim that the 

GCR-ionization mechanism is too weak to influence 

global temperatures. 
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2.2.4.3 Possible Future Impacts 

Researchers study the Sun itself as well as the 

decadal, multidecadal, centennial, and even 

millennial periods in available climate and solar 

records in order to extrapolate solar activity into the 

future. Solheim et al. (2012) found significant linear 

relationships between the average air temperature in a 

solar cycle and the length of the previous solar cycle 

for 12 of 13 weather stations in Norway and the 

North Atlantic, as well as for 60 European stations 

and for the HadCRUT3N database. For Norway and 

the other European stations, they found “the solar 

contribution to the temperature variations in the 

period investigated is of the order 40%” while “an 

even higher contribution (63–72%) is found for 

stations at the Faroe Islands, Iceland and Svalbard,” 

which they note is considerably “higher than the 7% 

attributed to the Sun for the global temperature rise in 

AR4 (IPCC, 2007).” 

Ludecke et al. (2013) considered six periodic 

components with timescales greater than 30 years in 

the composite of a six-station temperature record 

from Central Europe since about 1757, creating a 

very good reconstruction of the original instrumental 

records. They project a substantial cooling of the 

Central European temperature in the next one to two 

decades but caution their result “does not rule out a 

warming by anthropogenic influences such as an 

increase of atmospheric CO2.” In addition, climate 

system internal oscillations may play a role.  

In analyzing the global temperature data records 

(HadCRUT3 and HadCRUT4, respectively) directly, 

Loehle and Scafetta (2011) and Tung and Zhou 

(2013) conclude a large fraction of recent observed 

warming (60% over 1970–2000 and 40% over the 

past 50 years) can be accounted for by the natural 

upswing of the 60-year climatic ocean cycle during 

its warming phase. Loehle and Scafetta (2011) 

proffer that “a 21
st
 Century forecast suggests that 

climate may remain approximately steady until 

2030–2040, and may at most warm 0.5–1.0°C by 

2100 at the estimated 0.66°C/century anthropogenic 

warming rate, which is about 3.5 times smaller than 

the average 2.3°C/century anthropogenic warming 

rate projected by the IPCC up to the first decades of 

the 21
st
 century. However, additional multi-secular 

natural cycles may cool the climate further.” 

Scafetta (2016) says his 2011 temperature 

forecast “has well agreed with the global surface 

temperature data up to August 2016.” He then 

proposes “a semi-empirical climate model able to 

reconstruct the natural climatic variability since 

Medieval times. I show that this model projects a 

very moderate warming until 2040 and a warming 

less than 2°C from 2000 to 2100 using the same 

anthropogenic emission scenarios used by the CMIP5 

models. This result suggests that climatic adaptation 

policies, which are less expensive than the mitigation 

ones, could be sufficient to address most of the 

consequences of a climatic change during the 21st 

century.” 

In an independent analysis of global temperature 

data from the Climatic Research Unit (CRU) at the 

University of East Anglia and the Berkeley Earth 

Surface Temperature consortium, Courtillot et al. 

(2013) arrive at a new view of the significance of the 

60 year oscillation. They interpret the 60-year 

period found in the global surface temperature record 

as “a series of 30-yr long linear segments, with 

slope breaks (singularities) in 1904, 1940, and 

1974 (3 yr), and a possible recent occurrence at the 

turn of the 21
st
 century.” Courtillot and his colleagues 

suggest “no further temperature increase, a 

dominantly negative PDO index and a decreasing 

AMO index might be expected for the next decade or 

two.”  

By extrapolating present solar cycle patterns into 

the future, several scientists have suggested a 

planetary cooling may be expected over the next few 

decades. The Gleissberg and Suess/de Vries cycles 

will reach their low points between 2020 and 2040 at 

a level comparable to what was experienced during 

the Dalton Minimum. At that time, around 1790–

1820, global temperatures were nearly 1°C lower 

than they are today; conservatively, at least half of 

that cooling was due to a weaker Sun. Moreover, as 

Courtillot et al. (2013) noted, the Pacific Decadal 

Oscillation (PDO) is expected to be in a cool phase 
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by 2035, and the Atlantic Multidecadal Oscillation 

(AMO) will begin to drop around 2020. Such internal 

climate cycles are generally responsible for about 

0.2°C to 0.3°C of the temperature dynamic. 

Soon et al. (2015) use the new surface 

temperature record for North America they created 

using rural stations and the TSI reconstruction 

created by Hoyt and Schatten (1993) as updated by 

Scafetta and Willson (2014) to estimate a solar 

radiative forcing of 1 Wm
-2

 on average causes a 

change of 1.18°C in surface temperature. The 

warming from 1881 to 2014 is almost entirely 

explained by this forcing, leaving CO2 forcing 

responsible for a minute “residual” of approximately 

0.12°C. They calculate a doubling of CO2 from its 

current level of about 400 ppm would cause “at 

most” 0.44°C of warming (Soon et al., 2015, p. 444). 

Finally, Cionco et al. (2018) recently provided 

the first comprehensive boundary conditions for 

incoming solar radiation that fully account for both 

the correct orbital solutions (based on Cionco and 

Soon, 2017) and the intrinsic solar irradiance changes 

(Velasco Herrera et al., 2015) for the past 2,000 years 

as well as a forward projection for about 100 years 

into the future. 

 

* * * 

 

Effects of solar variations on climate are due to 

changes in radiation reaching the Earth as well as still 

poorly understood amplifier effects associated with 

cosmic rays, cloud cover, and stratospheric 

temperature changes in combination with the 

ultraviolet (UV) part of the solar spectrum. The 

CERN experiment in 2016 provided some proof of 

the mechanism for which the IPCC asked in its Fifth 

Assessment Report. Numerous case studies of the last 

decades to millennia have empirically demonstrated a 

strong link between solar activity and climate. We 

now know solar influences play a larger role in 

average surface temperature and other climate indices 

than the IPCC assumed in 2013 and most climate 

modelers still assume today. The cautions about 

avoiding or eliminating non-climatic factors in the 

world’s surface station records from Soon et al. 

(2015) are also important for IPCC authors to note. 

Estimates of climate sensitivity to a doubling of CO2 

that take the new research into account are lower, and 

so too are forecasts of future temperature increases. 

While forecasts differ and are uncertain, one clear 

conclusion is that the IPCC’s prediction of future 

warming is too high. 
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2.3 Climate Impacts 

The Working Group II contribution to the Fifth 

Assessment Report (AR5) of the United Nations’ 

Intergovernmental Panel on Climate Change (IPCC, 

2014) claims climate change causes a “risk of death, 

injury, and disrupted livelihoods” due to sea-level 

rise, coastal flooding, and storm surges; food 

insecurity, inland flooding, and negative effects on 

fresh water supplies, fisheries, and livestock; and 

“risk of mortality, morbidity, and other harms during 

periods of extreme heat, particularly for vulnerable 

urban populations” (p. 7).  

Given the uncertainty that pervades climate 

science discussed in Section 2.1, and observations 

showing less warming of the atmosphere than 

predicted by climate models discussed in Section 2.2, 

disagreement and uncertainty over the climate 

impacts of human activity can be expected. This 

section documents that uncertainty. Observational 

data on four climate impacts are surveyed here: what 

the IPCC calls “extreme weather,” melting ice, 

sea-level rise, and effects on plants. 

More than two thousand studies on these subjects 

were reviewed in the Nongovernmental International 

Panel on Climate Change’s Climate Change 

Reconsidered II: Physical Science (NIPCC, 2013) and 

Climate Change Reconsidered II: Biological Impacts 

(NIPCC, 2014). This section greatly condenses that 

literature review by leaving out descriptions of 

research methods and most studies published before 

2010. Research is typically presented in 

chronological order by publication date. Reviews of 

new research published after 2013 have been added. 

 

 

References 

NIPCC. 2013. Nongovernmental International Panel on 

Climate Change. Idso, C.D., Carter, R.M., and Singer, S.F. 

(Eds.) Climate Change Reconsidered: Physical Science. 

Chicago, IL: The Heartland Institute.  

NIPCC. 2014. Nongovernmental International Panel on 

Climate Chage. Idso, C.D, Idso, S.B., Carter, R.M., and 

Singer, S.F. (Eds.) Climate Change Reconsidered II: 

Biological Impacts. Chicago, IL: The Heartland Institute. 

 

 

2.3.1 Extreme Weather Events 

There is little evidence that the warming of the 

twentieth and early twenty-first centuries has 

caused a general increase in “extreme” 

weather events. Meteorological science 

suggests a warmer world would see milder 

weather patterns. 

 

Sutton et al. (2018), five British climate scientists, 

admonished the editors of Nature for repeating the 

IPCC’s claim that climate change is causing extreme 

weather events, writing in part,  

Attribution depends fundamentally on global 

climate models that can adequately capture 

regional weather phenomena – including 

circulation anomalies such as the weak jet 

stream and large, persistent planetary-scale 

atmospheric waves that characterized this 

summer’s weather. Accurate simulation of 

such extremes remains a challenge for 

today’s models. It is not enough to increase 

the size of the ensemble of simulations if the 

models themselves have fundamental 

limitations. Any statement on attribution 

should therefore always be accompanied by a 

scientifically robust demonstration of the 

model’s ability to simulate the global and 

regional weather patterns and the related 

weather phenomena that lie at the root of 

extreme events. 

Extensive scientific research supports the view 

expressed by Sutton et al. We address six weather 

phenomena characterized by the IPCC as “extreme 

weather events” allegedly caused by human 

greenhouse emissions: high temperatures and heat 

waves, wildfires, droughts, floods, storms, and 

hurricanes. In every case, we find the IPCC 

exaggerates the possibility that such events have or 

will become more frequent or more intense due to the 

human presence. 
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2.3.1.1 Heat Waves  

According to the Summary for Policymakers (SPM) 

of the Working Group I contribution to the IPCC’s 

Fifth Assessment Report, “It is virtually certain that 

there will be more frequent hot and fewer cold 

temperature extremes over most land areas on daily 

and seasonal timescales as global mean temperatures 

increase. It is very likely that heat waves will occur 

with a higher frequency and duration” (IPCC, 2013, 

p. 20). Regarding past trends, the IPCC writes “There 

is only medium confidence that the length and 

frequency of warm spells, including heat waves, has 

increased since the middle of the 20
th
 century mostly 

owing to lack of data or of studies in Africa and 

South America. However, it is likely that heatwave 

frequency has increased during this period in large 

parts of Europe, Asia and Australia” (p. 162). The 

prediction in the SPM has fed the almost hysterical 

claims about recent and future heat waves appearing 

in the media and in “documentary” films. But the 

IPCC’s position overstates the possibility that rising 

temperatures and heat waves pose a threat to human 

health.  

As explained in Section 2.2.1, the surface station 

temperature record is too flawed to be used as the 

basis of scientific research. One of many problems it 

faces is contamination by heat-emitting 

and -absorbing activities and structures associated 

with urbanization. Buildings, roads, parking lots, and 

loss of green space all combine to raise temperatures, 

and their effects need to be removed if the purpose of 

a temperature reconstruction is to measure the effect 

of anthropogenic greenhouse gases. The IPCC claims 

to control for this “heat island effect,” but researchers 

have found its adjustments are too small (e.g. 

McKitrick and Michaels, 2007; Soon et al. 2015; 

Quereda Sala et al., 2017). For example, Zhou and 

Ren (2011) studied the impact of urbanization on 

extreme temperature indices for the period 1961–

2008 using daily temperature records from the China 

Homogenized Historical Temperature Datasets 

compiled by the National Meteorological Information 

Center of the China Meteorological Administration. 

They discovered “the contributions of the 

urbanization effect to the overall trends ranged from 

10% to 100%, with the largest contributions coming 

from tropical nights, daily temperature range, daily 

maximum temperature and daily minimum 

temperature,” adding “the decrease in daily 

temperature range at the national stations in North 

China was caused entirely by urbanization.” 

A second problem affecting forecasts of future 

warming is that they fail to consider the cooling 

effects of the Greening of the Earth phenomenon 

reported in Section 2.1.2 and in greater detail in 

Chapter 5. Jeong et al. (2010) investigated “the 

impact of vegetation-climate feedback on the changes 

in temperature and the frequency and duration of heat 

waves in Europe under the condition of doubled 

atmospheric CO2 concentration in a series of global 

climate model experiments.” Their calculations 

revealed “the projected warming of 4°C over most of 

Europe with static vegetation has been reduced by 

1°C as the dynamic vegetation feedback effects are 

included,” and “examination of the simulated surface 

energy fluxes suggests that additional greening in the 

presence of vegetation feedback effects enhances 

evapo-transpiration and precipitation, thereby 

limiting the warming, particularly in the daily 

maximum temperature.” The scientists found “the 

greening also tends to reduce the frequency and 

duration of heat waves.” 

Extensive investigation of historical records and 

proxy data has found many examples of absolute 

temperature or variability of temperature exceeding 

observational data from the twentieth and early 

twenty-first centuries, lending support to the null 

hypothesis that recent temperature changes are due to 

natural causes. For example, Dole et al. (2011) ask 

whether a 2010 summer heat wave in western Russia 

exceeded natural variability and thus could be 

evidence of an anthropogenic effect on climate. They 

used climate model simulations and observational 

data “to determine the impact of observed sea surface 

temperatures, sea ice conditions and greenhouse gas 

concentrations.” They found “analysis of forced 

model simulations indicates that neither human 

influences nor other slowly evolving ocean boundary 

conditions contributed substantially to the magnitude 

of the heat wave.” They observed the model 

simulations provided “evidence that such an intense 

event could be produced through natural variability 

alone.” “In summary,” Dole et al. observe, “the 

analysis of the observed 1880–2009 time series 

shows that no statistically significant long-term 

change is detected in either the mean or variability of 

western Russia July temperatures, implying that for 

this region an anthropogenic climate change signal 

has yet to emerge above the natural background 

variability.”  

Hiebl and Hofstatter (2012) studied the extent to 

which temperature variability may have increased in 

Austria since the late nineteenth century. Using air 

temperature based on 140 years of data from 
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Vienna-Hohe Warte, Kremsmunster, Innsbruck- 

University, Sonnblick, and Graz-University, they 

found a slow and steady rise in variability during the 

twentieth century. They also reported a “period of 

persistently high variability levels before 1900,” 

which leads them to conclude the “relatively high 

levels of temperature variability during the most 

recent warm decades from 1990 to 2010 are put into 

perspective by similar variability levels during the 

cold late 19th century.” They add, “when compared 

to its inter-annual fluctuations and the evolution of 

temperature itself, high-frequency temperature 

variability in the course of the recent 117–139 years 

appears to be a stable climate feature.” Hiebl and 

Hofstatter conclude concerns about “an increasing 

number and strength of temperature extremes in 

terms of deviations from the mean state in the past 

decades cannot be maintained” and “exaggerated 

statements seem irresponsible.” 

Bohm (2012) studied climate data for South 

Central Europe from 1771–1800 and 1981–2010 and 

found “the overwhelming majority of seasonal and 

annual sub-regional variability trends is not 

significant.” Regarding temperature, he reports “most 

of the variability trends are insignificantly 

decreasing.” In a special analysis of the recent 1981–

2010 period that may be considered the first “normal 

period” under dominant greenhouse-gas-forcing, he 

found all extremes “remaining well within the range 

of the preceding ones under mainly natural forcing,” 

and “in terms of insignificant deviations from the 

long-term mean, the recent three decades tend to be 

less rather than more variable.” Bohm concludes “the 

… evidence [is clear] that climate variability did 

rather decrease than increase over the more than two 

centuries of the instrumental period in the Greater 

Alpine Region, and that the recent 30 years of more 

or less pure greenhouse-gas-forced anthropogenic 

climate were rather less than more variable than the 

series of the preceding 30-year normal period.”  

Rusticucci (2012) examined the claim global 

warming will increase climatic variability, reviewing 

many studies that have explored this subject 

throughout South America, particularly as it applies 

to daily maximum and minimum air temperatures. 

The Buenos Aires researcher found the most 

significant trends exist in the evolution of the daily 

minimum air temperature, with “positive trends in 

almost all studies on the occurrence of warm nights 

(or hot extremes of minimum temperature),” as well 

as negative trends in the cold extremes of the 

minimum temperature. She states this was the case 

“in almost all studies.” By contrast, she writes, “on 

the maximum temperature behavior there is little 

agreement, but generally the maximum temperature 

in South America has decreased.” Over most of 

South America there has been a decrease in the 

extremeness of both daily maximum and minimum 

air temperatures, with the maximums declining and 

the minimums rising. These changes are beneficial, 

as Rusticucci notes cold waves and frost are 

especially harmful to agriculture, one of the main 

economic activities in South America. Cold waves 

and frost days were on the decline nearly everywhere 

throughout the continent during the warming of the 

twentieth century.  

Deng et al. (2012) used daily mean, maximum, 

and minimum temperatures for the period 1958–2007 

to examine trends in heat waves in the Three Gorges 

area of China, which comprises the Chongqing 

Municipality and the western part of Hubei Province, 

including the reservoir region of the Three Gorges 

Dam. They found extreme high temperature events 

showed a U-shaped temporal variation, decreasing in 

the 1970s and remaining low in the 1980s, followed 

by an increase in the 1990s and the turn of the 

twenty-first century, such that “the frequencies of 

heat waves and long heat waves in the recent years 

were no larger than the late 1950s and early 1960s.” 

They observe, “coupled with the extreme low 

frequency in the 1980s, heat waves and long heat 

waves showed a slight linear decreasing trend in the 

past 50 years.” They note the most recent frequency 

of heat waves “does not outnumber 1959 or 1961” 

and “none of the longest heat waves recorded by the 

meteorological stations occurs in the period after 

2003.” Deng et al. conclude, citing Tan et al. (2007), 

“compared with the 1950s and 1960s, short heat 

waves instead of long heat waves have taken place 

more often,” which, as they describe it, “is desirable, 

as longer duration leads to higher mortality.” 

Sardeshmukh et al. (2015) comment on how “it is 

tempting to seek an anthropogenic component in any 

recent change in the statistics of extreme weather,” 

but warn fellow scientists that such attribution is 

likely to be wrong “if the distinctively skewed and 

heavy-tailed aspects of the probability distributions 

of daily weather anomalies are ignored or 

misrepresented.” Departures from mean values in 

temperature record even by “several standard 

deviations” are “far more common in such a 

distinctively non-Gaussian world than they are in a 

Gaussian world. This further complicates the problem 

of detecting changes in tail probabilities from 

historical records of limited length and accuracy.” 

Referring to statements in IPCC’s AR5 attributing 
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changing extreme weather risks to global warming, 

the authors write, 

Such statements downplay the fact that there 

is more to regional climate change than 

surface warming, and that assessing the 

changing risks of extreme storminess, 

droughts, floods, and heat waves requires 

accurate model representations of 

multidecadal and longer-term changes in the 

large-scale modes of natural atmospheric 

circulation variability and the complex 

nonlinear climate-weather interactions 

associated with them. The detection of 

changes in such modes from the limited 

observational record is much less clear cut 

than for surface temperature. 

Christy (2012) observed that most of the record 

highs for heat waves in the United States happened 

before atmospheric CO2 levels rose because of 

human activities. Thirty-eight states set their record 

highs before 1960, and 23 states’ record highs 

occurred in the 1930s. Also in the United States, the 

number of days per year during which the 

temperature broke 100°F (37.8°C) has declined 

considerably since the 1930s, as shown in Figure 

2.3.1.1.1. Commenting on this figure, Christy (2016) 

writes “It is not only clear that hot days have not 

increased, but it is interesting that in the most recent 

years there has been a relative dearth of them” (p. 

16). The U.S. Environmental Protection Agency’s 

Heat Wave Index confirms the 1930s was the decade 

in the twentieth century with the most heat waves 

(EPA, 2016). (See Figure 2.3.1.1.2.) 

It is also worth noting that in Canada, the hottest 

ever recorded temperature of 45°C (113°F) was 

reached on July 5, 1937 at Yellow Grass, 

Saskatchewan, on the Canadian Prairies. Also, the 

deadliest heat wave in Canada occurred July 5–12, 

1936, when more than 1,000 people died of heat 

exhaustion in Manitoba and southern Ontario 

(Khandekar, 2010). Recent heat waves supposedly 

“amplified” by higher levels of CO2 have not reached 

so high a level or had such tragic consequences. 

More recently, Köse et al. (2017) used a dataset 

of 23 tree-ring chronologies to provide a 

high-resolution spring (March–April) temperature 

reconstruction over Turkey during the period 1800–

2002. The authors report, “the reconstruction is 

punctuated by a temperature increase during the 20th 

century; yet extreme cold and warm events during the 

19th century seem to eclipse conditions during the 

20th century.” Similarly, Polovodova Asteman et al. 

(2018) used a ca. 8-m long sediment core from 

Gullmar Fjord (Sweden) to create a 2000-year record 

of winter temperatures. They report “the record 

demonstrates a warming during the Roman Warm 

Period (~350 BCE – 450 CE), variable bottom water 

temperatures during the Dark Ages (~450 – 850 CE), 

positive bottom water temperature anomalies during 

the Viking Age/Medieval Climate Anomaly (~850 – 

1350 CE) and a long-term cooling with distinct 

multidecadal variability during the Little Ice Age 

(~1350 – 1850 CE).” Significantly, the temperature 

reconstruction “also picks up the contemporary 

warming of the 20th century, which does not stand 

out in the 2500-year perspective and is of the same 

magnitude as the Roman Warm Period and the 

Medieval Climate Anomaly.” 

 

 

Cold Weather 

According to the IPCC (2013), “It is virtually certain 

that there will be more frequent hot and fewer cold 

temperature extremes over most land areas on daily 

and seasonal timescales as global mean temperatures 

increase” (p. 20). Contrary to this forecast, many 

researchers have documented an increase in cold 

weather extremes in many parts of the world since 

around the beginning of the twenty-first century. 

Such events confirm the much lower temperature rise 

revealed by satellite data and rural temperature 

station records than the unreliable and frequently 

adjusted HadCRUT surface station record. Cold 

weather extremes have been observed throughout the 

Northern Hemisphere and parts of Asia. According to 

D’Aleo and Khandekar (2016), “Between 1996 and 

2015, winter months (January to March) globally 

have shown no warming in 20 years. Instead, a 

cooling of 0.9°C (1.5°F)/decade has been identified 

in the northeastern United States. Cooling of a lesser 

magnitude has been shown for the lower 48 U.S. 

states and for winters in the UK for the last 20 years” 

(p. 107). 

Among the papers published in the scientific 

literature reporting on the phenomenon are those by 

Benestad (2010), Cattiaux et al. (2010), Haigh 

(2010), Haigh et al. (2010), Wang et al. (2010), 

Woollings et al. (2010), Seager et al. (2010), Taws et 

al., (2011), Lockwood et al. (2011), Sirocko et al. (2012), 

Deser and Phillips (2015), Li et al. (2015), Sun et al. 

(2016), and Xie et al. (2016). Many of these papers
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Figure 2.3.1.1.1 
Average number of daily high temperatures at 982 USHCN stations 
exceeding 100°F (37.8°C) per year, 1895–2014 

 
Source: Christy, 2016, citing NOAA data. 

 
 
Figure 2.3.1.1.2 
U.S. heat wave index, 1895–2015 
 

 
These data cover the contiguous 48 states. An index value of 0.2 could mean that 20% of the country experienced 
one heat wave, 10% of the country experienced two heat waves, or some other combination of frequency and area 
resulted in this value. Source: EPA, 2016. 

 
 

 

suggest reduced solar activity played a prominent 

role in the observed colder winters. 

Brown and Luojus (2018) report, “Early 2018 

experienced close to record maximum snow 

accumulations over Northern Hemisphere and Arctic 

land areas since satellite passive microwave coverage 

began in 1979. The Finnish Meteorological Institute 

confirmed that the 2017/2018 winter has been quite 
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exceptional compared to typical recent winters and is 

one of the snowier winters in the period since 1979 

where passive microwave satellite data have been 

used to monitor the amount of snow on land. While 

2017–2018 is not a record – that title belongs to 1993 

with 3649 gigatons of peak snow water storage – 

close to 3500 gigatons of peak snow water storage 

were estimated, which ranks as the tenth highest peak 

snow accumulation since 1979.” 

Garnett and Khandekar (2018) contend “a colder 

climate awaits us,” noting Canada, China, Europe, 

Japan, the United States, and other regions of the 

world have seen at least 25 global cold weather 

extremes since 2000. They write, “The 

IPCC-espoused science has highlighted [warm 

weather extremes] like heat waves, droughts, floods 

and fires while ignoring the ‘cold’ reality of the 

Earth’s climate since the new millennium” (p. 435). 

Some Russian scientists predict cooling in the next 

few decades, as shown in Figure 2.3.1.1.3. See also 

Page (2017) and Lüdecke and Weiss (2018) for 

similar forecasts. 

 

 
 
Figure 2.3.1.1.3 
Changes in global near-surface air 
temperature from 1880–2015 and forecast 
after 2015 
  

 
Thin lines represent monthly average ∆T counted 
from the average value of the global temperature for 
the period 1901–2000 (dashed line). The solid heavy 
curve represents calculations performed using 
spectral data analysis. Source: Stozhkov et al., 2017, 
Figure 1. 

 

As reported in Section 2.2.4, some solar scientists 

believe the Sun may be entering a grand solar 

minimum (GSM), which could manifest itself with 

cooler temperatures (Shindell et al., 2001; Lockwood 

et al., 2010, 2011; Yndestad and Solheim, 2016). 

During the last GSM, known as the Maunder 

Minimum, humanity endured the hardships of the 

Little Ice Age, a period that brought the coldest 

temperatures of the Holocene (Soon and Yaskell, 

2003). Whether the Sun is indeed approaching a new 

GSM remains to be seen, but recent temperatures 

suggest cooling may be as much a concern as 

warming in coming decades. 
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2.3.1.2 Wildfires 

According to model-based predictions, larger and 

more intense wildfires will become more frequent 

because of CO2-induced global warming. Many 

scientists have begun to search for a link between fire 

and climate, often examining past trends to see if 

they support the models’ projections. While some 

studies find fires were more common during the 

Medieval Warm Period, and so might well increase if 

warming resumes in the twenty-first century, others 

find little or no impact on fires and some even find a 

declining trend during the twentieth century. 

A warmer world with higher levels of CO2 in the 

atmosphere produces more vegetation and 

consequently more fuel for fires. While this could be 

interpreted as “climate change will cause more forest 

fires,” this hardly supports the meme that this is a net 

environmental harm, since rising temperatures and 

CO2 levels are responsible for the increased mass of 

trees and other plants being burned. For example, 

Turner et al. (2008) determined “climatically-induced 

variation in biomass availability was the main factor 

controlling the timing of regional fire activity during 

the Last Glacial-Interglacial climatic transition, and 

again during Mid-Holocene times, with fire 

frequency and magnitude increasing during wetter 

climatic phases.” In addition, they report spectral 

analysis of the Holocene part of the record “indicates 

significant cyclicity with a periodicity of ~1500 years 

that may be linked with large-scale climate forcing.” 

Riano et al. (2007) conducted “an analysis of the 

spatial and temporal patterns of global burned area 

with the Daily Tile US National Oceanic and 

Atmospheric Administration-Advanced Very 

High-Resolution Radiometer Pathfinder 8 km Land 

dataset between 1981 and 2000.” For several areas of 

the world this investigation revealed there were 

indeed significant upward trends in land area burned. 

Some parts of Eurasia and western North America, 

for example, had annual upward trends as high as 

24.2 pixels per year, where a pixel represents an area 

of 64 km
2
. These increases in burned area, however, 

were offset by equivalent decreases in burned area in 

tropical Southeast Asia and Central America. 

Consequently, observe Riano et al., “there was no 

significant global annual upward or downward trend 

in burned area.” They also note “there was also no 

significant upward or downward global trend in the 

burned area for any individual month.” In addition, 

they found “latitude was not determinative, as 

divergent fire patterns were encountered for various 

land cover areas at the same latitude.” 

Marlon et al. (2008) observe “large, 

well-documented wildfires have recently generated 

worldwide attention, and raised concerns about the 

impacts of humans and climate change on wildfire 

regimes.” The authors used “sedimentary charcoal 

records spanning six continents to document trends in 

both natural and anthropogenic biomass burning 

[over] the past two millennia.” They found “global 

biomass burning declined from AD 1 to ~1750, 

before rising sharply between 1750 and 1870,” after 

https://www.nature.com/articles/d41586-018-06631-7
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which it “declined abruptly.” In terms of attribution, 

they note the initial long-term decline in global 

biomass burning was due to “a long-term global 

cooling trend,” while they suggest the rise in fires 

that followed was “linked to increasing human 

influences.” With respect to the final decline in fires 

that took place after 1870, however, they note it 

occurred “despite increasing air temperatures and 

population.” As for what may have overpowered the 

tendency for increased global wildfires that would 

“normally” have been expected to result from the 

warming of the Little Ice Age-to-Current Warm 

Period transition, the nine scientists attribute 

“reduction in the amount of biomass burned over the 

past 150 years to the global expansion of intensive 

grazing, agriculture and fire management.” 

McAneney et al. (2009) assembled a database of 

building losses in Australia since 1900 and found 

“the annual aggregate numbers of buildings 

destroyed by bushfire since 1926 ... is 84,” but “most 

historical losses have taken place in a few extreme 

fires.” Nevertheless, they observe “the most salient 

result is that the annual probability of building 

destruction has remained almost constant over the 

last century,” even in the face of “large demographic 

and social changes as well as improvements in fire 

fighting technique and resources.” McAneney et al. 

conclude, “despite predictions of an increasing 

likelihood of conditions favoring bushfires under 

global climate change, we suspect that building 

losses due to bushfires are unlikely to alter materially 

in the near future.” 

Girardin et al. (2009) investigated “changes in 

wildfire risk over the 1901–2002 period with an 

analysis of broad-scale patterns of drought variability 

on forested eco-regions of the North American and 

Eurasian continents.” The seven scientists report 

“despite warming since about 1850 and increased 

incidence of large forest fires in the 1980s, a number 

of studies indicated a decrease in boreal fire activity 

in the last 150 years or so.” They find “this holds true 

for boreal southeastern Canada, British Columbia, 

northwestern Canada and Russia.” With respect to 

this long-term “diminishing fire activity,” Girardin et 

al. observe “the spatial extent for these long-term 

changes is large enough to suggest that climate is 

likely to have played a key role in their induction.” 

The authors further note, “the fact that diminishing 

fire activity has also been detected on lake islands on 

which fire suppression has never been conducted 

provides another argument in support of climate 

control.” 

Brunelle et al. (2010) collected sediments during 

the summers of 2004 and 2005 from a drainage basin 

located in southeastern Arizona (USA) and 

northeastern Sonora (Mexico), from which samples 

were taken “for charcoal analysis to reconstruct fire 

history.” Their results “show an increase in fire 

activity coincident with the onset of ENSO, and an 

increase in fire frequency during the Medieval 

Climate Anomaly [MCA].” During this latter period, 

from approximately AD 900 to 1260, “background 

charcoal reaches the highest level of the entire record 

and fire peaks are frequent,” and “the end of the 

MCA shows a decline in both background charcoal 

and fire frequency, likely associated with the end of 

the MCA-related drought in western North America 

(Cook et al., 2004).” Brunelle et al. speculate that if 

the region of their study warms in the future, 

“warming and the continuation of ENSO variability 

will likely increase fire frequency (similar to the 

MCA) while extreme warming and the shift to a 

persistent El Niño climate would likely lead to the 

absence of fires, similar to >5000 cal yr BP.” 

Wallenius et al. (2011) “studied Larix-dominated 

forests of central Siberia by means of high-precision 

dendro-chronological dating of past fires.” They 

found “in the 18th century, on average, 1.9% of the 

forests burned annually, but in the 20th century, this 

figure was only 0.6%,” and “the fire cycles for these 

periods were 52 and 164 years, respectively.” In 

addition, they report “a further analysis of the period 

before the enhanced fire control program in the 1950s 

revealed a significant lengthening in the fire cycle 

between the periods 1650–1799 and 1800–1949, 

from 61 to 152 years, respectively.” They note “a 

similar phenomenon has been observed in 

Fennoscandia, southern Canada and the western 

United States, where the annually burned proportions 

have decreased since the 19th century (Niklasson and 

Granstrom, 2000; Weir et al., 2000; Heyerdahl et al., 

2001; Bergeron et al., 2004).” They also found “in 

these regions, the decrease has been mostly much 

steeper, and the current fire cycles are several 

hundreds or thousands of years.” 

Girardin et al. (2013) write that many people 

have supposed that “global wildfire activity resulting 

from human-caused climatic change is a threat to 

communities living at wildland-urban interfaces 

world-wide and to the equilibrium of the global 

carbon cycle.” The eight researchers note “broadleaf 

deciduous stands are characterized by higher leaf 

moisture loading and lower flammability and rate of 

wildfire ignition and initiation than needleleaf 

evergreen stands,” citing the work of Paatalo (1998), 



 Climate Science 

 195 

Campbell and Flannigan (2000), and Hely et al. 

(2001). And they therefore speculate that the 

introduction of broadleaf trees into dense needleleaf 

evergreen landscapes “could decrease the intensity 

and rate of spread of wildfires, improving 

suppression effectiveness, and reducing wildfire 

impacts,” citing Amiro et al. (2001) and Hirsch et al. 

(2004). 

Girardin et al. (2013) integrated into a wildfire 

modeling scheme information about millennial-scale 

changes in wildfire activity reconstructed from 

analyses of charred particles found in the sediments 

of 11 small lakes located in the transition zone 

between the boreal mixed-wood forests and the dense 

needle leaf forests of eastern boreal Canada. They 

report their assessment of millennial-scale variations 

of seasonal wildfire danger, vegetation flammability, 

and fire activity suggests “feedback effects arising 

from vegetation changes are large enough to offset 

climate change impacts on fire danger.” 

Asking whether such vegetation changes occur in 

the real world, the Canadian and French scientists 

cite the work of McKenney et al. (2011) and Terrier 

et al. (2013) suggesting that “future climate warming 

will lead to increases in the proportion of hardwood 

forests in both southern and northern boreal 

landscapes.” They note this change in landscapes 

likely will have other benefits as well, such as “the 

higher albedo and summer evapotranspiration from 

deciduous trees, which would cool and counteract 

regional warming (Rogers et al., 2013), and the 

increase in the resilience of forests to climatic 

changes (Drobyshev et al., 2013).” 

Yang et al. (2014) note fire is a critical 

component of the biosphere that “substantially 

influences land surface, climate change and 

ecosystem dynamics.” To accurately predict fire 

regimes in the twenty-first century, they write, “it is 

essential to understand the historical fire patterns and 

recognize the interactions among fire, human and 

environmental factors.” They “developed a 0.5° x 

0.5° data set of global burned area from 1901 to 2007 

by coupling the Global Fire Emission Database 

version 3 with a process-based fire model and 

conducted factorial simulation experiments to 

evaluate the impacts of human, climate and 

atmospheric components.” 

The seven scientists found “the average global 

burned area was about 442x10
4
 km

2
/yr during 1901–

2007,” with “a notable declining rate of burned area 

globally (1.28x10
4
km

2
/yr).” They also found “burned 

area in the tropics and extra-tropics exhibited a 

significant declining trend, with no significant trend 

detected at high latitudes.” They report “factorial 

experiments indicated that human activities were the 

dominant factor in determining the declining trend of 

burned area in the tropics and extra-tropics” and 

“climate variation was the primary factor controlling 

the decadal variation of burned area at high 

latitudes.” They note elevated CO2 and nitrogen 

deposition “enhanced burned area in the tropics and 

southern extra-tropics” but “suppressed fire 

occurrence at high latitudes.” 

According to Hanson and Odion (2014), “there is 

widespread concern about an increase in fire severity 

in the forests of the western United States,” citing 

Agee and Skinner (2005), Stephens and Ruth (2005), 

and Littell et al. (2009); but they write prior studies 

of the subject have “provided conflicting results 

about current trends of high-severity fire,” possibly 

due to the fact that they “have used only a portion of 

available fire severity data, or considered only a 

portion of the Sierra Nevada.” Using remote sensing 

data obtained from satellite imagery to assess 

high-severity fire trends since 1984, Hanson and 

Odion analyzed the entire region included within the 

Sierra Nevada Ecosystem Project (SNEP, 1996), 

which includes all of the Sierra Nevada and the 

southern Cascade mountains located within 

California, USA. 

The two researchers report they could find “no 

trend in proportion, area or patch size of 

high-severity fire,” while also noting “the rate of 

high-severity fire has been lower since 1984 than the 

estimated historical rate.” They conclude that 

predictions of excessive, high-severity fire 

throughout the Sierra Nevada in the future “may be 

incorrect.”  

Noting “forest fires are a serious environmental 

hazard in southern Europe,” Turco et al. (2016) write 

that “quantitative assessment of recent trends in fire 

statistics is important for assessing the possible shifts 

induced by climate and other environmental/ 

socioeconomic changes in this area.” They analyzed 

“recent fire trends in Portugal, Spain, southern 

France, Italy and Greece, building on a homogenized 

fire database integrating official fire statistics 

provided by several national/EU agencies.” The nine 

researchers from Greece, Italy, and Spain report, 

“during the period 1985–2011, the total annual 

burned area (BA) displayed a general decreasing 

trend” (see Figure 2.3.1.2.1) and “BA decreased by 

about 3020 km
2
 over the 27-year-long study period 

(i.e. about -66% of the mean historical value).” They 

note “these results are consistent with those obtained 

on longer time scales when data were available” and 
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Figure 2.3.1.2.1 
Total annual burned area (BA) and number of fires (NF) in Mediterranean Europe, 1985–2011 

 
 

Source: Adapted from Turco et al., 2016. 

 
 

“similar overall results were found for the annual 

number of fires (NF), which globally decreased by 

about 12,600 in the study period (about -59%).” 

Calder et al. (2015) used 12 lake-sediment 

charcoal records taken within and surrounding the 

Mount Zirkel Wilderness, a mountainous area of 

subalpine forests in northern Colorado, USA, to 

reconstruct the history of wildfire in the region over 

the past two millennia. The researchers found 

“warming of ∼0.5 °C ∼1,000 years ago increased the 

percentage of our study sites burned per century by 

∼260% relative to the past ∼400 y,” confirming that 

wildfires during the Medeival Warm Period were 

much more frequent and intense than they are in the 

modern era. The authors report, “only 15% of our 

study area burned in the past 80 y and only 30% of 

the area in a 129,600-ha study area in Yellowstone 

National Park burned from 1890 to 1988. Using 

Yellowstone National Park fire history as a baseline 

for comparison, our minimum estimate of 50% of 

sites burned within a century at the beginning of the 

MCA (Medieval Climate Anomaly) exceeds any 

century-scale estimate of Yellowstone National Park 

burning for the past 750 y.” 

Zhang et al. (2016) studied trends in forest fires 

and carbon emissions in China from 1988 to 2012. 

They note, “As one of the largest potential 

mechanisms for release of carbon from forest 

ecosystems, fires can have substantial impacts on the 

net carbon balance of ecosystems through emissions 

of carbon into the atmosphere and changes in net 

ecosystem productivity in postfire environments (Li 

et al., 2014; Liu et al., 2014). For 1960 to 2000, 

global estimates of approximately 2.07–2.46 Pg 

carbon emission per year due to fire have been 

reported (Schultz et al., 2008; van der Werf et al., 

2010; Randerson et al., 2012). These emissions 

represent about 26%–31% of current global CO2 

emissions from fossil fuels and industrial processes 

(Raupach et al., 2007).” Using data reported in the 

China Agriculture Yearbooks from 1989 to 2013, the 

researchers were able to identify 169,100 forest fires 

that occurred in China, an average of 6,764 fires per 

year. “During the entire period, no significant 

temporal trends of fire numbers and burned area were 

observed.” The frequency of fires declined during the 

1990s, rose during the 2000s, and fell precipitously 

after 2008. They conclude, “The results indicated that 
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no significant increases in fire occurrence and carbon 

emissions were observed during the study period at 

the national level.” 

Introducing their study of a somewhat unusual 

subject, Meigs et al. (2016) write “in western North 

America, recent widespread insect outbreaks and 

wildfires have sparked acute concerns about potential 

insect-fire interactions,” noting “although previous 

research shows that insect activity typically does not 

increase wildfire likelihood, key uncertainties remain 

regarding insect effects on wildfire severity.” The 

five U.S. researchers developed “a regional census of 

large wildfire severity following outbreaks of two 

prevalent bark beetle and defoliator species – 

mountain pine beetle (Dendroctonus ponderosae) and 

western spruce budworm (Choristoneura freemani) – 

across the U.S. Pacific Northwest.” They report, “in 

contrast to common assumptions of positive 

feedbacks, we find that insects generally reduce the 

severity of subsequent wildfires,” noting “specific 

effects vary with insect type and timing,” but “both 

insects decrease the abundance of live vegetation 

susceptible to wildfire at multiple time lags,” so that 

“by dampening subsequent burn severity, native 

insects could buffer rather than exacerbate fire 

regime changes expected due to land use and climate 

change.” In light of these findings, they recommend 

“a precautionary approach when designing and 

implementing forest management policies intended to 

reduce wildfire hazard and increase resilience to 

global change.” 

Noting the economic and ecological costs of 

wildfires in the United States have risen in recent 

decades, Balch et al. (2017) studied more than 1.5 

million government records of wildfires that had to 

be either extinguished or managed by state or federal 

agencies from 1992 to 2012. The six scientists report 

“humans have vastly expanded the spatial and 

seasonal ‘fire niche’ in the coterminous United 

States, accounting for 84% of all wildfires and 44% 

of total area burned.” They note “during the 21-year 

time period, the human-caused fire season was three 

times longer than the lightning-caused fire season” 

and humans “added an average of 20,000 wildfires 

per year across the United States.” 

Earl and Simmonds (2017) examined the spatial 

and temporal patterns of fire activity for Australia 

over the period 2001–2015 using satellite data from 

the MODerate resolution Imaging Spectroradiometer 

(MODIS) sensors on the Terra and Aqua satellites, 

which they write allows for “a more consistent and 

comprehensive evaluation” of fire trends. They 

derived fire count numbers from an active fire 

algorithm, allowing them to calculate seasonal and 

annual fire activity on a 0.1° x 0.1° grid box scale 

(~1000 km
2
). Results for Australia as a whole are 

presented in Figure 2.3.1.2.2. Annual fire numbers 

for Australia have decreased across the past 15 years 

of study, although the decrease is not statistically 

significant. Seasonally, the most abundant fire season 

was in the spring (48% of all fires), followed by 

winter (21%), summer (16%), and fall (15%). 

Summer was the only season found to exhibit a 

statistically significant trend (p < 0.05), showing a 

decline over the period of record. 

With respect to possible climatic drivers of annual 

fire number statistics, Earl and Simmonds (2017) 

conducted a series of analyses to explore their 

relationship with large-scale climate indices, 

including ENSO, the Indian Ocean Dipole, and a 

precipitation dataset covering the continent. Their 

results revealed some significant relationships across 

both space and time. The authors did not conduct an 

analysis between the fire records and temperature, 

which omission we have remedied in Figure 2.3.1.2.3. 

As illustrated there, a statistically significant 

relationship exists between Australian temperature 

and annual fire counts, such that a 1°C temperature 

increase results in a 2.39 x 10
5
 decline in annual fire 

count. Consequently, these data would appear to 

contradict claims that rising temperatures will increase 

fire frequency. 

 

 
 

Figure 2.3.1.2.2 
Annual number of Australian fires over the 
period 2001–2015 
 

 
 
Source: Adapted from Earl and Simmonds, 2017. 
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Figure 2.3.1.2.3 
Relationship between the annual number of 
Australian fires and Australian temperature 
anomalies over the period 2001–2015 
 

 
 
Source: Adapted from Earl and Simmonds, 2017. 

 
 

Stirling (2017) studied the circumstances around 

the Fort McMurray, Alberta wildfire of 2016, said at 

the time to be “the costliest [insured] natural disaster 

in Canadian history,” to see if claims that the fire was 

the result of global warming had a scientific basis. 

She begins by noting “Wildfires are an expected and 

essential occurrence in the vast boreal forests of 

Canada. Fires are essential for the regrowth of certain 

coniferous species whose seeds can only be released 

from the pine cones under the intense heat of a 

wildfire. But unusually dry periods between 

snow-melt and spring rain, careless campers or 

reckless intentional activities, and uncontrollable 

natural conditions like high winds and aging conifers 

can turn otherwise manageable wildfires into 

catastrophic, extreme events within hours or days if 

appropriate personnel, wildfire fighting equipment, 

and sufficient budget are not immediately available.” 

Stirling (2017) identifies the proximate causes of 

the fire and its destructiveness as a dry spring, sparse 

snow cover, inadequate resources for appropriate 

management of the fire hazard being “at the ready,” 

and the high ratio of aging conifers. “Aging trees die 

from the bottom up,” she explains, “with lower 

branches remaining on the stem. These become 

‘ladder fuels,’ literally offering a small fire a way to 

race up the tree to the crown.” Her review of 96 years 

of Fort McMurray temperature records of the 

monthly average daytime highs found “no apparent 

warming trend.” (Recall from Section 2.1.1 that a 

common mistake made in climate research is to 

assume that global averages and trends accurately 

describe local and regional circumstances.) Stirling 

also observes that some 80% of forest fires are 

caused by human interaction with wilderness, which 

is “directly proportional to humans building into and 

extending activity in forested areas.” She also notes 

fossil fuels allow “humans to escape wildfires in 

mass evacuations by car, truck and plane, and to fight 

wildfires with fossil-fueled air craft like water 

bombers, helicopters and motorized water pumps and 

vehicles.” 

Wildfires in the United States have been the 

focus of public attention in recent years due to 

drought conditions and forest mismanagement mainly 

in California. Nationally, the average annual number 

of forest fires did not increase between 1983, the first 

year for which comparable data are available, and 

2017 (NIFC, n.d.). The number of acres burned did 

increase, though that figure is highly variable and has 

not increased since 2007. Both trends appear in 

Figure 2.3.1.2.4 below. 
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2.3.1.3 Droughts 

The link between warming and drought is 

weak, and by some measures drought 

decreased over the twentieth century. 

Changes in the hydrosphere of this type are 

regionally highly variable and show a closer 

correlation with multidecadal climate 

rhythmicity than they do with global 

temperature.  

 

Higher surface temperatures are said to result in more 

frequent, severe, and longer-lasting droughts. The 

IPCC expresses doubt, however, that this is or will 

become a major problem. In the Working Group I 

contribution to the Fifth Assessment Report, the 

authors write “compelling arguments both for and 

against significant increase in the land area affected 

by drought and/or dryness since the mid-20
th
 century 

have resulted in a low confidence assessment of 

observed and attributable large-scale trends” and 

“high confidence that proxy information provides 

evidence of droughts of greater magnitude and longer 

duration than observed during the 20
th
 century in 

many regions” (IPCC, 2013, p. 112).  

The historical record is replete with accounts of 

megadroughts lasting for several decades to centuries 

that occurred during the Medieval Warm Period 

(MWP), dwarfing modern-day droughts (e.g., Seager 

et al., 2007; Cook et al., 2010). Atmospheric CO2 

concentrations were more than 100 ppm lower during 

the Medieval Warm Period than they are today. The 

clear implication is that natural processes operating 

during the MWP were responsible for droughts that 

were much more frequent and lasted much longer 

than those observed in the twentieth and twenty-first 

centuries or even forecast for the rest of the 

twenty-first century by all but the most unrealistic 

climate models.  

Minetti et al. (2010) examined a regional 

inventory of monthly droughts for the portion of 

South America located south of approximately 22°S 

latitude, dividing the area of study into six sections 

(the central region of Chile plus five sections making 

up most of Argentina). They note “the presence of 

long favorable tendencies [1901–2000] regarding 

precipitations or the inverse of droughts occurrence 

are confirmed for the eastern Andes Mountains in 

Argentina with its five sub-regions (Northwest 

Argentina, Northeast Argentina, Humid Pampa, 

West-Centre Provinces and Patagonia) and the 

inverse over the central region of Chile.” From the 

middle of 2003 to 2009, however, they report “an 

upward trend in the occurrence of droughts with a 

slight moderation over the year 2006.” They 

additionally note the driest single-year periods were 

1910–1911, 1915–1916, 1916–1917, 1924–1925, and 

1933–1934, suggesting twentieth century warming 

has not promoted an abnormal increase in droughts in 

the southern third of South America. 

Sinha et al. (2011) observed “proxy 

reconstructions of precipitation from central India, 

north-central China (Zhang et al., 2008), and 

southern Vietnam (Buckley et al., 2010) reveal a 

series of monsoon droughts during the mid 14th–15th 

centuries that each lasted for several years to 

decades,” and “these monsoon megadroughts have no 

analog during the instrumental period.” They note 

“emerging tree ring-based reconstructions of 

monsoon variability from SE Asia (Buckley et al., 

2007; Sano et al., 2009) and India (Borgaonkar et al., 

2010) suggest that the mid 14th–15th century 

megadroughts were the first in a series of spatially 

widespread megadroughts that occurred during the 

Little Ice Age” and “appear to have played a major 

role in shaping significant regional societal changes 

at that time.”  

Wang et al. (2011) estimated soil moisture and 

agricultural drought severities and durations in China 

for the period 1950–2006, identifying a total of 76 

droughts. Wang et al. report “climate models project 

that a warmer and moister atmosphere in the future 

will actually lead to an enhancement of the 

circulation strength and precipitation of the summer 

monsoon over most of China (e.g., Sun and Ding, 

2010) that will offset enhanced drying due to 

increased atmospheric evaporative demand in a 

warmer world (Sheffield and Wood, 2008).” Tao and 

Zhang (2011) provide some support for this 

statement, finding the net effect of physiological and 

structural vegetation responses to expected increases 

in the atmosphere’s CO2 content will lead to “a 

decrease in mean evapotranspiration, as well as an 

increase in mean soil moisture and runoff across 

China’s terrestrial ecosystem in the 21st century,” 

which should act to lessen, or even offset, the 
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“slightly drier” soil moisture conditions modeled by 

Wang et al. 

Buntgen et al. (2011) “introduce and analyze 

11,873 annually resolved and absolutely dated 

ring-width measurement series from living and 

historical fir (Abies alba Mill.) trees sampled across 

France, Switzerland, Germany and the Czech 

Republic, which continuously span the AD 962–2007 

period,” and which “allow Central European 

hydroclimatic springtime extremes of the industrial 

era to be placed against a 1000 year-long backdrop of 

natural variations.” The nine researchers found “a 

fairly uniform distribution of hydroclimatic extremes 

throughout the Medieval Climate Anomaly, Little Ice 

Age and Recent Global Warming.” Such findings, 

Buntgen et al. state, “may question the common 

belief that frequency and severity of such events 

closely relates to climate mean states.”  

Kleppe et al. (2011) reconstructed the duration 

and magnitude of extreme droughts in the northern 

Sierra Nevada region of the Fallen Leaf Lake 

(California, USA) watershed to estimate 

paleo-precipitation near the headwaters of the 

Truckee River-Pyramid Lake watershed of eastern 

California and northwestern Nevada. The six 

scientists found “submerged Medieval trees and 

geomorphic evidence for lower shoreline corroborate 

a prolonged Medieval drought near the headwaters of 

the Truckee River-Pyramid Lake watershed,” and 

water-balance calculations independently indicated 

precipitation was “less than 60% normal.” They note 

these findings “demonstrate how prolonged changes 

of Fallen Leaf’s shoreline allowed the growth and 

preservation of Medieval trees far below the modern 

shoreline.” In addition, they note age groupings of 

such trees suggest similar megadroughts “occurred 

every 600–1050 years during the late Holocene.” 

Pederson et al. (2012) attempt to put the 

southeastern United States’ recent drought variability 

in a long-term perspective by reconstructing historic 

drought trends in the Apalachicola- 

Chattahoochee-Flint river basin over the period 

1665–2010 using a dense and diverse tree-ring 

network. This network, they write, “accounts for up 

to 58.1% of the annual variance in warm-season 

drought during the 20th century and captures wet eras 

during the middle to late 20th century.” The 12 

researchers found the Palmer Drought Severity Index 

reconstruction for their study region revealed “recent 

droughts are not unprecedented over the last 346 

years” and “droughts of extended duration occurred 

more frequently between 1696 and 1820,” when most 

of the world was in the midst of the Little Ice Age. 

They also found their results “confirm the findings of 

the first reconstruction of drought in the southern 

Appalachian Mountain region, which indicates that 

the mid-18th and early 20th centuries were the driest 

eras since 1700,” citing Stahle et al. (1988), Cook et 

al. (1988), and Seager et al. (2009). 

Chen et al. (2012) used the standard precipitation 

index to characterize drought intensity and duration 

throughout the Southern United States (SUS) over the 

past century. According to the nine researchers, there 

were “no obvious increases in drought duration and 

intensity during 1895–2007.” Instead, they found “a 

slight (not significant) decreasing trend in drought 

intensity.” They note “although reports from IPCC 

(2007) and the U.S. Climate Report (Karl et al., 

2009) indicated that it is likely that drought intensity, 

frequency, and duration will increase in the future for 

the SUS, we did not find this trend in the historical 

data.” They also note, although “the IPCC (2007) and 

U.S. Climate Report predicted a rapid increase in air 

temperature, which would result in a higher 

evapotranspiration thereby reducing available water,” 

they “found no obvious increase in air temperature 

for the entire SUS during 1895–2007.” 

According to Hao et al. (2014), the global areal 

extent of drought fell from 1982 to 2012 across all 

five levels used to rank drought conditions. A figure 

illustrating their findings is reproduced as Figure 

2.3.1.3.1. 

Khandekar (2014) notes the Canadian prairies 

“are very drought prone, … but since 2005, droughts 

have been replaced by floods, with 2010 and 2014 

ranking among the wettest summers on record” (p. 

10, citing Garnett and Khandekar, 2010). And with 

respect to India, he notes “most climate models have 

achieved only limited success in simulating and 

predicting the features of the monsoon, for example 

extreme rainfall events and the associated flooding or 

extended monsoon-season dry spells.” Noting there is 

“an urgent need to develop more skillful algorithms 

for the short-term prediction of regional and localized 

floods and droughts” (p. 8), he concludes, “Reducing 

greenhouse gas emissions (to reduce floods or other 

extreme weather events in future) is a meaningless 

exercise and will do nothing to influence future 

climate extremes” (Ibid.) 

Delworth et al. (2015) observe “portions of 

western North America have experienced prolonged 

drought over the last decade” and acknowledge “the 

underlying causes of the drought are not well 

established in terms of the role of natural variability 

versus human-induced radiative forcing changes, 

such as from increasing greenhouse gases.” They 
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Figure 2.3.1.3.1 
Global areal extent of five levels of drought for 1982–2012 

 

Fraction of the global land in D0 (abnormally dry), D1 (moderate), D2 (severe), D3 (extreme), and D4 (exceptional) 
drought condition (Data: Standardized Precipitation Index data derived from MERRA-Land). Source: Hao et al., 
2014. 

 
 

further note the drought “has occurred at the same 

time as the so-called global warming hiatus, a 

decadal period with little increase in global mean 

surface temperature.” Could the two events be 

related? The authors pose the hypothesis that the 

hiatus caused the drought, proposing as the 

mechanism enhanced easterly winds in the Pacific 

(unrelated to anthropogenic forcing) citing Kosaka 

and Xie (2013) and England et al. (2014). The five 

authors, all of them affiliated with NOAA, conducted 

an experiment with three climate models using 

observational data pertaining to the Pacific winds and 

the drought, and “find a clear link” between the 

hiatus and the drought. According to the model results, 

“tropical wind anomalies account for 92% of the 

simulated North American drought during the recent 

decade, with 8% from anthropogenic radiative 

forcing changes.” They predict drought conditions 

will continue so long as the Pacific wind anomaly 

continues. 

McCabe et al. (2017) studied monthly runoff for 

2,109 hydrologic units (HUs) in the coterminous 

United States from 1901–2014, recording the 

frequency of drought as indicated by the HU runoff 

percentile dropping to the 20th percentile or lower. A 

drought was considered to end when the HU runoff 

percentile exceeded the 20th percentile. Among their 

findings, and the one most relevant to the current 

discussion, is “for most of the continental United 

States, drought frequency appears to have decreased 

during the 1901 through 2014 period” (italic added). 

Ault et al. (2018) conducted a rare test of a null 

hypothesis in the global warming debate, that 

megadroughts in the western United States “are 

inevitable and occur purely as a consequence of 

internal climate variability.” They test the hypothesis 

using a linear inverse model (LIM) constructed from 

global sea surface temperature anomalies and 

self-calibrated Palmer Drought Severity Index data 

for North America. They find “Despite being trained 

only on seasonal data from the late twentieth century, 

the LIM produces megadroughts that are comparable 

in their duration, spatial scale, and magnitude to the 

most severe events of the last 12 centuries. The null 

hypothesis therefore cannot be rejected with much 

confidence when considering these features of 

megadrought, meaning that similar events are 
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possible today, even without any changes to 

boundary conditions.” 

Drought conditions in the United States reached 

their lowest level in 2017 since the United States 

Drought Monitor (USDM) began keeping records in 

2000. (The USDM is a partnership between the 

University of Nebraska-Lincoln, the U.S. Department 

of Agriculture, and the U.S. National Oceanic and 

Atmospheric Administration (NOAA), see USDM, 

n.d.). The long drought in California ended that year, 

or at least was interrupted, and more than 100 inches 

of snow fell in parts of the Sierra Nevada mountain 

range. However, drought conditions over the entire 

United States increased their range in 2018, reaching 

levels last seen in 2014. As shown in Figure 

2.3.1.3.2, there has been a generally decreasing trend 

in drought area in the continental United States for 

the past 10 years. 

The findings of Kleppe et al. (2011) and many 

others whose works they cite suggest the planet 

during the Medieval Warm Period experienced less 

precipitation and longer and more severe drought 

than have been experienced to date in the modern era. 

In addition, their data suggest such dry conditions 

have occurred regularly, in cyclical fashion, “every 

650–1150 years during the mid- and late-Holocene.” 

These observations suggest there is nothing unusual, 

unnatural, or unprecedented about the global number 

or intensity of droughts during the modern era. 
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2.3.1.4 Floods 

Climate model simulations generally predict a future 

with more frequent and severe floods in response to 

CO2-induced global warming. Confirming such 

predictions has remained an elusive task, according 

to the Working Group I contribution to the IPCC’s 

Fifth Assessment Report. The authors write, “there 

continues to be a lack of evidence and thus low 

confidence regarding the sign of trend in the 

magnitude and/or frequency of floods on a global 

scale over the instrumental record” (IPCC, 2013, p. 

112). That conclusion is not in fact due to a “lack of 

evidence,” but the presence of real-world data 

contradicting the narrative the IPCC attempts to 

present. A large body of scientific research shows 

CO2-induced global warming has not increased the 

frequency or magnitude of floods nor is it likely to do 

so in the future. 

Two problems confront those claiming that 

climate change has caused more flooding in recent 

decades. The first is the failure to control for 

increases in impervious surfaces (roads, parking lots, 

buildings, etc.) near rivers, which result in more, and 

more rapid, run-off during heavy rains. Bormann et 

al. (2011) studied data from 78 river gauges in 

Germany and found a significant impact by changes 

in nearby surfaces. When impervious surfaces 

increase in area, they note, “runoff generation can be 

expected to increase and infiltration and groundwater 

recharge decrease,” which can lead to increases in 

river flow and a potential for more frequent and 

extreme floods. They conclude these facts “should be 

emphasized in the recent discussion on the effect of 

climate change on flooding.” 

A second problem is controlling for the 

increasing value and vulnerability of property located 

near river and lake shorelines, an issue addressed by 

many scholars including Pielke and Landsea (1998), 

Crompton and McAneney (2008), Pielke et al. 

(2008), Barredo (2009, 2010), and Neumayer and 

Barthel (2011). Barredo et al. (2012) write “economic 

impacts from flood disasters have been increasing 

over recent decades” more often due to the rising 

value of properties located near water than to climate 

change. The authors examined “the time history of 

insured losses from floods in Spain between 1971 

and 2008” to see “whether any discernible residual 

signal remains after adjusting the data for the 

increase in the number and value of insured assets 

over this period of time.” They found “the absence of 

a significant positive trend in the adjusted insured 

flood losses in Spain,” suggesting “the increasing 

trend in the original losses is explained by 

socio-economic factors, such as the increases in 

exposed insured properties, value of exposed assets 

and insurance penetration.” “The analysis rules out a 

discernible influence of anthropogenic climate 

change on insured losses,” they write, a finding that 

“is consistent with the lack of a positive trend in 

hydrologic floods in Spain in the last 40 years.” 

Many researchers have documented past floods 

that are larger than any in the industrial era, meaning 

natural variability cannot be ruled out as the cause of 

even major and unusual floods in the modern era. 

Zhang et al. (2009) found coolings of 160- to 

170-year intervals dominated climatic variability in 

the Yangtze Delta in China over the past millennium, 

and these cooling periods promoted locust plagues by 

enhancing temperature-associated drought/flood 

events. The six scientists state “global warming 

might not only imply reduced locust plague[s], but 

also reduced risk of droughts and floods for entire 

China,” noting these findings “challenge the popular 

view that global warming necessarily accelerates 

natural and biological disasters such as drought/flood 

events and outbreaks of pest insects.” They contend 

their results are an example of “benign effects of 

global warming on the regional risk of natural 

disasters.” 

http://droughtmonitor.unl.edu/
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Benito et al. (2010) reconstructed flood 

frequencies of the Upper Guadalentin River in 

southeast Spain using “geomorphological evidence, 

combined with one-dimensional hydraulic modeling 

and supported by records from documentary sources 

at Lorca in the lower Guadalentin catchment.” The 

combined palaeoflood and documentary records 

indicate past floods were clustered during particular 

time periods: AD 950–1200 (10), AD 1648–1672 

(10), AD 1769–1802 (9), AD 1830–1840 (6), and AD 

1877–1900 (10), where the first time interval 

coincides with the Medieval Warm Period and the 

latter four fall within the Little Ice Age. By 

calculating mean rates of flood occurrence over each 

of the five intervals, a value of 0.40 floods per decade 

during the Medieval Warm Period and an average 

value of 4.31 floods per decade over the four parts of 

the Little Ice Age can be determined. The latter value 

is more than ten times greater than the mean flood 

frequency experienced during the Medieval Warm 

Period. 

Villarini and Smith (2010) “examined the 

distribution of flood peaks for the eastern United 

States using annual maximum flood peak records 

from 572 U.S. Geological Survey stream gaging 

stations with at least 75 years of observations.” This 

work revealed “only a small fraction of stations 

exhibited significant linear trends,” and “for those 

stations with trends, there was a split between 

increasing and decreasing trends.” They also note “no 

spatial structure was found for stations exhibiting 

trends.” Thus, they conclude, “there is little 

indication that human-induced climate change has 

resulted in increasing flood magnitudes for the 

eastern United States.” 

Villarini et al. (2011) similarly analyzed data 

from 196 U.S. Geological Survey streamflow stations 

with a record of at least 75 years over the midwestern 

United States. Most streamflow changes they 

observed were “associated with change-points (both 

in mean and variance) rather than monotonic trends,” 

and they indicate “these non-stationarities are often 

associated with anthropogenic effects,” which they 

identify as including “changes in land use/land cover, 

changes in agricultural practice, and construction of 

dams and reservoirs.” “In agreement with previous 

studies (Olsen et al., 1999; Villarini et al., 2009),” 

they conclude, “there is little indication that 

anthropogenic climate change has significantly 

affected the flood frequency distribution for the 

Midwest U.S.”  

Stewart et al. (2011) derived “a complete record 

of paleofloods, regional glacier length changes (and 

associated climate phases) and regional glacier 

advances and retreats (and associated climate 

transitions) … from the varved sediments of Lake 

Silvaplana (ca. 1450 BC–AD 420; Upper Engadine, 

Switzerland),” indicating “these records provide 

insight into the behavior of floods (i.e. frequency) 

under a wide range of climate conditions.” They 

found “an increase in the frequency of paleofloods 

during cool and/or wet climates and windows of 

cooler June–July–August temperatures” and the 

frequency of flooding “was reduced during warm 

and/or dry climates.” Reiterating that “the findings of 

this study suggest that the frequency of extreme 

summer–autumn precipitation events (i.e. flood 

events) and the associated atmospheric pattern in the 

Eastern Swiss Alps was not enhanced during warmer 

(or drier) periods,” Stewart et al. acknowledge 

“evidence could not be found that summer–autumn 

floods would increase in the Eastern Swiss Alps in a 

warmer climate of the 21st century.” 

Hirsch and Ryberg (2012) compared global mean 

carbon dioxide concentration (GMCO2) to a 

streamflow dataset consisting of long-term (85- to 

127-year) annual flood series from 200 stream gauges 

deployed by the U.S. Geological Survey in basins 

with little or no reservoir storage or urban 

development (less than 150 persons per square 

kilometer in AD 2000) throughout the coterminous 

United States. The authors determine whether the 

patterns of the statistical associations between the 

two parameters were significantly different from 

what would be expected under the null hypothesis 

that flood magnitudes are independent of GMCO2. 

The authors report “in none of the four regions 

defined in this study is there strong statistical 

evidence for flood magnitudes increasing with 

increasing GMCO2.” One region, the southwest, 

showed a statistically significant negative 

relationship between GMCO2 and flood magnitudes. 

Hirsch and Ryberg conclude “it may be that the 

greenhouse forcing is not yet sufficiently large to 

produce changes in flood behavior that rise above the 

‘noise’ in the flood-producing processes.” It could 

also mean the “anticipated hydrological impacts” 

envisioned by the IPCC and others are simply 

incorrect. 

Zha et al. (2012) conducted a paleohydrological 

field investigation in the central portion of the Jinghe 

River, the middle and upper reaches of which are 

located in a semiarid zone with a monsoonal climate, 

between Binxian county and Chunhua county of 

Shaanxi Province, China. Their analysis revealed 

during the mid-Holocene climatic optimum, the 
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climate was warm-humid, the climate system was 

stable, and “there were no flood records identified in 

the middle reaches of the Yellow river.” Thereafter, 

however, they report “global climatic cooling events 

occurred at about 4200 years BP, which was also 

well recorded by various climatic proxies in China.” 

These observations led them to conclude, “the 

extraordinary floods recorded in the middle reaches 

of the Jinghe River were linked to the global climatic 

events” – all of which were global cooling events. 

Wilhelm et al. (2012) analyzed the sediments of 

Lake Allos, a 1-km-long by 700-m-wide high-altitude 

lake in the French Alps (44°14'N, 6°42'35'E), by 

means of both seismic survey and lake-bed coring, 

revealing the presence of 160 graded sediment layers 

over the past 1,400 years. Comparisons of the most 

recent of these layers with records of historic floods 

suggest the sediment layers are representative of 

significant floods that were “the result of intense 

meso-scale precipitation events.” Of special interest 

is their finding of “a low flood frequency during the 

Medieval Warm Period and more frequent and more 

intense events during the Little Ice Age.” Wilhelm et 

al. additionally state “the Medieval Warm Period was 

marked by very low hydrological activity in large 

rivers such as the Rhone, the Moyenne Durance, and 

the Tagus, and in mountain streams such as the 

Taravilla lake inlet.” Of the Little Ice Age, they 

write, “research has shown higher flood activity in 

large rivers in southern Europe, notably in France, 

Italy, and in smaller catchments (e.g., in Spain).” 

Sagarika et al. (2014) examined variability and 

trends in seasonal and water year (October through 

September) streamflow for 240 stream gauges 

considered to be minimally impaired by human 

influences in the coterminous United States for the 

years 1951–2010. They report finding positive trends 

in streamflow for many sites in the eastern United 

States and negative trends in streamflow for sites in 

the Pacific Northwest.  

McCabe and Wolock (2014) examined “spatial 

and temporal patterns in annual and seasonal 

minimum, mean, and maximum daily streamflow 

values” using a database drawn from 516 reference 

stream gauges located throughout the coterminous 

United States for the period 1951–2009. Cluster 

analysis was used to classify the stream gauges into 

14 groups based on similarity in their temporal 

patterns of streamflow. They found “some small 

magnitude trends over time” which “are only weakly 

associated with well-known climate indices. We 

conclude that most of the temporal variability in flow 

is unpredictable in terms of relations to climate 

indices and infer that, for the most part, future 

changes in flow characteristics cannot be predicted 

by these indices.” 

Hao et al. (2016) studied trends in floods in 

China over a 2,000-year record to see if drought and 

flood events coincided with known warm and cold 

periods. They begin by observing “there has been no 

significant trend in the mean precipitation over the 

whole country” from 1951 to 2009, despite a 

measured increase in temperature of 1°C during that 

period. The authors used a 2,000-year temperature 

series created by Ge et al. (2013) using 28 proxies 

including historical documents, tree rings, ice cores, 

lake sediments, and stalagmites, producing a record 

with a time resolution finer than 10 years. A data set 

of precipitation anomalies and grading system for the 

severity of droughts and flood disasters created by 

Zhang (1996) was then compared to the temperature 

record. The results showed only weak correlations 

and a random assortment of positive as well as 

negative associations depending on region. The 

results “showed that there has been no fixed spatial 

pattern of precipitation anomalies during either cold 

or warm periods in Eastern China over the past 2000 

years.” Which means neither drought conditions nor 

flooding in China correlate with changes in mean 

average global temperature. 

Macdonald and Sangster (2017) lament that “one 

of the greatest challenges presently facing river basin 

managers is the dearth of reliable long-term data on 

the frequency and severity of extreme floods,” and 

set out to address that challenge by presenting “the 

first coherent large-scale national analysis undertaken 

on historical flood chronologies in Britain, providing 

an unparalleled network of sites (Fig. 1), permitting 

analysis of the spatial and temporal distribution of 

high-magnitude flood patterns and the potential 

mechanisms driving periods of increased flooding at 

a national scale (Britain) since AD 1750.” The 

authors report, “The current flood-rich period (2000) 

is of particular interest with several extreme events 

documented in recent years, though it should be 

noted from a historical perspective that these are not 

unprecedented, with several periods with comparable 

[Flood Index] scores since ca. 1750, it remains 

unclear at present whether the current period (2000) 

represents a short or long flood-rich phase.” They 

conclude, “The apparent increase in flooding 

witnessed over the last decade appears in 

consideration to the long-term flood record not to be 

unprecedented; whilst the period since 2000 has been 

considered as flood-rich, the period 1970–2000 is 

‘flood poor’, which may partly explain why recent 
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floods are often perceived as extreme events. The 

much publicised (popular media) apparent change in 

flood frequency since 2000 may reflect natural 

variability, as there appears to be no shift in 

long-term flood frequency.” 

Hodgkins et al. (2017) studied major floods (25–

100 year return period) from 1961 to 2010 in North 

America and from 1931 to 2010 in Europe to see if 

such events had become more frequent over time. 

More than 1,200 flood gauges were studied in diverse 

catchments from North America and Europe; only 

minimally altered catchments were used, and trends 

were assessed on a variety of flood characteristics 

and for a variety of specific regions. “Overall,” they 

write, “the number of significant trends in 

major-flood occurrence across North America and 

Europe was approximately the number expected due 

to chance alone. Changes over time in the occurrence 

of major floods were dominated by multidecadal 

variability rather than by long-term trends. There 

were more than three times as many significant 

relationships between major-flood occurrence and the 

Atlantic Multidecadal Oscillation than significant 

long-term trends.” 

 

 

* * * 

 

Summarizing, the historical record suggests no 

global trend toward increasing flooding events in the 

modern era, while proxy data give a contradictory 

picture of major floods due to natural causes, more 

flooding during cool periods than during warm 

periods or vice versa, or (as in the case of China) no 

correlation at all between floods and temperature. 

This being the case, it is unlikely that human CO2 

emissions are currently causing a global increase in 

floods or that warmer temperatures forecast for the 

rest of the twenty-first century would trigger such an 

increase. 
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2.3.1.5 Storms 

The IPCC writes “it is likely that the number of heavy 

precipitation events over land has increased in more 

regions than it has decreased in since the mid-20
th

 

century, and there is medium confidence that 

anthropogenic forcing has contributed to this 

increase. … For the near and long term, CMIP5 

projections confirm a clear tendency for increases in 

heavy precipitation events, in the global mean seen in 

the AR4 [Fourth Assessment Report], but there are 

substantial variations across regions. Over most of 

the mid-latitude land masses and over wet tropical 

regions, extreme precipitation will very likely be more 

intense and more frequent in a warmer world” (IPCC, 

2013, p. 112). Climate models generally predict more 

storms as the human impact on climate increases 

during the twenty-first century (e.g., Seeley and 

Romps, 2014).  

Referring to extreme or intense storms, Dezileau 

et al. (2011) note the key question is, “are they linked 

to global warming or are they part of natural climate 

variability?” They write “it is essential to place such 

events in a broader context of time, and trace the 

history of climate changes over several centuries,” 

because “these extreme events are inherently rare and 

therefore difficult to observe in the period of a human 

life.” Analyzing regional historical archives and 

sediment cores extracted from two Gulf of 

Aigues-Mortes lagoons in the northwestern part of 

the occidental Mediterranean Sea for bio- and 

geo-indicators of past storm activities there, they 

were able to assess “the frequency and intensity of 

[extreme] events during the last 1500 years” as well 

as “links between past climatic conditions and storm 

activities.” They found evidence of four “catastrophic 

storms of category 3 intensity or more,” which 

occurred at approximately AD 455, 1742, 1848, and 

1893, all before human greenhouse gases could have 

been a factor.  

Dezileau et al. (2011) write, “the apparent 

increase in intense storms around 250 years ago lasts 

to about AD 1900,” whereupon “intense 

meteorological activity seems to return to a quiescent 

interval after (i.e. during the 20th century AD).” They 

add, “interestingly, the two periods of most frequent 

superstorm strikes in the Aigues-Mortes Gulf (AD 

455 and 1700–1900) coincide with two of the coldest 

periods in Europe during the late Holocene (Bond 

cycle 1 and the latter half of the Little Ice Age.)” The 

authors suggest “extreme storm events are associated 

with a large cooling of Europe,” and they calculate 

the risk of such storms occurring during that cold 
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period “was higher than today by a factor of 10,” 

noting “if this regime came back today, the 

implications would be dramatic.” 

Barredo (2010) examined large historical 

windstorm event losses in Europe over the period 

1970–2008 for 29 European countries. After 

adjusting the data for “changes in population, wealth, 

and inflation at the country level and for 

inter-country price differences using purchasing 

power parity,” the researcher, employed by the 

Institute for Environment and Sustainability, 

European Commission-Joint Research Centre in 

Ispra, Italy, reports “the analyses reveal no trend in 

the normalized windstorm losses and confirm 

increasing disaster losses are driven by society 

factors and increasing exposure,” adding “increasing 

disaster losses are overwhelmingly a consequence of 

changing societal factors.” 

Page et al. (2010), working with sediment cores 

extracted from Lake Tutira on the eastern end of New 

Zealand’s North Island, developed a 7,200-year 

history of the frequency and magnitude of storm 

activity based on analyses of sediment grain size, 

diatom, pollen, and spore types and concentrations, 

carbon and nitrogen concentrations, and tephra and 

radiocarbon dating. They report millennial-scale 

cooling periods tend to “coincide with periods of 

increased storminess in the Tutira record, while 

warmer events match less stormy periods.” Their 

research shows the sudden occurrence of a string of 

years, or even decades, of unusually large storms is 

something that can happen at almost any time 

without being driven by human activities such as the 

burning of fossil fuels. 

Gascon et al. (2010) conducted a study they 

describe as “the first to document the climatology of 

major cold-season precipitation events that affect 

southern Baffin Island [Canada].” They examined the 

characteristics and climatology of the 1955–2006 

major cold-season precipitation events at Iqaluit, the 

capital of Nunavut, located on the southeastern part 

of Baffin Island in the northwestern end of Frobisher 

Bay, basing their work on analyses of hourly surface 

meteorological data obtained from the public 

archives of Environment Canada. The three 

researchers detected a “non-significant decrease” in 

autumn and winter storm activity over the period of 

their study. The authors’ results are depicted in 

Figure 2.3.1.5.1. 

 

 
 
Figure 2.3.1.5.1 
Cold-season occurrences of major precipitation events at Iqaluit, Nunavut, Canada 
 

 

 
 

Source: Adapted from Gascon et al., 2010. 
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Alexander et al. (2011) analyzed storminess 

across southeast Australia using extreme 

(standardized seasonal 95th and 99th percentiles) 

geostrophic winds deduced from eight widespread 

stations possessing sub-daily atmospheric pressure 

observations dating back to the late nineteenth 

century, finding “strong evidence for a significant 

reduction in intense wind events across SE Australia 

over the past century.” They note “in nearly all 

regions and seasons, linear trends estimated for both 

storm indices over the period analyzed show a 

decrease,” while “in terms of the regional average 

series,” they write, “all seasons show statistically 

significant declines in both storm indices, with the 

largest reductions in storminess in autumn and 

winter.” 

Mallinson et al. (2011) employed optically 

stimulated luminescence dating of inlet-fill and flood 

tide delta deposits from locations in the Outer Banks 

barrier islands of North Carolina, USA to provide a 

“basis for understanding the chronology of storm 

impacts and comparison to other paleoclimate proxy 

data” in the region over the past 2,200 years. 

Analyses of the cores revealed “the Medieval Warm 

Period (MWP) and Little Ice Age (LIA) were both 

characterized by elevated storm conditions as 

indicated by much greater inlet activity relative to 

today.” They write, “given present understanding of 

atmospheric circulation patterns and sea-surface 

temperatures during the MWP and LIA, we suggest 

that increased inlet activity during the MWP 

responded to intensified hurricane impacts, while 

elevated inlet activity during the LIA was in response 

to increased nor’easter activity.” The group of five 

researchers state their data indicate, relative to 

climatic conditions of the Medieval Warm Period and 

Little Ice Age, there has more recently been “a 

general decrease in storminess at mid-latitudes in the 

North Atlantic,” reflecting “more stable climate 

conditions, fewer storm impacts (both hurricane and 

nor’easter), and a decrease in the average wind 

intensity and wave energy field in the mid-latitudes 

of the North Atlantic.” 

Li et al. (2011), citing “unprecedented public 

concern” with respect to the impacts of climate 

change, set out to examine the variability and trends 

of storminess for the Perth, Australia metropolitan 

coast. They conducted an extensive set of analyses 

using observations of wave, wind, air pressure, and 

water level over the period 1994–2008. The results of 

their analysis, in their view, would serve “to validate 

or invalidate the climate change hypothesis” that 

rising CO2 concentrations are increasing the 

frequency and severity of storms. As shown in Figure 

2.3.1.5.2, all storm indices showed significant 

interannual variability over the period of record, and 

“no evidence of increasing (decreasing) trends in 

extreme storm power was identified to validate the 

climate change hypotheses for the Perth region.” 

Sorrel et al. (2012) note the southern coast of the 

English Channel in northwestern France is “well 

suited to investigate long-term storminess variability 

because it is exposed to the rapidly changing North 

Atlantic climate system, which has a substantial 

influence on the Northern Hemisphere in general.” 

They present “a reappraisal of high-energy estuarine 

and coastal sedimentary records,” finding “evidence 

for five distinct periods during the Holocene when 

storminess was enhanced during the past 6,500 

years.” The six scientists write, “high storm activity 

occurred periodically with a frequency of about 1,500 

years,” with the last extreme stormy period 

“coinciding with the early to mid-Little Ice Age.” 

They note “in contrast, the warm Medieval Climate 

Optimum was characterized by low storm activity 

(Sorrel et al., 2009; Sabatier et al., 2012).” 

Khandekar (2013) observed that “many excellent 

studies on thunderstorm climatology (e.g., Changnon, 

2001) have used over 100 years of data to document 

that ‘thunderstorms and related activity in the U.S. 

peaked during the 1920s and 1930s and since then 

have declined in the late 1990s.’” See Changnon and 

Kunkel (2006) and Changnon (2010) for more recent 

presentations of this research. Khandekar also reports 

research conducted by Hage (2003), who “extracts 

data from several thousand Prairie-farm newsletters 

and reconstructs windstorm activity from 1880 to 

1995 for the Canadian Prairies.” The study (by Hage) 

concludes that “severe windstorms and associated 

thunderstorm activity peaked during the early part of 

the twentieth century and has since then declined 

steadily.” 

Yang et al. (2015) report that over the period 

December 2013–February 2014, “there was a 

pronounced reduction of extratropical storm (ETS) 

activity over the North Pacific Ocean and the west 

coast of the United States of America (USA), and a 

substantial increase of ETS activity extending from 

central Canada down to the midwestern USA.” In 

hopes of explaining the “extreme North America 

winter storm season of 2013/14,” they used the 

Geophysical Fluid Dynamics Laboratory 

Forecast-Oriented Low Ocean Resolution model to 

conduct a series of simulations. The authors’ 

modeling exercise found “no statistically significant 

change” in ETS over mid-America or the Pacific coastal 
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Figure 2.3.1.5.2 
Annual storm trends for Perth, Australia, 1994–2008 
 

 
Annual storm trends for Perth, Australia defined by (a) stormy hours and (b) number of storm events, as 
determined by wind speed, significant wave height, non-tidal residual water level, and mean sea level pressure. 
Adapted from Li et al., 2011. 

 
 

region from 1940–2040 could be attributed to 

anthropogenic forcing, while a “significant decrease 

starting [in] 2000” was found for mid-Canada. They 

conclude, “thus, the impact of antorpogenic forcing 

prescribed on this model did not contribute to the 

2013-14 extreme ETS events over North America.” 

Degeai et al. (2015) studied sediments in a 

lagoon in southern France to find the 

“sedimentological signature” of ancient storms. The 

study area is located in the Languedoc region along 

the continental shelf of the Gulf of Lions in the 

Northwestern Mediterranean. “The many lagoons in 

this coastal plain give an excellent opportunity to find 

sedimentary sequences recording the palaeostorm 

events,” they write. They found “phases of high 

storm activity occurred during cold periods, 

suggesting a climatically-controlled mechanism for 

the occurrence of these storm periods.” They also 

found a “new 270-year solar-driven pattern of storm 

cyclicity” and 10 major storm periods with a mean 

duration of 96 ± 54 years. Phases of higher storm 

activity occurred generally during the cold episodes 

of the Little Ice Age, the Dark Ages Cold Period, and 

the Iron Age Cold Period. Extreme storm waves were 

recorded on the French Mediterranean coast to the 

East of the Rhone delta during the Little Ice Age. 

Periods of low storm activity occurred during periods 

that coincide with the Roman Warm Period and the 

Medieval Warm Period.  

Zhang et al. (2017a) note “understanding the 

trend of localized severe weather under the changing 

climate is of great significance but remains 

challenging which is at least partially due to the lack 

of persistent and homogeneous severe weather 

observations at climate scales while the detailed 

physical processes of severe weather cannot be 
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resolved in global climate models.” They created a 

database of “continuous and coherent severe weather 

reports from over 500 manned stations” across China 

and discovered “a significant decreasing trend in 

severe weather occurrence across China during the 

past five decades. The total number of severe weather 

days that have either thunderstorm, hail and/or 

damaging wind decrease about 50% from 1961 to 

2010. It is further shown that the reduction in severe 

weather occurrences correlates strongly with the 

weakening of East Asian summer monsoon which is 

the primary source of moisture and dynamic forcing 

conducive for warm-season severe weather over 

China.” 

Turning from China to the United States, the 

number of extreme rainfall events – defined as a 

greater-than-normal proportion of one-day 

precipitation originating from the highest 10th 

percentile of one-day precipitation – are alleged to be 

increasing in the United States. A database often 

cited is Step 4 of the Climate Exchange Index 

maintained by the National Oceanic and Atmospheric 

Administration (NOAA, 2018). But most or even all 

of the increase is likely due to a change in 

instrumentation and analysis methodology rather than 

a change in weather. Figure 2.3.1.5.3 plots data from 

1910 through 2014 and finds from 1990 through 

1992, a near zero slope exists with a percent of 

explained variance (R
2
) of only 0.007%. Then, from 

1995 to 2014, another insignificant slope with an R
2
 

of 0.24% is observed. Thus, the data do not exhibit a 

trend, but rather a discontinuity occurring between 

1992 and 1995. 

Climate forcing caused by CO2 is predicted to 

produce a linear increase in surface temperature and 

other climate indices, not sudden discontinuities such 

as that shown in NOAA’s extreme precipitation 

record. The more likely cause of the jump is that 

between 1992 and 1995, the National Weather 

Service (NWS) changed the way it measures 

precipitation at its “first-order” weather stations 

network, replacing manual observation gauges with 

electronic devices that are equipped with wind 

shields, are closer to the ground, and are “corrected” by  

 
 
Figure 2.3.1.5.3 
Percentage of the contiguous United States with a much greater-than-normal proportion of 
precipitation derived from extreme 1-day precipitation events  

 

 
 
Annual time-series of the proportion of the contiguous United States with a greater-than-normal proportion of its 
one-day precipitation originating from the highest 10

th
 percentile of one-day precipitation (Climate Extreme Index 

Step 4). The expected value is 10%. Separate regression lines are plotted for the period from 1910 to 1992 
(R

2
=7x10

-5
) and from 1995 to 2014 (R

2
=0.0024). Source: Adapted from Gleason et al., 2008, Figure 2, p. 2129. 
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NWS staff to account for some known biases. The 

sudden jump in extreme precipitation reports is 

probably just an artifact of this change in 

data-collection methodology. This is independently 

confirmed by evidence that the record of floods 

across the United States shows no evidence of 

increasing extreme rainfall events since 1950 (Hirsch 

and Ryberg, 2012; McCabe and Wolock, 2014).  

As mentioned at the beginning of this section, 

climate models generally predict more extreme 

rainfall events. However, the models do a poor job 

simulating such events and therefore are unreliable 

guides to the future. Zhang et al. (2017b) note, 

“meeting the demand for robust projections for 

extreme short-duration rainfall is challenging, 

however, because of our poor understanding of its 

past and future behaviour. The characterization of 

past changes is severely limited by the availability of 

observational data. Climate models, including typical 

regional climate models, do not directly simulate all 

extreme rainfall producing processes, such as 

convection.” The authors report on efforts to improve 

the models by focusing on precipitation–temperature 

relationships, but those relationships are tenuous and 

of limited use for projecting future precipitation 

extremes. 

 

* * * 

 

In conclusion, storms, like floods, sometimes 

appear to be more frequent and more intense during 

periods of global cooling, not warming, and are 

unrelated to anthropogenic forcing. Climate models 

are not a reliable guide to the frequency or intensity 

of future extreme rainfall events. If the human 

presence is causing the climate to warm, in many 

parts of the world this may produce weather that is 

calm, not stormier. 
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2.3.1.6 Hurricanes 

For many years, nearly all climate model output 

suggested hurricanes (in the Atlantic and 

Northeastern Pacific Basin, although the terms 

typhoon, severe cyclonic storm, or tropical cyclone 

are used elsewhere) should become more frequent 

and intense as planetary temperatures rise. Scientists 

worked to improve the temporal histories of these 

hurricane characteristics for various ocean basins 

around the world to evaluate the plausibility of such 

projections. In nearly all instances, the research 

revealed such trends do not exist.  

As a result of these findings, the IPCC revised its 

conclusion on hurricanes, stating in the Fifth 

Assessment Report, “there is low confidence in 

long-term (centennial) changes in tropical cyclone 

activity, after accounting for past changes in 

observing capabilities … and there is low confidence 

in attribution of changes in tropical cyclone activity 

to human influence owing to insufficient 

observational evidence, lack of physical 

understanding of the links between anthropogenic 

drivers of climate and tropical cyclone activity and 

the low level of agreement between studies as to the 

relative importance of internal variability, and 

anthropogenic and natural forcings” (IPCC, 2013, p. 

113). Or maybe no relationship exists between the 

human presence and hurricanes. 

The prediction of more frequent or more intense 

hurricanes is significant due to the destruction they 

may cause to the environment and homes and 

businesses in exposed coastal areas. However, much 

of that damage is likely to be due to continued human 

migration to coastal areas and not to more hurricanes. 

According to Pielke et al. (2005), by 2050 “for every 

additional dollar in damage that the 

Intergovernmental Panel on Climate Change expects 

to result from the effects of global warming on 

tropical cyclones, we should expect between $22 and 

$60 of increase in damage due to population growth 

and wealth,” citing the findings of Pielke et al. 

(2000). They state, “the primary factors that govern 

the magnitude and patterns of future damages and 

casualties are how society develops and prepares for 

storms rather than any presently conceivable future 

changes in the frequency and intensity of the storms.” 

The authors note many continue to claim a significant 

hurricane–global warming connection for advocating 

anthropogenic CO2 emission reductions that “simply 

will not be effective with respect to addressing future 

hurricane impacts,” additionally noting “there are 

much, much better ways to deal with the threat of 

hurricanes than with energy policies (e.g., Pielke and 

Pielke, 1997).” 

Klotzbach et al. (2018) updated earlier research 

by Pielke et al., this time covering trends in 

hurricanes making landfall in the continental United 

States (CONUS) since 1990. They “found no 

significant trends in landfalling hurricanes, major 

hurricanes, or normalized damage consistent with 

what has been found in previous studies.” They 

report hurricane activity is influenced by El Niño–

Southern Oscillation on the interannual time scale 

and by the Atlantic Multidecadal Oscillation on the 

multidecadal time scale. “Despite a lack of trend in 

https://www.ncei.noaa.gov/news/us-climate-extremes-index
http://www.nature.com/articles/srep42310
http://www.nature.com/articles/srep42310
http://www.nature.com/articles/srep42310
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observed CONUS landfalling hurricane activity since 

1900,” they write, “large increases in 

inflation-adjusted hurricane-related damage have 

been observed, especially since the middle part of the 

twentieth century. We demonstrate that this increase 

in damage is strongly due to societal factors, namely, 

increases in population and wealth along the U.S. 

Gulf and East Coasts.” 

 

 

The Scientific Debate 

Many of the first major advances in understanding 

hurricane genesis, tracks, and cyclical patterns were 

produced by William W. Gray and his many students 

and colleagues at Colorado State University, located 

in Fort Collins, Colorado, USA. Klotzbach et al. 

(2017) described Gray’s contributions in a tribute 

published after Gray’s death in 2016: 

 

Gray pioneered the compositing approach to 

observational tropical meteorology through 

assembling of global radiosonde datasets and 

tropical cyclone research flight data. In the 

1970s, he made fundamental contributions to 

knowledge of convective–larger-scale 

interactions. Throughout his career, he wrote 

seminal papers on tropical cyclone structure, 

cyclogenesis, motion, and seasonal forecasts. 

His conceptual development of a seasonal 

genesis parameter also laid an important 

framework for both seasonal forecasting as 

well as climate change studies on tropical 

cyclones. His work was a blend of both 

observationally based studies and the 

development of theoretical concepts.  

 

In the 1990s, Gray connected the natural cycles 

in Atlantic basin hurricane activity with variability in 

air and sea surface temperatures (SST) (Gray, 1990; 

Gray et al., 1997), and then to variability in the 

Atlantic Multidecadal Oscillation (AMO) 

(Goldenberg et al., 2001). Gray identified the source 

of AMO variability as natural changes in the 

thermohaline circulation, the large-scale movement 

of water through Earth’s oceans thought to be 

propelled by changes in temperatures and density and 

surface winds (Klotzbach and Gray, 2008). When the 

AMO is in its warm (positive) phase, conditions are 

more favorable to the formation of hurricanes as 

characterized by above-average far north and tropical 

Atlantic SSTs, below-average tropical Atlantic 

sea-level pressures, and reduced levels of tropical 

Atlantic vertical wind shear. When the AMO is in its 

cool phase, the atmosphere is drier, has more 

inhibiting vertical wind shear, and cannot sustain 

deep convection as readily. Figure 2.3.1.6.1 shows 

this natural variability from 1880 to 2015 (Klotzbach 

et al., 2015). Recent research by Barcikowska et al. 

(2017) confirms many of Gray’s observations, with 

the authors finding “observational SST and 

atmospheric circulation records are dominated by an 

almost 65-yr variability component” and “the 

recently observed (1970s–2000s) North Atlantic 

warming and eastern tropical Pacific cooling might 

presage an ongoing transition to a cold North Atlantic 

phase with possible implications for near-term global 

temperature evolution.” 

Gray did not support the theory that human 

sulfate aerosols in the atmosophere were masking the 

effect of CO2 and warmer temperatures on hurricane 

genesis. Gray’s view on this matter was 

strenghthened by the CERN cloud particle 

experiment reported in Section 2.2.4, which found 

“ion-induced nucleation of pure organic particles 

constitutes a potentially widespread source of aerosol 

particles in terrestrial environments with low sulfuric 

acid pollution” (Kirkby et al., 2016). Instead, Gray 

argued (consistent with the views of the authors of 

this section) that climate models are unable to 

distinguish natural from anthropogenic forcings and 

misrepresent the role of water vapor feedback. He 

also also argued that rising temperatures from around 

1970 to 2000 were due not to anthropogenic causes 

but to a long-term weakening in the strength of the 

Atlantic thermohaline circulation possibly due to 

solar influences (Gray, 2012). 

Sobel et al. (2016) summarized the views of 

climate modelers as follows: “Theory and numerical 

simulations suggest that human emissions of 

greenhouse gases, acting on their own, should have 

already caused a small increase in tropical cyclone 

(TC) intensities globally. The same theory and 

simulations indicate that we should not expect to be 

able to discern this increase in recent historical 

observations because of the confounding influences 

of aerosol forcing (which acts to oppose greenhouse 

gas forcing) and large natural variability (which 

compromises trend detection). Current expectations 

for the future are that aerosol forcing will remain 

level or decrease while greenhouse gas forcing 

continues to increase, leading to considerable 

increases in TC intensity as the climate warms 

further.” In light of the CERN experiment and other 

research on cosmic rays described in Section 2.2.4, 

this expectation is not justified.
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Figure 2.3.1.6.1 
Tropical cyclone Atlantic multidecadal variability 
 

 
Three-year-averaged accumulated cyclone energy (ACE) in the Atlantic basin (green line) and 
three-year-averaged standardized normalized Atlantic multidecadal oscillation (AMO) (blue line) from 1880–2014 
with predicted value for 2015 (red squares). The 2015 AMO value is the January–June-averaged value. The year 
listed is the third year being averaged (for example, 1880 is the 1878–1880 average). Correlation between the two 
time series is 0.61. Source: Klotzbach et al., 2015. 

 
 

Sobel et al. (2016) acknowledge “the validity of 

data from the earlier periods in the longest-term 

observational data sets has been strongly questioned,” 

“large natural variability, including substantial 

components with decadal and longer frequencies, 

further confounds trend detection in records,” and 

“robustly detectable trends in basin-average PI 

[potential impact] are found only in the North 

Atlantic, where both surface warming and, to some 

extent, tropical tropopause cooling have contributed 

to an increase in PI between 1980 and 2013.” Still, 

they argue “it would be inappropriate to go on to 

conclude that there is no human influence on TCs at 

present. To draw that conclusion would be a type II 

statistical error, conflating absence of evidence with 

evidence of absence.” But the evidence offered by 

Gray and others in this section suggests there is 

indeed “evidence of absence,” and hurricane activity 

is unlikely to be affected by human influences on 

climate. 

 

 
  



 Climate Science 

 219 

 

 

  

 

Uncertainty in the Hurricane Database 

 
 
Landsea and Franklin (2013) studied the hurricane database (called HURDAT) used by the National 

Hurricane Center to report the intensity, central pressure, position, and three measures of radii (size) of 
Atlantic and eastern North Pacific basin tropical and subtropical cyclones, with the goal of measuring 
changes in their uncertainty over the past decade. They observe that “given the widespread use of 
HURDAT for meteorological, engineering, and financial decision making, it is surprising that very little 
has been published regarding the uncertainties inherent in the database.”  

 
Readers may note the similarity between this comment and one made by McLean (2018) reported 

in Section 2.2.1. McLean examined the HadCRUT4 surface station temperature record and wrote, “It 
seems very strange that man-made warming has been a major international issue for more than 30 
years and yet the fundamental data has never been closely examined.” McLean uncovered so many 
errors and methodological problems with the HadCRUT4 database that it is plainly not suited for 
scientific research. Landsea and Franklin are only slightly less critical of the HURDAT2 database. 

 
Landsea and Franklin explain “a best track is defined as a subjectively smoothed representation of 

a tropical cyclone’s history over its lifetime, based on a poststorm assessment of all available data.” 
While based on observational data, a best track is a stylized fact, a subjective interpretation of several 
different and “often contradictory” datasets by a small group of specialists tasked with assigning 
numbers to an extremely complex and ultimately unknowable set of natural processes. “Because the 
best tracks are subjectively smoothed,” the authors write, “they will not precisely recreate a storm’s 
history, even when that history is known to great accuracy.” So how accurate are best tracks? 

 
Landsea and Franklin compared two surveys completed by the specialists employed by the 

National Hurricane Center, six in 1999 and 10 in 2010, asking them to assign uncertainty values to each 
of six quantities used to produce a best track. The results of the comparison did show progress in 
reducing uncertainty in the ten years that passed between surveys, but the amount of uncertainty 
remaining was surprising. The quantity with the least uncertainty is position, ranging from 7.5% for U.S. 
landfalling cyclones to 12.5% for satellite-only monitoring. Intensity and central pressure have 
uncertainties ranging from 17.5% to 20% for satellite-only and 10% to 12.5% for both satellite-aircraft 
monitoring and at landfall in the United States. For wind radii, the relative uncertainty for cyclones 
making a U.S. landfall is around 25% to 30%, and for those being observed by satellite only, 35% to 
52.5%.  

 
Finally, Landsea and Franklin note the best tracks database “goes back to 1851, but it is far from 

being complete and accurate for the entire century and a half.” As one looks further back in time, “in 
addition to larger uncertainties, biases become more pronounced as well with tropical cyclone 
frequencies being underreported and the tropical cyclone intensities being underanalyzed. That is, 
some storms were missed and many intensities are too low in the preaircraft reconnaissance era 
(before 1944 for the western half of the basin) and in the presatellite era (before 1972 for the entire 
basin).”  

 
* * * 

 
Source: Landsea, C.W. and Franklin, J.L. 2013. Atlantic hurricane database uncertainty and 
presentation of a new database format. Monthly Weather Review 141: 3576–92. 

 



 Climate Change Reconsidered II: Fossil Fuels 

220 

Searching for a Trend 

Maue (2011) obtained global TC life cycle data from 

the IBTrACS database of Knapp et al. (2010), which 

contains six-hourly best-track positions and intensity 

estimates for the period 1970–2010, from which he 

calculated the accumulated cyclone energy (ACE) 

metric (Bell et al., 2000), analogous to the power 

dissipation index (PDI) used by Emanuel (2005) in 

his attempt to link hurricanes with global warming. 

Maue found “in the pentad since 2006, Northern 

Hemisphere and global tropical cyclone ACE has 

decreased dramatically to the lowest levels since the 

late 1970s.” He also found “the global frequency of 

tropical cyclones has reached a historical low.” Maue 

noted “there is no significant linear trend in the 

frequency of global TCs,” in agreement with the 

analysis of Wang et al. (2010). “[T]his current period 

of record inactivity,” as Maue describes it, suggests 

the long-held contention that global warming 

increases the frequency and intensity of tropical 

storms is simply not true. Maue has continuously 

updated his analysis, with the latest results shown in 

Figure 2.3.1.6.2. 

Villarini et al. (2011) used a statistical model 

developed by Villarini et al. (2010), in which “the 

frequency of North Atlantic tropical storms is 

modeled by a conditional Poisson distribution with a 

rate of occurrence parameter that is a function of 

tropical Atlantic and mean tropical sea surface 

temperatures (SSTs),” to examine “the impact of 

different climate models and climate change 

scenarios on North Atlantic and U.S. landfalling 

tropical storm activity.” The five researchers report 

their results “do not support the notion of large 

increases in tropical storm frequency in the North 

Atlantic basin over the twenty-first century in 

response to increasing greenhouse gases.” They also 

note “the disagreement among published results 

concerning increasing or decreasing North Atlantic 

tropical storm trends in a warmer climate can be 

largely explained (close to half of the variance) in 

terms of the different SST projections (Atlantic 

minus tropical mean) of the different climate model 

projections.” 

 
 
Figure 2.3.1.6.2 
Cyclonic energy, globally and Northern Hemisphere, from 1970 through October 2018 
 

 
Last four decades of global and Northern Hemisphere Accumulated Cyclone Energy (ACE): 24-month running 
sums. Note that the year indicated represents the value of ACE through the previous 24 months for the Northern 
Hemisphere (bottom line/gray boxes) and the entire globe (top line/blue boxes). The area in between represents 
the Southern Hemisphere total ACE. Source: Maue, 2018. 
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Vecchi and Knutson (2011) conducted an 

analysis of the characteristics of Atlantic hurricanes 

whose peak winds exceeded 33 meters/second for the 

period 1878–2008 based on the HURDAT database, 

developing a new estimate of the number of 

hurricanes that occurred in the pre-satellite era 

(1878–1965) based on analyses of TC storm tracks 

and the geographical distribution of the tracks of the 

ships that reported TC encounters. The two 

researchers report “both the adjusted and unadjusted 

basin-wide hurricane data indicate the existence of 

strong interannual and decadal swings.” Although 

“existing records of Atlantic hurricanes show a 

substantial increase since the late 1800s,” their 

analysis suggests “this increase could have been due 

to increased observational capability.” They write, 

“after adjusting for an estimated number of ‘missed’ 

hurricanes (including hurricanes that likely would 

have been mis-classified as tropical storms), the 

secular change since the late-nineteenth century in 

Atlantic hurricane frequency is nominally negative – 

though not statistically significant.” The two 

researchers from NOAA’s Geophysical Fluid 

Dynamics Laboratory contend their results “do not 

support the hypothesis that the warming of the 

tropical North Atlantic due to anthropogenic 

greenhouse gas emissions has caused Atlantic 

hurricane frequency to increase.” 

Ying et al. (2011), working with tropical cyclone 

best track and related observational severe wind and 

precipitation datasets created by the Shanghai 

Typhoon Institute of the China Meteorological 

Administration, identified trends in observed TC 

characteristics over the period 1955 to 2006 for the 

whole of China and four sub-regions. They found 

over the past half-century there have been changes in 

the frequency of TC occurrence in only one 

sub-region, where they determined “years with a high 

frequency of TC influence have significantly become 

less common.” They also note, “during the past 50 

years, there have been no significant trends in the 

days of TC influence on China” and “the seasonal 

rhythm of the TC influence on China also has not 

changed.” They found “the maximum sustained 

winds of TCs affecting the whole of China and all 

sub-regions have decreasing trends” and “the trends 

of extreme storm precipitation and 1-hour 

precipitation were all insignificant.” Thus, for the 

whole of China and essentially all of its component 

parts, major measures of TC impact have remained 

constant or slightly decreased. 

Sun et al. (2011) analyzed data pertaining to TCs 

for the period 1951–2005 over the northwestern 

Pacific and South China Sea, obtained from China’s 

Shanghai Typhoon Institute and the National Climate 

Center of the China Meteorological Administration. 

They determined the frequency of all TCs affecting 

China “tended to decrease from 1951 to 2005, with 

the lowest frequency [occurring] in the past ten 

years.” In addition, the average yearly number of 

super typhoons was “three in the 1950s and 1960s” 

but “less than one in the past ten years.” They write 

“the decrease in the frequency of super typhoons, at a 

rate of 0.4 every ten years, is particularly significant 

(surpassing the significance test at the 0.01 level),” 

adding “there is a decreasing trend with the extreme 

intensity of these TCs during the period of influence 

in the past 55 years.” The authors’ findings are 

shown in Figure 2.3.1.6.3. 

Xiao et al. (2011) “developed a Tropical Cyclone 

Potential Impact Index (TCPI) based on the air mass 

trajectories, disaster information, intensity, duration 

and frequency of tropical cyclones,” using 

observational data obtained from the China 

Meteorological Administration’s Yearbook of 

Tropical (Typhoon) Cyclones in China for the years 

1951–2009 plus the Annual Climate Impact 

Assessment and Yearbook of Meteorological 

Disasters in China, also compiled by the China 

Meteorological Administration, but for the years 

2005–2009. The five researchers report “China’s 

TCPI appears to be a weak decreasing trend over the 

period [1949–2009], which is not significant overall, 

but significant in some periods.” 

Hoarau et al. (2012) analyzed intense cyclone 

activity in the northern Indian Ocean from 1980 to 

2009 based on a homogenous reanalysis of satellite 

imagery. The three French researchers conclude 

“there has been no trend towards an increase in the 

number of categories 3–5 cyclones over the last 30 

years,” noting “the decade from 1990 to 1999 was by 

far the most active with 11 intense cyclones while 5 

intense cyclones formed in each of the other two 

decades”; i.e., those that preceded and followed the 

1990s. They state there has “not been a regular 

increase in the number of cyclone ‘landfalls’ over the 

last three decades (1980–2009).” 

Zhao et al. (2018) studied TC frequency in the 

western North Pacific, “the most active basin over the 

global oceans, experienc[ing] on average about 26 

TCs each year, accounting for nearly 1/3 of the 

global annual total TC counts,” during 1979–2014. 

They note an “abrupt shift” occurred in 1998, after 

which TC frequency dropped precipitously. The 

mean annual TC frequency fell from 20 during 1979–

1997 to only 15.5 from 1998–2014. “A similar reduc- 
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Figure 2.3.1.6.3 
Declining number of typhoons and frequency of super typhoons affecting China (1951–2005) 
 

A. Annual number of typhoons 
 

 

 
 
B. Annual number of super typhoons 

 

 
 

Source: Sun et al., 2011.

 
 

tion of TC frequency was observed in the WNP basin 

and of global TC activity was observed by Liu and 

Chan (2013) and Maue (2011).” 

Before the active 2017 season, the United States 

had not experienced landfall of a Category 3 or 

greater hurricane in nearly 12 years, the longest such 

“hurricane drought” in the United States since the 

1860s (Truchelut and Staeling, 2017; Landsea, 2018). 

Landsea (2015) explained why hurricanes making 

landfall on the U.S. coast is representative of global 

hurricane activity: 

Hurricanes striking the continental United 

States compose a sizable percentage (23%) of 

all Atlantic basin hurricanes since 1972, the 

first year for reliable all Atlantic basin 

hurricane frequency owing to the invention 

of Dvorak satellite intensity technique 
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(Dvorak 1975) coupled with available 

satellite imagery for the basin. The rather 

lengthy coastline of the United States tends 

to experience more hurricane strikes in busy 

seasons, but not every active year causes 

more U.S. landfalls because of variability in 

genesis locations and steering flow. The 

linear correlation coefficient of U.S. 

hurricanes with all Atlantic basin hurricanes 

is 0.49 for the years 1972–2014 (statistically 

significant beyond the 99.8% level after 

accounting for serial correlation). Thus, 

while the sample size per season of U.S. 

hurricanes is substantially smaller than for all 

Atlantic basin hurricanes, the U.S. hurricane 

time series reflects some of the same 

variability as seen in the whole basin. 

Commenting on claims by Kunkel et al. (2013) 

that Atlantic basinwide activity had risen in recent 

years, Landsea (2015) writes, “The long U.S. landfall 

record is an indication that this recent upward phase 

of activity in the Atlantic basin was preceded by quiet 

and active periods of similar magnitude. 

Furthermore, because of the use of over 100 years of 

reliable U.S. hurricane records, one can conclude that 

there has been no long-term century-scale increase in 

U.S. hurricane frequencies.” 
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variability. 
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decrease in extent (high confidence)” (IPCC, 2013, p. 
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net ice loss during the late twentieth and early 

twenty-first centuries for glaciers around the world, 
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extent increased at a rate in the range of 1.2 to 1.8% 

per decade between 1979 and 2012” (italics added). 
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A tutorial on the cryosphere – those places on or 

near Earth’s surface so cold that water is present 

around the year as snow or ice in glaciers, ice sheets, 

and sea ice – appears in Chapter 5 of Climate Change 

Reconsidered II: Physical Science (NIPCC, 2013) and 

will not be repeated here. This section focuses 

narrowly on the IPCC’s claim to know with “high 

confidence” that Antarctica is in fact losing mass and 

that melting in the Arctic is due to anthropogenic 

rather than natural forcing. The possible effects of ice 

melting on sea-level rise are the subject of Section 

2.3.3. 

Any discussion of the issue must begin by 

observing that glaciers, ice sheets, and sea ice around 

the world continuously advance and retreat due to the 

net difference between accumulation and ablation. 

Both the acquisition and loss of ice and snow are 

determined by physical processes that include 

regional temperature fluctuations, precipitation 

variability, solar cycles, ocean current cycles, wind, 

and local geological conditions. Globally, a general 

pattern exists of ice retreating since the end of the 

Little Ice Age, a period when many glaciers reached 

or approached their maximum extents of the 

Holocene. The melting observed during the modern 

era precedes any possible anthropogenic forcing and 

observed melting today is not proof of a human 

impact on climate.  

Complicating this discussion is the fact, 

well-known among experts in the field but not widely 

communicated to other researchers or the public, that 

measurements of mass balance (the net balance 

between the mass gained by snow deposition – 

accumulation – and the loss of mass by melting, 

calving, or other processes – ablation) vary 

depending on the techniques used. Inference, not 

direct observation, is required to produce such 

estimates. Computer models have a particularly poor 

record of hindcasting ice sheets and sea ice 

(Rosenblum and Eisenman, 2017). Even if recent 

trends represent a change from historical patterns, 

this would not be prima facie evidence of an 

anthropogenic problem. Melting ice produces human 

and ecological benefits as well as incurring costs, a 

fact well understood by many millions of people 

whose supplies of fresh water rely on melting 

glaciers. No effort has yet been made to weigh those 

real benefits against the imagined costs. 

 

 

2.3.2.1 Antarctic Ice Sheet and Sea Ice 

 

We start in Antarctica because it is massively large 

compared to the Arctic ice sheet, accounting for 90% 

of the world’s ice. Even very small increases in the 

Antarctic ice sheet mass balance are enough to offset 

or compensate for melting at the opposite pole.  

There are conflicting estimates and no single 

authoritative measure of Antarctica’s mass balance or 

its changes over geological time or human history. 

Until recently, most researchers believed Antarctica’s 

ice sheet experienced little net gain or loss since 

satellite data first became available in 1992 (Tedesco 

and Monaghan, 2010; Quinn and Ponte, 2010; Zwally 

and Giovinetto, 2011). More recently, modelers using 

the IPCC’s dubious forecasts of temperature and 

precipitation and perhaps looking for a human signal 

find a small net loss by the ice sheet (IMBIE Team, 

2018).  

Climate models generally predict that a warmer 

climate would result in more snowfall over 

Antarctica. This is due to the ability of warmer air 

(but still below freezing) to transport more moisture 

across the Antarctic continent. By itself, increased 

snowfall would increase the Antarctic ice sheet so 

much it would cause a drop in global sea level of 20 

to 43 millimeters (0.8 – 1.7 inches) in 2100 and 73 to 

163 mm (2.9 – 6.4 inches) in 2200, compared with 

today (Ligtenberg et al., 2013). However, models 

also predict this increase would be more than offset 

by increases in surface melt, ice discharge, ice-shelf 

collapses, and ocean-driven melting. One key 

complication that current climate models failed to 

account for is the significant geothermal heating 

beneath the ice sheet (Schroeder et al., 2014) as well 

as some 138 volcanoes, 91 of which have not been 

previously identified, recently discovered beneath the 

West Antarctic (van Wyk de Vries et al., 2018). Due 

to the complexity of the processes involved, the 

future and even current ice sheet mass balances of 

Antarctica are unknown. 

While the Antarctic ice sheets were once thought 

to have been stable over long periods of geological 

time, this thinking is now known to be incorrect. The 

editors of Nature Geoscience (2018) write, “first 

came sediment and model evidence that the West 

Antarctic ice sheet collapsed during previous 

interglacial periods and under Pliocene warmth. Then 

came erosional data showing that several regions of 

the East Antarctic ice sheet also retreated and 

advanced throughout the Pliocene. An extended 

record of ice-sheet extent from elsewhere on the East 

Antarctic coast now paints a more complicated 
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picture of the sensitivity of this ice sheet to 

warming.” 

According to the editors of Nature Geoscience, 

Antarctic ice sheet changes occur very slowly. “In 

terms of immediate sea-level rise, it is reassuring that 

it seems to require prolonged periods of time lasting 

hundreds of thousands to millions of years to induce 

even partial retreat [of the East Antarctic ice sheet]. 

Nevertheless, we must not take its stability 

completely for granted – we cannot be sure how the 

East Antarctic ice sheet will respond to rates of 

warming that might exceed one to two degrees in a 

few thousand years.” 

Antarctic melting is not to be feared even “in a 

few thousand years” if temperatures in the Antarctic 

do not rise substantially. Stenni et al. (2017) report 

that their new reconstruction of Antarctic temperature 

“confirm[s] a significant cooling trend from 0 to 

1900 CE (current era) across all Antarctic regions 

where records extend back into the 1st millennium, 

with the exception of the Wilkes Land coast and 

Weddell Sea coast regions. Within this long-term 

cooling trend from 0–1900 CE we find that the 

warmest period occurs between 300 and 1000 CE, 

and the coldest interval from 1200 to 1900 CE. Since 

1900 CE, significant warming trends are identified 

for the West Antarctic Ice Sheet, the Dronning Maud 

Land coast and the Antarctic Peninsula regions, and 

these trends are robust across the distribution of 

records that contribute to the unweighted isotopic 

composites and also significant in the weighted 

temperature reconstructions. Only for the Antarctic 

Peninsula is this most recent century-scale trend 

unusual in the context of natural variability over the 

last 2000-years.” 

Growing evidence suggests temperatures in the 

region rose in the modern era prior to about 1998 but 

have since stopped and may now be cooling once 

more. Carrasco (2013) reported finding a decrease in 

the warming rate from stations on the western side of 

the Antarctic Peninsula between 2001 and 2010, as 

well as a slight cooling trend for King George Island 

(in the South Shetland Islands just off the peninsula). 

Similarly, in an analysis of the regional stacked 

temperature record over the period 1979–2014, 

Turner et al. (2016) reported a switch from warming 

(1979–1997) to cooling (1999–2014). While 

warming on the Antarctic Peninsula (typically 

measured at the Faraday/Vernadsky station) is often 

cited as proof that Antarctica is warming, 

temperatures elsewhere on the enormous continent 

suggest a different story. 

More recently, Oliva et al. (2017) updated the 

study by Turner et al. (2016) “by presenting an 

updated assessment of the spatially-distributed 

temperature trends and interdecadal variability of 

mean annual air temperature and mean seasonal air 

temperature from 1950 to 2015, using data from ten 

stations distributed across the Antarctic Peninsula 

region.” They found the “Faraday/Vernadsky 

warming trend is an extreme case, circa twice those 

of the long-term records from other parts of the 

northern Antarctic Peninsula.” They also note the 

presence of significant decadal-scale variability 

among the 10 temperature records, which they linked 

to large-scale atmospheric phenomena such as 

ENSO, the Pacific Decadal Oscillation, and the 

Southern Annular Mode. Perhaps most important is 

their confirmation that “from 1998 onward, a turning 

point has been observed in the evolution of mean 

annual air temperatures across the Antarctic 

Peninsula region, changing from a warming to a 

cooling trend.” This cooling has amounted to a 0.5° 

to 0.9°C decrease in temperatures in most of the 

Antarctic Peninsula region, the only exception being 

three stations located in the southwest sector of the 

peninsula that experienced a slight delay in their 

thermal turning point, declining only over the shorter 

period of the past decade. Oliva et al. (2017) cite 

independent evidence from multiple other sources in 

support of the recent cooling detected in their 

analysis, including an “increase in the extent of sea 

ice, positive mass-balance of peripheral glaciers and 

thinning of the active layer of permafrost.” 

Colder temperatures in Antarctica appear to have 

halted net melting on the continent. Lovell et al. 

(2017) set out to determine the temporal changes in 

the glacial terminus positions of 135 outlet glaciers 

(91 marine- and 44 land-terminating) spanning 

approximately 1,000 kilometers across three major 

drainage basins along the coastline of East Antarctica 

(Victoria Land, Oates Land, and George V Land). 

This was accomplished by comparing terminus 

position changes in seven satellite images over the 

period 1972–2013. In describing their findings, 

Lovell et al. write, “between 1972 and 2013, 36% of 

glacier termini in the entire study area advanced and 

25% of glacier termini retreated, with the remainder 

showing no discernible change outside of the 

measurement error (± 66 m or ± 1.6 m yr
-1

) and 

classified as ‘no change.’” Although there were some 

regional differences in glacier termini changes, the 

authors found no correlation with those changes and 

changes in air temperature or sea ice trends. Instead, 

they write, “sub-decadal glacier terminus variations 
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in these regions over the last four decades were more 

closely linked to non-climatic drivers, such as 

terminus type and geometry, than any obvious 

climatic or oceanic forcing.” 

Similarly, Fountain et al. (2017) analyzed 

changes in glacier extent along the western Ross Sea 

in Antarctica over the past 60 years. The authors used 

digital scans of paper maps based on aerial imagery 

acquired by the U.S. Geological Survey, along with 

modern-day satellite imagery from a variety of 

platforms, to calculate changes in the terminus 

positions, ice speed, calving rates, and ice front 

advance and retreat rates from 34 glaciers in this 

region over the period 1955–2015. The authors report 

“no significant spatial or temporal patterns of 

terminus position, flow speed, or calving emerged, 

implying that the conditions associated with ice 

tongue stability are unchanged,” at least over the past 

six decades. However, they also report “the net 

change for all the glaciers, weighted by glacier width 

at the grounding line, has been [one of] advance” 

(italics added) with an average rate of increase of +12 

± 88 m yr
-1

. Over a period during which the bulk of 

the modern rise in atmospheric CO2 has occurred, not 

only have the majority of glaciers from this large 

region of Antarctica not retreated, they have 

collectively grown. 

Engel et al. (2018) analyzed surface 

mass-balance records from two glaciers on James 

Ross Island, located off the northeastern edge of the 

Antarctic Peninsula. The first glacier, Whisky 

Glacier, is a land-terminating valley glacier, while the 

second, Davies Dome, is an ice dome. According to 

the authors, “because of their small volume, these 

glaciers are expected to have a relatively fast 

dynamic response to climatic oscillations and their 

mass balance is also considered to be a sensitive 

climate indicator,” citing the work of Allen et al. 

(2008). The researchers found that over the period of 

study (2009–2015), Davis Dome and Whisky Glacier 

experienced cumulative mass gains of 0.11 ± 0.37 

and 0.57 ± 0.67 meters of water equivalent, 

respectively; their annual surface mass balances were 

positive in every year except 2011/2012. 

Engel et al. (2018) write their findings “indicate a 

change from surface mass loss that prevailed in the 

region during the first decade of the 21st century to 

predominantly positive surface mass balance after 

2009/2010.” They also note the positive mass 

balances observed on Davis Dome and Whisky 

Glacier “coincide with the surface mass-balance 

records from Bahía del Diablo Glacier on nearby 

Vega Island, Bellingshausen Ice Dome on King 

George Island and Hurd and Johnsons glaciers on 

Livingston Island,” which records reveal “a regional 

change from a predominantly negative surface mass 

balance in the first decade of the 21st century to a 

positive balance over the 2009–2015 period.” Their 

findings appear in Figure 2.3.2.1.1. The authors also 

noted “a significant decrease in the warming rates 

reported from the northern Antarctic Peninsula since 

the end of the 20th century” which “is also consistent 

with the regional trend of climate cooling on the 

eastern side of the Antarctic Peninsula.” 

Moving from the Antarctic ice sheet to the sea ice 

surrounding the continent, Comiso et al. (2017) report 

“the Antarctic sea ice extent has been slowly 

increasing contrary to expected trends due to global 

warming and results from coupled climate models.” 

They note record high levels of sea ice extent were 

reported in 2012 and 2014, and “the positive trend is 

confirmed with newly reprocessed sea ice data that 

addressed inconsistency issues in the time series.” The 

authors produce a new sea ice record “to show that the 

positive trend in sea ice extent is real using an updated 

and enhanced version of the sea ice data” in response 

to concerns expressed by Eisenman et al. (2014) that 

the trend might be an artifact of inconsistency in the 

processing of data before and after January 1992. 

That problem was fixed when the entire dataset was 

reprocessed, as reported by Comiso and Nishio 

(2008). To further improve the dataset, Comiso et al. 

(2017) correct inconsistencies among sensors, “the tie 

point for open water was made dynamic; and the 

threshold for the lower limit for ice was relaxed to 

allow retrieval of ice at 10% ice concentration. 

Further adjustments in brightness temperature TB 

were made to improve consistency in the retrieval of 

ice concentration, ice extent, and ice area from the 

different sensors.” After making these improvements, 

the authors report a positive trend of +19.9 ± 2.0 10
3
 

km
2
/year, or +1.7 ± 0.2% / decade. The results of 

their new analysis are shown in Figure 2.3.2.1.2. 

Comiso et al. (2017) write, “The positive trend, 

however, should not be regarded as unexpected 

despite global warming and the strong negative trend 

in the Arctic ice cover because the distribution of 

global surface temperature trend is not uniform. In 

the Antarctic region the trend in surface temperature 

is about 0.1°C decade
−1

 while the trend is 0.6°C 

decade
−1

 in the Arctic and 0.2°C decade
−1

 globally 

since 1981.” Actually, the satellite record shows a 

global temperature trend from 1979 to 2016 of only 

0.1°C decade
-1

, just half of their estimate (Christy et 

al., 2018), which makes the increasing extent of 

Southern Hemispheric sea ice even more expected.
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Figure 2.3.2.1.1 
Surface mass-balance records for glaciers around the northern Antarctic Peninsula 

 
Source: Engel et al., 2018. 

 
 

Figure 2.3.2.1.2 
Monthly averages of the Antarctic sea ice extent, November 1978 to December 2015  

 

 
 

Time series of monthly anomalies of sea ice extents derived using the newly enhanced SB2 data (black) and the 
older SBA data (red) from November 1978 to December 2015. The trend lines using SB2 and SBA data are also 
shown and the trend values with statistical errors are provided. Adapted from Comiso et al., 2017, Figure 3b. 
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Purich et al. (2018) believe the expansion of 

Antarctic sea ice can be explained by the addition of 

fresh water to the Southern Ocean surface, a process 

called “surface freshening.” “The majority of CMIP5 

models underestimate or fail to capture this historical 

surface freshening,” they write, “yet little is known 

about the impact of this model bias on regional ocean 

circulation and hydrography.” The authors use GCMs 

to model the addition of freshwater to the Southern 

Ocean and find it “causes a surface cooling and sea 

ice increase under preindustrial conditions, because 

of a reduction in ocean convection and weakened 

entrainment of warm subsurface waters into the 

surface ocean.” 

 

* * * 

 

Despite climate model predictions, the Antarctic 

ice sheet is likely to be unchanged or is gaining ice 

mass while Antarctic sea ice is gaining in extent, not 

retreating. A long regional cooling trend in surface 

temperatures appears to have ended around the 

beginning of the twentieth century, probably due to 

internal variability unrelated to the human presence. 

The subsequent warming trend may have ended in 

the past decade. 
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2.3.2.2 Arctic Ice Sheet and Sea Ice 

 

According to Kryk et al. (2017), “Greenland is the 

world's largest, non-continental island located 

between latitudes 59 ° and 83 ° N, and longitudes 11 

° and 74 ° W. Greenland borders with Atlantic Ocean 

to the East, with the Arctic Ocean to the North and 

Baffin Bay to the West. Three-quarters of Greenland 

is solely covered by the permanent ice sheet.” Models 

cited by the IPCC find “the average rate of ice loss 

from the Greenland ice sheet has very likely 

substantially increased from 34 [-6 to 74] Gt yr
-1

 over 

the period 1992 to 2001 to 215 [157 to 274] Gt yr
-1

 

over the period 2002 to 2011” (IPCC, 2013, p. 9). 

Also according to the IPCC, “the annual mean Arctic 

sea ice extent decreased over the period 1979 to 2012 

with a rate that was very likely in the range of 3.5 to 

4.1% per decade. …”  

While it is easy to find alarming accounts of 

rising temperatures and melting ice in the Arctic 

region even in respected science journals (e.g., Lang 

et al., 2017), such accounts neglect to report natural 

variability in the historical and geological record 

against which recent trends must be compared. 

MacDonald et al. (2000) used radiocarbon-dated 

macrofossils to document how “Over most of Russia, 

forest advanced to or near the current arctic coastline 

between 9000 and 7000 yr B.P. (before present) and 

retreated to its present position by between 4000 and 

3000 yr B.P. … During the period of maximum forest 

extension, the mean July temperatures along the 

northern coastline of Russia may have been 2.5° to 

7.0°C warmer than modern. The development of 

forest and expansion of treeline likely reflects a 

number of complimentary environmental conditions, 

including heightened summer insolation, the demise 

of Eurasian ice sheets, reduced sea-ice cover, greater 

continentality with eustatically lower sea level, and 

extreme Arctic penetration of warm North Atlantic 

waters.” 

Miller et al. (2005) summarized the main 

characteristics of the glacial and climatic history of 

the Canadian Arctic’s Baffin Island since the Last 

Glacial Maximum by presenting biotic and physical 

proxy climate data derived from six lacustrine 

sediment cores recovered from four sites on Baffin 

Island. This work revealed that “glaciers throughout 

the Canadian Arctic show clear evidence of Little Ice 

Age expansion, persisting until the late 1800s, 

followed by variable recession over the past century.” 

They also report that wherever the Little Ice Age 

advance can be compared to earlier advances, “the 

Little Ice Age is the most extensive Late Holocene 

advance,” and “some glaciers remain at their Little 

Ice Age maximum.” Since the Little Ice Age in the 

Canadian Arctic spawned the region’s most extensive 

glacial advances of the entire Holocene, it is only to 

be expected that the region should be experiencing 

significant melting as the planet recovers from that 

historic cold era. 

Also working with sediment cores recovered 

from three mid-Arctic lakes on the Cumberland 

Peninsula of eastern Baffin Island, Frechette et al. 

(2006) employed radiocarbon dating of macrofossils 

contained in the sediment, together with 

luminescence dating, to isolate and study the portions 

of the cores pertaining to the interglacial that 

preceded the Holocene, which occurred 

approximately 117,000 to 130,000 years ago, 

reconstructing the past vegetation and climate of the 

region during this period based on pollen spectra 

derived from the cores. This work revealed that “in 

each core,” as they describe it, “last interglacial 

sediments yielded remarkably high pollen 

concentrations, and included far greater percentages 

of shrub (Betula and Alnus) pollen grains than did 

overlying Holocene sediments.” They then infer 

“July air temperatures of the last interglacial to have 

been 4 to 5°C warmer than present on eastern Baffin 

Island.” This clearly reveals that Arctic region 

temperatures today are not unprecedented. In a 

companion study, Francis et al. (2006) estimated 

“summer temperatures during the last interglacial 

were higher than at any time in the Holocene, and 5 

to 10°C higher than present.” 

A major review of the literature conducted in 

2006 (CAPE-Last Interglacial Project Members, 

2006) reported “quantitative reconstructions of LIG 

[Last Interglaciation] summer temperatures suggest 

http://www.clim-past-discuss.net/cp-2017-40/cp-2017-40.pdf
http://www.clim-past-discuss.net/cp-2017-40/cp-2017-40.pdf
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that much of the Arctic was 5°C warmer during the 

LIG than at present.” With respect to the impacts of 

this warmth, they note Arctic summers of the LIG 

“were warm enough to melt all glaciers below 5 km 

elevation except the Greenland Ice Sheet, which was 

reduced by ca 20–50% (Cuffey and Marshall, 2000; 

Otto-Bliesner et al., 2006).” In addition, they write 

“the margins of permanent Arctic Ocean sea ice 

retracted well into the Arctic Ocean basin and boreal 

forests advanced to the Arctic Ocean coast across 

vast regions of the Arctic currently occupied by 

tundra.” 

Frauenfeld et al. (2011) used the known close 

correlations of total annual observed melt extent 

across the Greenland ice sheet, summer temperature 

measurements from stations located along 

Greenland’s coast, and variations in atmospheric 

circulation across the North Atlantic to create a 

“near‐continuous 226-year reconstructed history of 

annual Greenland melt extent dating from 2009 back 

into the late eighteenth century.” Their graph of the 

record appears as Figure 2.3.2.2.1. The researchers 

found “the recent period of high-melt extent is 

similar in magnitude but, thus far, shorter in duration, 

than a period of high melt lasting from the early 

1920s through the early 1960s. The greatest melt 

extent over the last 2-1/4 centuries occurred in 2007; 

however, this value is not statistically significantly 

different from the reconstructed melt extent during 20 

other melt seasons, primarily during 1923–1961.” 

Similarly, Bjørk et al. (2018) found the rates at which 

Greenland’s peripheral glaciers are currently 

retreating were exceeded during the “early twentieth 

century post-Little-Ice-Age retreat.” 

Vasskog et al. (2015) provides a summary of 

what is (and is not) presently known about the history 

of the Greenland ice sheet (GrIS) over the previous 

glacial-interglacial cycle. The authors find that during 

the last interglacial period (130–116 ka BP), global 

temperatures were 1.5°–2.0°C warmer than the peak 

warmth of the present interglacial, or Holocene, in 

which we are now living. They estimate the GrIS was 

“probably between ~7[%] and 60% smaller than at 

present,” and that melting contributed to a rise in 

global sea level of “between 0.5 and 4.2 m.” 

Comparing the present interglacial to the past 

interglacial, atmospheric CO2 concentrations are 

currently 30% higher yet global temperatures are 

1.5°–2°C cooler, GrIS volume is from 7% to 60% 

larger, and global sea level is at least 0.5-4.2 m 

lower, none of which observations signal catastrophe 

for the present. 

 

Figure 2.3.2.2.1 
Reconstructed history of the total ice melt extent index over Greenland, 1784–2009 

 

 
Observed values of the ice melt index (blue solid circles), reconstructed values of the ice melt index (gray open 
circles), the 10-year trailing moving average through the reconstructed and fitted values (thick red line), and the 
95% upper and lower confidence bounds (thin gray lines). Source: Frauenfeld et al., 2011, Figure 2. 
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Lusas et al. (2017) observe, “Prediction of future 

Arctic climate and environmental changes, as well as 

associated ice-sheet behavior, requires placing 

present-day warming and reduced ice extent into a 

long-term context.” Using calibrated radiocarbon 

dating of organic remains in small lakes near the 

Istorvet ice cap in East Greenland, they discover 

“deglaciation of the region before ~10,500 years BP, 

after which time the ice cap receded rapidly to a 

position similar to or less extensive than present.” 

The record “suggests that the ice cap was similar to 

or smaller than present throughout most of the 

Holocene. This restricted ice extent suggests that 

climate was similar to or warmer than present, in 

keeping with other records from Greenland that 

indicate a warm early and middle Holocene.” 

Mangerud and Svendsen (2017) observe that 

remains of shallow marine mollusks that are today 

extinct close to Svalbard, a Norwegian group of 

islands located in the Arctic Ocean north of 

continental Norway, are found in deposits there 

dating to the early Holocene. The presence of “the 

most warmth-demanding species found, Zirfaea 

crispata,” indicates August temperatures on Svalbard 

were 6°C warmer at around 10,200 – 9,200 YBP, 

when this species lived there. Another mussel, 

Mytilus edulis, returned to Svalbard in 2004 

“following recent warming, and after almost 4000 

years of absence, excluding a short re-appearance 

during the Medieval Warm Period 900 years ago.” 

Based on their study of these mollusk remains, the 

authors conclude “a gradual cooling brought 

temperatures to the present level at about 4.5 cal. ka 

BP. The warm early-Holocene climate around 

Svalbard was driven primarily by higher insolation 

and greater influx of warm Atlantic water, but 

feedback processes further influenced the regional 

climate.” These findings, like those of Kryk et al. 

(2017), make it clear that today’s temperatures in this 

part of the Arctic are not unprecedented and indeed 

are cool compared to past periods. 

Hofer et al. (2017) observe that the loss of mass 

by the GrIS has generally been attributed to rising 

temperatures and a decrease in surface albedo, but 

“we show, using satellite data and climate model 

output, that the abrupt reduction in surface mass 

balance since about 1995 can be attributed largely to 

a coincident trend of decreasing summer cloud cover 

enhancing the melt-albedo feedback. Satellite 

observations show that, from 1995 to 2009, summer 

cloud cover decreased by 0.9 ± 0.3% per year. Model 

output indicates that the GrIS summer melt increases 

by 27 ± 13 gigatons (Gt) per percent reduction in 

summer cloud cover, principally because of the 

impact of increased shortwave radiation over the low 

albedo ablation zone.” The authors attribute the 

reduction in cloud cover to “a state shift in the North 

Atlantic Oscillation promoting anticyclonic 

conditions in summer [which] suggests that the 

enhanced surface mass loss from the GrIS is driven 

by synoptic-scale changes in Arctic-wide 

atmospheric circulation,” not anthropogenic forcing. 

As with changing views about the Antarctic ice 

sheet, past estimates of Greenland’s mass balance 

and changes to the same showed little net loss and 

possibly small gains (Johannessen et al., 2005; 

Zwally et al., 2011; Jezek, 2012). More recently, 

computer models as well as satellite data appear to 

show a steady loss of mass from the Greenland ice 

sheet between 2002 and 2017, as shown in Figure 

2.3.2.2.2. However, “Glacier area measurements 

from LANDSAT and ASTER, available since 1999 

for 45 of the widest and fastest-flowing 

marine-terminating glaciers, reveal a pattern of 

continued relative stability since 2012–13” (Box et 

al., 2018). 

 
 
Figure 2.3.2.2.2 
Change in total mass (Gt) of the Greenland 
ice sheet from GRACE satellite measure- 
ments, 2002–2017 

 

 
Data are based on an unweighted average of JPL 
RL05, GFZ RL05, and the CSR RL05 solutions, which 
reduce noise in the GRACE data for 2017. Source: 
Box et al., 2018, Figure 5.12, p. S154, citing Sasgen 
et al., 2012. 

 
 



 Climate Science 

 233 

Turning from the GrIS to Arctic sea ice, Darby et 

al. (2001) developed a 10,000-year multi-parameter 

environmental record from a thick sequence of 

post-glacial sediments obtained from cores extracted 

from the upper continental slope off the Chukchi Sea 

Shelf in the Arctic Ocean. They uncovered 

“previously unrecognized millennial-scale variability 

in Arctic Ocean circulation and climate” along with 

evidence suggesting “in the recent past, the western 

Arctic Ocean was much warmer than it is today.” 

More specifically, they write, “during the middle 

Holocene the August sea surface temperature 

fluctuated by 5°C and was 3–7°C warmer than it is 

today,” and they report their data reveal “rapid and 

large (1–2°C) shifts in bottom water temperature,” 

concluding that “Holocene variability in the western 

Arctic is larger than any change observed in this area 

over the last century.” 

Van Kooten (2013, pp. 232–3) observes, 

“Historically, the Arctic is characterized by warm 

periods when there were open seas and the Arctic sea 

ice did not extend very far to the south. Ships’ logs 

identify ice-free passages during the warm periods of 

1690–1710, 1750–1780 and 1918–1940, although 

each of these warm periods was generally preceded 

and followed by colder temperatures, severe ice 

conditions and maximum southward extent of the ice 

(e.g., during 1630–1660 and 1790–1830).” Van 

Kooten continues, “there must have been little ice in 

the Davis Strait west of Greenland as the Vikings  

Kryk et al. (2017) note “Arctic temperatures are 

very variable, making it difficult to identify 

long-term trends, particularly on a regional scale,” 

and “only until recently, the area of the North 

Atlantic, including SW Greenland region, was one of 

the few areas in the world where cooling was 

observed, however in the period 1979–2005 the trend 

reversed and strong warming was observed.” The 

authors use changes in diatom species composition in 

Godthåbsfjord region, SW Greenland, to create a 

reconstruction of sea surface temperature and sea ice 

concentration (SIC) from 1600–2010 showing, 

among other things, that current temperatures and 

SIC are not at all unprecedented. Their findings are 

reproduced as Figure 2.3.2.2.3. See also Werner et al. 

(2017) for a review of four Arctic summer 

temperature reconstructions and the authors’ original 

reconstruction, all showing temperature peaks higher 

than those observed in recent years.  

  

 

Figure 2.3.2.2.3 
Southwest Greenland sea surface temperatures and sea ice concentration, 1600–2010 

 

 

 

 
  

SST = sea surface temperature, SIC = sea ice concentration. Source: Adapted from Kryk et al., 2017, Figure 3. 
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The melting trend recorded by satellites since 

1979 was preceded by a period of expanding ice 

extent from 1943 to about 1970 (e.g., Suo et al., 

2013), so looking only at the record since 1979 

exaggerates the appearance of unusual melting. Not 

until ~2005 did the recent melting period reach the 

low point previously reached in 1943. Given 

uncertainties in measurement and changes in 

technology, it is possible today’s sea ice extent is still 

not the lowest since 1900. See, for example, the 

Arctic sea ice dataset created by Connolly et al. 

(2017) reproduced as Figure 2.3.2.2.4. 

Commenting on their findings, Connolly et al. 

(2017) write, “if we also consider the full envelope of 

the associated confidence intervals, we cannot rule 

out the possibility that similarly low sea ice extents 

occurred during the 20th century. That is, the upper 

bounds of the estimates for all years since 2004 are 

still greater than the lower bounds for several years in 

the early 20th century.” They also note “this 

late-1970s reversal in sea ice trends was not captured 

by the hindcasts of the recent CMIP5 climate models 

used for the latest IPCC reports, which suggests that 

current climate models are still quite poor at 

modelling past sea ice trends.” 

Slawinska and Robock (2018) used the 

Community Earth System Model to study the impacts 

of volcanic perturbations and the phase of the 

Atlantic Multidecadal Oscillation on the extent of sea 

ice and other climate indices. The authors show “at 

least in the Last Millennium Ensemble, volcanic 

eruptions are followed by a decadal-scale positive 

response of the Atlantic multidecadal overturning 

circulation, followed by a centennial-scale 

enhancement of the Northern Hemispheric sea ice 

extent. It is hypothesized that a few mechanisms, not 

just one, may have to play a role in consistently 

explaining such a simulated climate response at both 

decadal and centennial time scales.” Of particular 

relevance to the topic being addressed here, the 

authors contend “prolonged fluctuations in solar 

irradiance associated with solar minima potentially 

amplify the enhancement of the magnitude of 

volcanically triggered anomalies of Arctic sea ice 

extent.” As such natural sources of variability are 

better understood, the possible role of anthropogenic 

greenhouse gases in sea ice extent necessarily 

becomes smaller. 

 

* * * 

 

The Greenland ice sheet and neighboring glaciers 

and sea ice vary in mass and extent over time due to 

natural forces unrelated to the human presence. 

Recent temperatures and melting are not outside the 

range of natural variability found even in the past 

century. If there is anything strange or unusual about  

 
 

Figure 2.3.2.2.4 
Annual Arctic sea ice extent trends from 1900 to 2017 

 

 
 
Periods of net sea ice growth and melt are indicated at the bottom of the figure. Satellite data became available in 
1979. Source: Connolly et al., 2017. 
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current Arctic temperatures it is that they are lower 

than what they were during the maximum warmth of 

the current interglacial and, even more so, the prior 

interglacial. If the Arctic behaves anything like the 

Antarctic in this regard, one can extend this 

comparison back in time through three more 

interglacials, all of which were also warmer than the 

current one (Petit et al., 1999; Augustin et al., 2004). 

Furthermore, it should be evident that the region’s 

current life forms, including most notably polar 

bears, fared just fine during these much warmer 

interglacials, or else they would not be here today. 
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2.3.2.3 Non-polar Glaciers 

 

During the past 25,000 years (late Pleistocene and 

Holocene) glaciers around the world have fluctuated 

broadly in concert with changing climate, at times 

shrinking to positions and volumes smaller than 

today. Many non-polar glaciers have been retreating 

since the Little Ice Age, a natural occurrence 

unrelated to the human presence. This fact 

notwithstanding, mountain glaciers around the world 

show a wide variety of responses to local climate 

variation and do not respond to global temperature 

change in a simple, uniform way. 

Tropical mountain glaciers in both South 

America and Africa have retreated in the past 100 

years because of reduced precipitation and increased 

solar radiation; retreat of some glaciers elsewhere 

began at the end of the Little Ice Age in 1850, when 

no impact from anthropogenic CO2 was possible. The 

data on global glacial history and ice mass balance do 

not support the claims made by the IPCC that CO2 

emissions are causing most glaciers today to retreat 

and melt. Chapter 5 of Climate Change Reconsidered 

II: Physical Science (NIPCC, 2013) reported many 

examples of glaciers that were either stable or 

advancing in the modern era. Rather than attempt a 

similarly comprehensive literature review again, we 

mention only a few examples reported most recently 

in the literature. 

Yan et al. (2017) studied sea ice on the Bohai 

Sea, a gulf of the Yellow Sea on the northeastern 

coast of China. Despite being one of the busiest 

seaways in the world, the sea is becoming 

ice-covered during winter months with growing 

frequency. The recent global winter cooling trend 

reported in Section 2.3.1 has affected the Bohai Sea, 

producing media reports of record-setting cold and 

ice (Beijing Review, 2010, 2014; China Daily, 2012; 

China Travel Guide, 2013; Daily Mail, 2016). Yan et 

al. observe, “Despite the backdrop of continuous 

global warming, sea ice extent has been found not to 

consistently decrease across the globe, and instead 

exhibit heterogeneous variability at middle to high 

latitudes.” Using satellite imagery, Yan et al. reveal 

an upward trend of 1.38 ± 1.00% yr
–1

 (R = 1.38, i.e. at 

a statistical significance of 80%) in Bohai Sea ice 

extent over the 28-year period. The researchers also 

report a decreasing mean ice-period average 

temperature based on data from 11 meteorological 

stations around the Bohai Sea. Their results are 

shown in Figure 2.3.2.3.1. 

Sigl et al. (2018) note “Starting around AD 1860, 

many glaciers in the European Alps began to retreat 

from their maximum mid-19th century terminus 

positions, thereby visualizing the end of the Little Ice 

Age in Europe,” confirming this retreat began before 

human greenhouse gas emissions could have been a 

principal driving factor. The authors note some 

researchers nevertheless contend radiative forcing by 

increasing deposition of industrial black carbon to 

snow might account for “the abrupt glacier retreats in 

the Alps.” To test this hypothesis, they used 

“sub-annually resolved concentration records of 

refractory black carbon (rBC; using soot photometry) 

as well as distinctive tracers for mineral dust, 

biomass burning and industrial pollution from the 

Colle Gnifetti ice core in the Alps from AD 1741 to 

2015. These records allow precise assessment of a 

potential relation between the timing of observed 

acceleration of glacier melt in the mid-19th century 

with an increase of rBC deposition on the glacier 

caused by the industrialization of Western Europe.” 

http://journals.ametsoc.org/doi/abs/10.1175/JCLI-D-16-0498.1
http://journals.ametsoc.org/doi/abs/10.1175/JCLI-D-16-0498.1
http://journals.ametsoc.org/doi/abs/10.1175/JCLI-D-16-0498.1
http://journals.ametsoc.org/doi/abs/10.1175/JCLI-D-16-0498.1
http://www.clim-past-discuss.net/cp-2017-29/cp-2017-29.pdf
http://www.clim-past-discuss.net/cp-2017-29/cp-2017-29.pdf
http://www.clim-past-discuss.net/cp-2017-29/cp-2017-29.pdf
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Figure 2.3.2.3.1 
Increasing sea ice extent on Bohai Sea in northeastern China, 1988–2015 

 

 
 

Left axis and solid lines are annual average ice area (AAIA). Right axis and shaded columns are annual maximum 
ice area (AMIA). Source: Adapted from Yan et al., 2017. 

 
 

Sigl et al. (2018) establish that industrial black 

carbon (BC) deposition began in 1868–1884 (5%–

95% range) with the highest change point probability 

in 1876. “The median timing of industrial BC 

deposition at the four Greenland ice-core sites is 

AD 1872 (ToE analysis) or AD 1891 (Bayesian 

change-point), respectively, in good agreement with 

the Alpine ice cores,” they report. By that time, they 

report, “the majority of Alpine glaciers had already 

experienced more than 80 % of their total 19th 

century length reduction, casting doubt on a leading 

role for soot in terminating of the Little Ice Age.” 

Their plot of mean glacier length retreat and advance 

rates, shown in Figure 2.3.2.3.2, shows significant 

natural variability correlated with ambient 

temperature (not shown in the graph) but unrelated to 

soot emissions or human greenhouse gas emissions. 

More evidence that natural variability in glacier 

advances and retreats exceeds that witnessed in the 

modern era comes from Oppedal et al. (2018). The 

authors produce a 7,200-year-long reconstruction of 

advances and retreats of the Diamond glacier, a 

“cirque glacier” (a glacier formed in a bowl-shaped 

depression on the side of or near mountains) on 

north-central South Georgia, an island south of the 

Antarctic Convergence. The authors infer glacier 

activity “from various sedimentary properties 

including magnetic susceptibility (MS), dry bulk 

density (DBD), loss-on-ignition (LOI) and 

geochemical elements (XRF), and tallied to a set of 

terminal moraines.” They plot their findings in the 

figure reproduced here as Figure 2.3.2.3.3. 

Oppedal et al. (2018) also found the study site 

was “deglaciated prior to 9900 ± 250 years ago when 

Neumayer tidewater glacier retreated up-fjord.” 

Significantly, one of the periods when the glacier 

“was close to its Maximum Holocene extent” was “in 

the Twentieth century (likely 1930s).” Clearly, the 

extent of this glacier has varied considerably over the 

past 7,000 years and the retreat since 1930 is well 

within the bounds of natural variation. As for a 

mechanism explaining the waxing and waning of this 

glacier, Oppedal et al. write, “glacier fluctuations are 

largely in-phase with reconstructed Patagonian 

glaciers, implying that they respond to centennial 

climate variability possibly connected to 

corresponding modulations of the Southern Westerly 

Winds.” 
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Figure 2.3.2.3.2 
Nineteenth century glacier retreat in the Alps preceded the emergence of industrial black carbon 
deposition on high-alpine glaciers 

 

 

Mean glacier length change rate (smoothed with an 11-year filter) of the glacier stack length record indicating 
phases of average glacier advances (blue) and of glacier retreat (red). Source: Adapted from Sigl et al., 2018, 
Figure 8b. 

 
 

Figure 2.3.2.3.3 
Glacier reconstruction for Diamond glacier on South Georgia island 
 

 

 

 
Source: Adapted from Oppedal et al., 2018.  
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* * * 

 

On the matter of whether trends in melting ice in 

recent decades can be attributed to the human 

presence, the IPCC writes, “anthropogenic forcings 

are very likely to have contributed to Arctic sea ice 

loss since 1979” and “ice sheets and glaciers are 

melting, and anthropogenic influences are likely to 

have contributed to the surface melting of Greenland 

since 1993 and to the retreat of glaciers since the 

1960s” (IPCC, 2013, p. 870). But such melting is not 

occurring at the rates reported by the IPCC, and 

melting is not unusual by historical or geological 

time standards. Computer models assume attribution 

to the human presence and then, in a circular fashion, 

are cited as proof of such attribution.  

In conclusion, the Antarctic ice sheet is likely to 

be unchanged or is gaining ice mass. Antarctic sea 

ice is gaining in extent, not retreating. The Greenland 

ice sheet and Artic sea ice are losing mass but 

historically show variability exceeding the changes 

seen in the late twentieth and early twenty-first 

centuries. Any significant warming, whether 

anthropogenic or natural, will melt ice. To claim 

anthropogenic global warming is occurring based on 

such information is to confuse the consequences of 

warming with its cause.  
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2.3.3 Sea-level Rise 

Long-running coastal tide gauges show the 

rate of sea-level rise is not accelerating. Local 

and regional sea levels exhibit typical natural 

variability.  

 

According to the Working Group I contribution to the 

IPCC’s Fifth Assessment Report (IPCC, 2013), “it is 

very likely that the global mean rate [of sea level 

rise] was 1.7 [1.5 to 1.9] mm yr
-1

 between 1901 and 

2010 for a total sea level rise of 0.19 [0.17 to 0.21] 

m” (p. 1139) and “it is very likely that the rate of 

global mean sea level rise during the 21
st
 century will 

exceed the rate observed during 1971–2010 for all 

Representative Concentration Pathway (RCP) 

scenarios due to increases in ocean warming and loss 

of mass from glaciers and ice sheets” (p. 1140). 

Also according to the IPCC (2013), mass loss 

from the Greenland and Antarctic ice sheets over the 

period 1993–2010 expressed as sea-level equivalent 

was “about 5.9 mm (including 1.7 mm from glaciers 

around Greenland) and 4.8 mm, respectively,” and 

ice loss from glaciers between 1993 and 2009 

(excluding those peripheral to the ice sheets) was 13 

mm (p. 368). The total is 23.7 mm (5.9 + 4.8 + 13), 

which is slightly less than 1 inch.  

Like ice melting, sea-level rise is a research area 

that has recently come to be dominated by computer 

models. Whereas researchers working with datasets 

built from long-term coastal tide gauges typically 

report a slow linear rate of sea-level rise, computer 

modelers assume a significant anthropogenic forcing 

and tune their models to find or predict an 

acceleration of the rate of rise. This section reviews 

recent research to determine if there is any evidence 

of such an acceleration and then examines claims that 

http://www.bjreview.com.cn/Cover_Story_Series_2010/2010-02/.../content_245381.htm
http://www.bjreview.com.cn/Cover_Story_Series_2010/2010-02/05/content_245381.htm
http://english.sina.com/china/p/2012/0201/436621.html
https://chinatravel8.wordpress.com/2014/07/24/real-2013-of-huanghai-and-bohai-sea-region-frozen-polar-spectacle-photo/
https://chinatravel8.wordpress.com/2014/07/24/real-2013-of-huanghai-and-bohai-sea-region-frozen-polar-spectacle-photo/
https://www.dailymail.co.uk/news/article-3425376/So-cold-SEA-frozen-Freak-weather-conditions-turn-Chinese-coast-amazing-winter-wonderland.html
https://www.dailymail.co.uk/news/article-3425376/So-cold-SEA-frozen-Freak-weather-conditions-turn-Chinese-coast-amazing-winter-wonderland.html
http://climatechangereconsidered.org/climate-change-reconsidered-ii-physical-science/
https://www.frontiersin.org/articles/10.3389/feart.2018.00002/full
https://www.frontiersin.org/articles/10.3389/feart.2018.00002/full
https://www.the-cryosphere.net/12/3311/2018/
https://www.the-cryosphere.net/12/3311/2018/
https://www.the-cryosphere.net/12/3311/2018/
http://iopscience.iop.org/article/10.1088/1748-9326/aa8116
http://iopscience.iop.org/article/10.1088/1748-9326/aa8116
http://iopscience.iop.org/article/10.1088/1748-9326/aa8116
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islands and coral atolls are being inundated by rising 

seas. 

 

 

2.3.3.1 Recent Sea-level Trends 

 

The recent Pleistocene Ice Age slowly ended 20,000 

years ago with an initially slow warming and a 

concomitant melting of ice sheets. As a result, sea 

level rose nearly 400 feet to approximately the 

present level. For the past thousand years it is 

generally believed that globally averaged sea-level 

change has been less than seven inches per century, a 

rate that is functionally negligible because it is 

frequently exceeded by coastal processes such as 

erosion and sedimentation. Local and regional sea 

levels continue to exhibit typical natural variability – 

in some places rising and in others falling – unrelated 

to changes in the global average sea level. 

Measuring changes in sea level is difficult due to 

the roles and impacts of gravity variations, density of 

the water due to salinity differences, temperature of 

the water, wind, atmospheric pressure differences, 

changes in land level and land uses, and uncertainty 

regarding new meltwater from glaciers. The change 

in technologies used to measure sea level with the 

arrival of satellite altimetry created discontinuities in 

datasets resulting in conflicting estimates of sea 

levels and their rates of change (e.g., Chen et al., 

2013; Cazenave et al., 2014). While some researchers 

infer from satellite data rates of sea-level rise of 3 

mm yr
-1

 or even higher (Nerem et al., 2018), the 

accuracy of those claims have been severely 

criticized (Church et al., 2010; Zhang and Church, 

2012; Parker, 2015; Parker and Ollier, 2016; Mörner, 

2017; Roach et al., 2018). Others have spliced 

together measurements from different locations at 

different times (Church and White, 2006). In fact, all 

the (very slight) acceleration reported by Church and 

White (2006) occurred prior to 1930 – when CO2 

levels were under 310 ppm (Burton, 2012). 

Many researchers place the current rate of global 

sea-level rise at or below the IPCC’s historic estimate 

for 1901–2020 of 1.7 mm/year. Parker and Ollier 

(2016) averaged all the tide gauges included in the 

Permanent Service for Mean Sea Level (PSMSL), a 

repository for tide gauge data used in the 

measurement of long-term sea-level change based at 

the National Oceanography Centre in Liverpool, 

England, and found a trend of about + 1.04 mm/year 

for 570 tide gauges of any length. When they selected 

tide gauges with more than 80 years of recording, 

they found the average trend was only + 0.25 

mm/year. They also found no evidence of 

acceleration in either dataset.  

Parker and Ollier (2017) described six datasets 

they characterized as especially high quality: 

 

 The 301 stations of the PSMSL database having a 

range of years greater than or equal to 60 years, 

“PSMSL-301.” 

 Mitrovica’s 23 gold standard tide stations with 

minimal vertical land motion suggested by 

Douglas, “Mitrovica-23.” 

 Holgate’s nine excellent tide gauge records of 

sea-level measurements, “Holgate-9.” 

 The 199 stations of the NOAA database (global 

and the USA) having a range of years greater 

than or equal to 60 years, “NOAA-199.” 

 The 71 stations of the NOAA database (USA 

only), having a range of years greater than or 

equal to 60 years, “US 71.” 

 The eight tide gauges of California, USA of years 

range larger than 60 years, “California-8.” 

According to Parker and Ollier (2017), “all 

consistently show a small sea-level rate of rise and a 

negligible acceleration.” The average trends and 

accelerations for these data sets are: 

 

 + 0.86 ± 0.49 mm/year and + 0.0120 ± 0.0460 

mm/year
2
 for the PSMSL-301 dataset. 

 + 1.61 ± 0.21 mm/year and + 0.0020 ± 0.0173 

mm/year
2
 for the Mitrovica-23 dataset. 

 + 1.77 ± 0.17 mm/year and + 0.0029 ± 0.0118 

mm/year
2
 for the Holgate-9 dataset. 

 + 1.00 ± 0.46 mm/year and + 0.0052 ± 0.0414 

mm/year
2
 for the NOAA-199 dataset. 

 + 2.12 ± 0.55 mm/year and − 0.0077 ± 0.0488 

mm/year
2
 for the US 71 dataset. 

 + 1.19 ± 0.29 mm/year and + 0.0014 ± 0.0266 

mm/year
2
 for the California-8 dataset. 
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Bezdek (2017) notes “one region in the USA 

identified as being particularly susceptible to 

sea-level rise is the Chesapeake Bay region, and it 

has been estimated that by the end of the century 

Norfolk, Virginia could experience sea-level rise of 

0.75 meters to more than 2.1 meters.” The author’s 

research revealed that water intrusion was in fact a 

“serious problem in much of the Chesapeake Bay 

region” but “due not to ‘sea level rise’ but primarily 

to land subsidence due to groundwater depletion and, 

to a lesser extent, subsidence from glacial isostatic 

adjustment. We conclude that water intrusion will 

thus continue even if sea levels decline.” The author 

goes on to recommend water management policies 

that have been “used successfully elsewhere in the 

USA and other nations to solve water intrusion 

problems.” 

Wang and Zhou (2017) studied two tide gauge 

stations in the Pearl River Estuary on the coast of 

China (Macau and Hong Kong), applying a 

“peaks-over-threshold model of extreme value theory 

to statistically model and estimate secular parametric 

trends of extreme sea level records.” Tide gauge data 

for Macau and Hong Kong spanned the period 1925–

2010 and 1954–2014, respectively. In describing 

their findings, the two Chinese researchers note there 

are “evident decadal variations in the intensity and 

frequency of extremes in [the] sea level records,” but 

“none of the parameters (intensity and frequency) of 

daily higher high-water height extremes in either 

Macau or Hong Kong has a significant increasing or 

decreasing trend.” Similar results were obtained upon 

examination of trends of extremes in tidal residuals, 

where Wang and Zhou again report “none of the 

parameters presents a significant trend in recent 

decades.” 

Watson (2017) notes “some 28 of the 30 longest 

records in the Permanent Service for Mean Sea Level 

(PSMSL) global data holdings are European, 

extending as far back as 1807 (Brest, France). Such 

records provide the world’s best time series data with 

which to examine how kinematic properties of the 

trend might be changing over time.” He chose 83 tide 

gauge records with a minimum of 80 years reporting, 

at the locations shown in Figure 2.3.3.1.1, and used 

“a recently developed analytical package titled 

‘msltrend’ specifically designed to enhance estimates 

of trend, real-time velocity, and acceleration in the 

relative mean sea-level signal derived from long 

annual average ocean water level time series.”  

 
 
Figure 2.3.3.1.1 
Location of tide gauge records in Europe with 
at least 80 years of reporting 
 

 
 

Source: Watson, 2017, Figure 1, p. 24. 

 
 

Even though “the msltrend package has been 

specifically designed to enhance substantially 

estimates of trend, real-time velocity, and 

acceleration in relative mean sea level derived from 

contemporary ocean water level data sets,” Watson 

(2017) reports (with apparent surprise), “Key 

findings are that at the 95% confidence level, no 

consistent or compelling evidence (yet) exists that 

recent rates of rise are higher or abnormal in the 

context of the historical records available across 

Europe, nor is there any evidence that geocentric 

rates of rise are above the global average. It is likely 

a further 20 years of data will distinguish whether 

recent increases are evidence of the onset of climate 

change–induced acceleration.” Watson (2017), like 

many other researchers, observed “the quasi 60-year 

oscillation identified in all oceanic basins of the 

world (Chambers, Merrifield, and Nerem, 2012).”  
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Frederikse et al. (2018) comment on how 

“different sea level reconstructions show a spread in 

sea level rise over the last six decades,” citing among 

the reasons for disagreement “vertical land motion at 

tide-gauge locations and the sparse sampling of the 

spatially variable ocean.” The authors create a new 

reconstruction of sea level from 1958 to 2014 using 

tide-gauge records, observations of vertical land 

motion, and estimates of ice-mass loss, terrestrial 

water storage, and barotropic atmospheric forcing 

and find “a trend of 1.5 ± 0.2 mm yr
−1

 over 1958–

2014 (1σ), compared to 1.3 ± 0.1 mm yr
−1

 for the sum 

of contributors,” an acceleration of 0.07 ± 0.02 mm 

yr
−2

. 

Ahmed et al. (2018) used a geographic 

information system (GIS) and remote sensing 

techniques to study land erosion (losses) and 

accretion (gains) for the entire coastal area of 

Bangladesh for the period 1985–2015. Because it is a 

low-lying river delta especially vulnerable to 

sea-level rise, concerns are often expressed that it 

could be a victim of global warming-induced 

sea-level rise (e.g., Cornwall, 2018). Ahmed et al. 

find “the rate of accretion in the study area is slightly 

higher than the rate of erosion. Overall land dynamics 

indicate a net gain of 237 km
2
 (7.9 km

2
 annual 

average) of land in the area for the whole period from 

1985 to 2015.” Rather than sinking beneath rising 

seas, Bangladesh is actually growing into the sea.  

Contrary to the IPCC’s statement that it is “very 

likely” sea-level rise is accelerating, Burton (2018) 

reports the highest quality coastal tide gauges from 

around the world show no evidence of acceleration 

since the 1920s or before, and therefore no evidence 

of being affected by rising atmospheric CO2 levels. 

Figure 2.3.3.1.2 shows three coastal sea-level 

measurement records (in blue), all more than a 

century long, in each case juxtaposed with 

atmospheric CO2 levels (in green). 

The mean sea-level (MSL) trend at Honolulu, 

Hawaii, USA is +1.48 mm/year; at Wismar, Germany 

is +1.42 mm/year; and at Stockholm, Sweden is -3.75 

mm/year. The first two graphs are typical sea-level 

trends from especially high-quality measurement 

records located on opposite sides of the Earth at sites 

that are little affected by distortions like tectonic 

instability, vertical land motion, and ENSO. The 

trends are nearly identical, and perfectly typical: only 

about 6 inches per century, a rate that has not 

increased in more than nine decades. At Stockholm, 

sea-level rise is negative due to regional vertical land 

motion. To see how typical these trends are, as well 

as to observe natural variability for reasons already 

presented, see the entire 375 tide stations for which 

NOAA did long-term trend analysis at 

http://sealevel.info/MSL_global_thumbnails5.html. 

Local sea-level trends vary considerably because 

they depend not only on the average global trend, but 

also on tectonic movements of adjacent land. In many 

places vertical land motion, either up or down, 

exceeds the very slow global sea-level trend. 

Consequently, at some locations sea level is rising 

much faster than the global rate, and at other 

locations sea level is falling. Figure 2.3.3.1.3 shows 

sea level since 1930 at Grand Isle, Louisiana, USA 

and Skagway, Alaska, USA. 

 

* * * 

 

The best available data show dynamic variations 

in Pacific sea level in accord with El Niño-La Niña 

cycles, superimposed on a natural long-term rise in 

the volume of water in Earth’s oceans (called the 

eustatic rise) (Australian Bureau of Meteorology, 

2011; Scafetta, 2013). Though the range of natural 

variation has yet to be fully described, evidence is 

lacking for any recent changes in global sea level that 

lie outside natural variation. 

  

http://sealevel.info/MSL_global_thumbnails5.html
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Figure 2.3.3.1.2 
Coastal measurement of sea-level rise (blue) in three cities vs. aerial CO2 concentration (green) 
 
 A. Honolulu, Hawaii, USA 

 

 B. Wismar, Germany 

 

 
 C. Stockholm, Sweden 
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Mean sea level at Honolulu, HI, USA (NOAA 1612340, 760-031, PSMSL 155), Wismar, Germany (NOAA 120-022, 
PSMSL 8), and Stockholm, Sweden (NOAA 050-141, PSMSL 78). Monthly mean sea level in meters (blue, left 
axis) without the regular seasonal fluctuations due to coastal ocean temperatures, salinities, winds, atmospheric 
pressures, and ocean currents. CO2 concentrations in ppmv (green, right axis). The long-term linear trend (red) 
and its 95% confidence interval (grey). The plotted values are relative to the most recent mean sea-level data 
established by NOAA CO-OPS. Source: Burton, 2018.  

 
 

 
 
Figure 2.3.3.1.3 
Sea level from 1930, for Grand Isle, Louisiana, USA and Skagway, Alaska, USA 
 
 A. Grand Isle, Louisiana, USA 

 

 
 

 
 B. Skagway, Alaska, USA 

 
 
See previous figure for notes. Source: Burton, 2018, using NOAA data. 
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effects should be visible as a loss of surface area, but 

repeated studies have found this is not the case.  

Island researchers generally have found that atoll 

shorelines are most affected by direct weather and 

infrequent high tide events due to El Niño-Southern 

Oscillation events and the impacts of increasing 

human populations. Pacific island ecologies are very 

resilient to hurricanes and floods since they happen 

so frequently, and plants and animals have learned to 

adapt and recover (Smithers and Hoeke, 2014; Mann 

and Westphal, 2016). Most flooding results not from 

sea-level rise, but from spring tides or storm surges in 

combination with development pressures such as 

borrow pit digging (a hole where soil, gravel, or sand 

has been dug for use at another location) or 

groundwater withdrawal. Persons emigrating from 

the islands generally do so for social and economic 

reasons rather than in response to environmental 

threats. 

Biribo and Woodroffe (2013) write, “low-lying 

reef islands on atolls appear to be threatened by 

impacts of observed and anticipated sea-level rise,” 

noting that “widespread flooding in the interior of 

Fongafale on Funafuti Atoll, in Tuvalu, is often cited 

as confirmation that ‘islands are sinking’ (Patel, 

2006).” To see if this was true, the two scientists 

examined changes in shoreline position on most of 

the reef islands on Tarawa Atoll, the capital of the 

Republic of Kiribati, by analyzing “reef-island area 

and shoreline change over 30 years determined by 

comparing 1968 and 1998 aerial photography using 

geographical information systems.” 

Biribo and Woodroffe (2013) determined that the 

reef islands of Tarawa Atoll “substantially increased 

in size, gaining about 450 ha, driven largely by 

reclamations on urban South Tarawa, accounting for 

360 ha (~80% of the net change).” Of the 40 islands 

of North Tarawa, where population is absent or 

sparse, they report that “25 of the reef islands in this 

area showed no change at the level of detection, 13 

showed net accretion and only two displayed net 

erosion.” In addition, they indicate that “similar 

reports of reef island area increase have been 

observed on urban Majuro, in the Marshall Islands, 

again mainly related to human activity,” citing Ford 

(2012). And they say “a recent analysis of changes in 

area of 27 reef islands from several Pacific atolls for 

periods of 35 or 61 years concluded that they were 

growing (Webb and Kench, 2010),” likely “as a 

result of more prolific coral growth and enhanced 

sediment transport on reef flats when the sea is 

higher,” under which conditions they note that 

“shorelines will actually experience accretion, thus 

increasing reef island size (Kinsey and Hopley, 

1991).” 

Introducing their study, Kench et al. (2015) write, 

“low-lying coral reef islands are coherent 

accumulations of sand and gravel deposited on coral 

reef surfaces that provide the only habitable land in 

atoll nations such as Kiribati, Tuvalu, and the 

Marshall Islands in the Pacific Ocean, and the 

Maldives in the Indian Ocean.” And they write that in 

extreme cases, “rising sea level is expected to erode 

island coastlines,” forcing “remobilization of 

sediment reservoirs and promoting island 

destabilization,” thereby making them “unable to 

support human habitation and rendering their 

populations among the first environmental refugees,” 

citing Khan et al. (2002) and Dickinson (2009). But 

will this ever really happen? 

One phenomenon that suggests it could occur is 

the high rate of sea-level rise (5.1 ± 0.7mm/yr
-1

) and 

the consequent changes in shoreline position that 

have occurred over the past 118 years at 29 islands of 

Funafuti Atoll in the tropical Pacific Ocean. 

However, Kench et al. (2015) write, “despite the 

magnitude of this rise, no islands have been lost,” 

noting, in fact, that “the majority have enlarged, and 

there has been a 7.3% increase in net island area over 

the past century (AD 1897–2013).” They add “there 

is no evidence of heightened erosion over the past 

half-century as sea-level rise accelerated,” noting that 

“reef islands in Funafuti continually adjust their size, 

shape, and position in response to variations in 

boundary conditions, including storms, sediment 

supply, as well as sea level.” The scientists conclude 

that “islands can persist on reefs under rates of 

sea-level rise on the order of 5 mm/year,” which is a 

far greater rate-of-rise than what has been observed 

over the past half-century of significant atmospheric 

CO2 enrichment. 

Ford and Kench (2015) used historic aerial 

photographs and recent high-resolution satellite 

imagery to determine “shoreline changes on six atolls 

and two mid-ocean reef islands in the Republic of the 

Marshall Islands.” This work revealed, “since the 

middle of the 20th century more shoreline has 

accreted than eroded, with 17.23% showing erosion, 

compared to 39.74% accretion and 43.03% showing 

no change.” Consequently, they determine “the net 

result of these changes was the growth of the islands 

examined from 9.09 km
2
 to 9.46 km

2
 between World 

War Two (WWII) and 2010.” In light of these 

findings, Ford and Kench conclude that 

“governments of small island nations need to 

acknowledge that island shorelines are highly 
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dynamic and islands have persisted and in many 

cases grown in tandem with sea level rise.” 

Purkis et al. (2016) observed that “being low and 

flat, atoll islands are often used as case studies 

against which to gauge the likely impacts of future 

sea-level rise on coastline stability.” The authors 

examined remotely sensed images from Diego 

Garcia, an atoll island situated in the remote 

equatorial Indian Ocean, to determine how its 

shoreline has changed over the past five decades 

(1963–2013), during which time sea level in the 

region has been rising more than 5 mm per year, over 

at least the last 30 years, based on data they obtained 

from the National Oceanographic Data Center. 

According to the four scientists, “the amount of 

erosion on Diego Garcia over the last 50 years is 

almost exactly balanced by the amount of accretion, 

suggesting the island to be in a state of equilibrium.” 

Commenting on the significance of this finding, 

Purkis et al. write their study “constitutes one of the 

few that have documented island shoreline dynamics 

at timescales relevant to inform projections of future 

change.” 

Testut et al. (2016) acquired baseline data on 

both absolute and relative sea-level variations and 

shoreline changes in the Scattered Islands region of 

the Indian Ocean, based on aerial image analysis, 

satellite altimetry, field observations, and in situ 

measurements derived from the 2009 and 2011 

Terres Australes et Antarctiques Francaises scientific 

expeditions. They discovered “Grande Glorieuse 

Island has increased in area by 7.5 ha between 1989 

and 2003, predominantly as a result of shoreline 

accretion,” which “occurred over 47% of shoreline 

length.” They also note “topographic transects and 

field observations show that the accretion is due to 

sediment transfer from the reef outer slopes to the 

reef flat and then to the beach.” 

Duvat et al. (2017) studied shoreline change in 

atoll reef islands of the Tuamotu Archipelago in 

French Polynesia by examining aerial photographs 

and satellite images of 111 atoll reef islands from the 

area taken over the past 50 years. According to the 

researchers, their findings bring “new irrefutable 

evidences on the persistence of reef islands over the 

last decades.” Over the past three to five decades, the 

total net land area of the studied atolls “was found to 

be stable, with 77% of the sample islands maintaining 

their area, while 15% expanded and 8% contracted.” 

Furthermore, they note that seven out of the eight 

islands that decreased in area were very small in area 

(less than 3 hectares), whereas “all of the 16 islands 

larger than 50 hectares were stable in area.”  

McAneney et al. (2017) created a 122‐year 

record of major flooding depths at the Rarawai Sugar 

Mill on the Ba River in the northwest of the Fijian 

Island of Viti Levu. “Reconstructed largely from 

archived correspondence of the Colonial Sugar 

Refining Company, the time series comprises simple 

measurements of height above the Mill floor.” The 

authors report their findings as follows: “It exhibits 

no statistically significant trends in either frequency 

or flood heights, once the latter have been adjusted 

for average relative sea‐level rise. This is despite 

persistent warming of air temperatures as 

characterized in other studies. There is a strong 

dependence of frequency (but not magnitude) upon 

El Niño‐Southern Oscillation (ENSO) phase, with 

many more floods in La Niña phases. The analysis of 

this long‐term data series illustrates the difficulty of 

detecting a global climate change signal from hazard 

data….” 

Summarizing her own review of the scientific 

literature on sea-level rise, Curry (2018) writes, “Tide 

gauges show that sea levels began to rise during the 

19th century, after several centuries associated with 

cooling and sea level decline. Tide gauges also show 

that rates of global mean sea level rise between 1920 

and 1950 were comparable to recent rates. Recent 

research has concluded that there is no consistent or 

compelling evidence that recent rates of sea level rise 

are abnormal in the context of the historical records 

back to the 19th century that are available across 

Europe.” 

Kench et al. (2018) recount the “dispiriting and 

forlorn consensus” that rising sea levels will inundate 

atoll islands and argue there is “a more nuanced set 

of options to be explored to support adaptation in 

atoll states. Existing paradigms are based on flawed 

assumptions that islands are static landforms, which 

will simply drown as the sea level rises. There is 

growing evidence that islands are geologically 

dynamic features that will adjust to changing sea 

level and climatic conditions,” citing Webb and 

Kench (2010), Ford (2013), McLean and Kench 

(2015), and Duvat and Pillet (2017). The authors test 

the theory that rising sea levels were inundating atoll 

islands by analyzing “shoreline change in all 101 

islands in the Pacific atoll nation of Tuvalu.” 

“Surprisingly,” they write, “we show that all islands 

have changed and that the dominant mode of change 

has been island expansion, which has increased the 

land area of the nation.” The nation saw a net 

increase in land area of 73.5 ha (2.9%) despite 

sea-level rise. While 74% of the islands gained land 
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area, 27% decreased in size. “Expansion of islands on 

reef surfaces indicates a net addition of sediment,” 

the researchers write. “Implications of increased 

sediment volumes are profound as they suggest 

positive sediment generation balances for these 

islands and maintenance of an active linkage between 

the reef sediment production regime and transfer to 

islands, which is critical for ongoing physical 

resilience of islands.” 

Finally, Kench et al. (2018) report “direct 

anthropogenic transformation of islands through 

reclamation or associated coastal protection 

works/development has been shown to be a dominant 

control on island change in other atoll nations. 

However, in Tuvalu direct physical interventions that 

modify coastal processes are small in scale because 

of much lower population densities. Only 11 of the 

study islands have permanent habitation and, of 

these, only two islands sustain populations greater 

than 600. Notably, there have been no large-scale 

reclamations on Tuvaluan islands within the analysis 

window of this study (the past four decades).” These 

results, Kench et al. write, “challenge perceptions of 

island loss, showing islands are dynamic features that 

will persist as sites for habitation over the next 

century, presenting alternate opportunities for 

adaptation that embrace the heterogeneity of island 

types and their dynamics.” 

 

* * * 

 

Small islands and Pacific coral atolls are not 

being inundated by rising seas due to anthropogenic 

climate change. Direct evidence reveals many islands 

and atolls are increasing, not decreasing, in area as 

natural process lead to more prolific coral growth and 

enhanced sediment transport on reef flats. Combined 

with evidence that sea levels are not rising at unusual 

or unprecedented rates around the world, this means 

the IPCC’s concern over rising sea levels is without 

merit. 
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2.3.4 Harm to Plant Life 

The effects of elevated CO2 on plant 

characteristics are net positive, including 

increasing rates of photosynthesis and 

biomass production.  

 

According to the Working Group II contribution to 

the IPCC’s Fifth Assessment Report, a “large fraction 

of both terrestrial and freshwater species faces 

increased extinction risk under projected climate 

change during and beyond the 21st century, 

especially as climate change interacts with other 

stressors, such as habitat modification, 

over-exploitation, pollution, and invasive species 

(high confidence)” (IPCC 2014, pp. 14–15). Like so 

many of the IPCC’s other predictions, this one 

ignores natural variability and extensive data on plant 

and animal life that contradict it. 

Chapter 5 addresses the impact of climate change 

and fossil fuels on the environment in great detail. In 

this section we focus narrowly on the science 

concerning the effects of rising levels of carbon 

dioxide (CO2) on plant life. This section updates the 

literature review in Chapter 2 of Climate Change 

Reconsidered II: Biological Impacts (NIPCC, 2014) 

examining the effect of elevated CO2 on plant 

characteristics. The key findings of that report are 

presented in Figure 2.3.4.1. There is a host of other 

effects of significance, including the efficiency with 

which plants and trees utilize water, which are 

addressed in Chapter 5. 

 

 
 
Figure 2.3.4.1 
Key Findings: Impacts on plant characteristics 
 

 Atmospheric CO2 enrichment (henceforth referred to as “rising CO2”) enhances plant growth, development, 

and ultimate yield (in the case of agricultural crops) by increasing the concentrations of plant hormones that 

stimulate cell division, cell elongation, and protein synthesis.  

 Rising CO2 enables plants to produce more and larger flowers, as well as other flower-related changes having 

significant implications for plant productivity and survival, almost all of which are positive. 

 Rising CO2 increases the production of glomalin, a protein created by fungi living in symbiotic association 

with the roots of 80% of the planet’s vascular plants, where it is having a substantial positive impact on the 

biosphere. 

 Rising CO2 likely will affect many leaf characteristics of agricultural plants, with the majority of the changes 

leading to higher rates and efficiencies of photosynthesis and growth as well as increased resistance to 

herbivory and pathogen attack. 

 Rising CO2 stimulates photosynthesis in nearly all plants, enabling them to produce more nonstructural 

carbohydrates that can be used to create important carbon-based secondary compounds, one of which is 

lignin. 
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 Rising CO2 leads to enhanced plant fitness, flower pollination, and nectar production, leading to increases in 

fruit, grain, and vegetable yields of agricultural crops as well as productivity increases in natural vegetation. 

 As rising CO2 causes many plants to increase biomass, the larger plants likely will develop more extensive 

root systems enabling them to extract greater amounts of mineral nutrients from the soil. 

 Rising CO2 causes plants to sequentially reduce the openness of their stomata, thus restricting unnecessary 

water loss via excessive transpiration, while some plants also reduce the density (number per area) of 

stomates on their leaves. 

 Rising CO2 significantly enhances the condensed tannin concentrations of most trees and grasses, providing 

them with stronger defenses against various herbivores both above and below ground. This in turn reduces the 

amount of methane, a potent greenhouse gas, released to the atmosphere by ruminants browsing on tree leaves 

and grass. 

 As the atmosphere’s CO2 content rises, many plant species may not experience photosynthetic acclimation 

even under conditions of low soil nitrogen. In the event that a plant cannot balance its carbohydrate sources 

and sinks, CO2-induced acclimation provides a way of achieving that balance by shifting resources away from 

the site of photosynthesis to enhance sink development or other important plant processes. 

 
Source: Chapter 2. “Plant Characteristics,” Climate Change Reconsidered II: Biological Impacts. Nongovernmental 
International Panel on Climate Change. Chicago, IL: The Heartland Institute, 2014. 

 
 

Introduction 

“It should be considered good fortune that we are 

living in a world of gradually increasing levels of 

atmospheric carbon dioxide” writes Wittwer (1995). 

He adds, “the rising level of atmospheric CO2 is a 

universally free premium, gaining in magnitude with 

time, on which we can all reckon for the foreseeable 

future.” Similarly, Benyus (2002) writes, “Organisms 

don’t think of CO2 as a poison. Plants and organisms 

that make shells, coral, think of it as a building 

block.” 

The geological history briefly recounted in 

Section 2.1.2.3 shows life flourished when 

atmospheric CO2 concentrations were at double and 

triple their current levels. Section 2.3.1.3 showed 

how the frequency and intensity of drought has not 

increased in the modern era. Instead, the Earth has 

experienced a significant “greening” observed by 

satellites during the past 30 years, with 

approximately 20% of Earth’s surface becoming 

greener, including 36% of Africa, while only 3% of 

Earth has browned (Myneni, 2015; see also Bastos et 

al., 2017; Brandt, 2017; Zeng et al., 2018). As 

atmospheric CO2 concentrations increase, so does 

plant growth. 

The positive relationship between atmospheric 

CO2 concentrations and plant growth is well known 

by botanists, biologists, and agronomists. Kimball 

(1983a, 1983b), for example, conducted two of the 

earliest analyses of the peer-reviewed scientific 

literature dealing with plant responses to atmospheric 

CO2 enrichment. From 770 individual plant 

responses, he determined that a 300 parts per million 

(ppm) rise in the air’s CO2 content boosted the 

productivity of most herbaceous plants by 

approximately 33%. Other reviews conducted soon 

afterwards by Cure and Acock (1986), Mortensen 

(1987), and Lawlor and Mitchell (1991) produced 

similar results. On the basis of research such as this, 

commercial greenhouses use CO2 generators to 

elevate the level of CO2 in their facilities to 800 to 

1,200 ppm (e.g., Ontario.ca, 2009). Recall that the 

ambient concentration of CO2 in 2018 was about 405 

ppm and the pre-industrial level is thought to have 

been about 280 ppm. An increase of 300 ppm is 

therefore an approximate doubling of the 

pre-industrial level. 

Perhaps the largest such review was that of Idso 

(1992), who analyzed papers published over the 

decade subsequent to the reviews of Kimball. This 

comprehensive assessment of the pertinent literature 

incorporated a total of 1,087 observations of plant 
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responses to atmospheric CO2 enrichment obtained 

from 342 peer-reviewed scientific journal articles. 

Idso determined that 93% of the plant responses to 

atmospheric CO2 enrichment were positive, 5% were 

negligible, and only 2% were negative. The mean 

growth response curve of the plants investigated in 

these studies is depicted in Figure 2.3.4.2. The 

database of experiments was published in a 

peer-reviewed journal in 1994 (Idso and Idso, 1994) 

and has been maintained and continuously updated 

by the Center for the Study of Carbon Dioxide and 

Global Change (Idso, 2018). See Idso (2012, 2013) 

for more recent surveys of the literature, and 

appendices to Climate Change Reconsidered II: 

Biological Impacts (NIPCC, 2014, pp. 1,045–62). 

 

 
 
Figure 2.3.4.2 
Positive impact of CO2 on plants and trees 
 

 
 
Source: NIPCC, 2014, p. 1, Figure 1, citing Idso, 
1992. 

 
 

Additional research shows the positive effects of 

this “aerial fertilization” are even greater when 

combined with rising temperatures, the mechanisms 

by which are explained later in this section. Figure 

2.3.4.3 shows how the net photosynthetic rate for one 

type of tree (bigtooth aspen) exposed to elevated CO2 

increases as temperature rises, and how higher CO2 

levels enable the tree to produce glucose at 

temperatures considerably higher than it would 

otherwise tolerate. Many other plants show a similar 

response. 

 
 
Figure 2.3.4.3 
Positive impact of CO2 is enhanced by 
warmer temperatures 
 
 

 
 
Relationship of leaf temperature and CO2 exchange 
rate, a proxy for net photosynthetic rate, for two levels 
of exposure to CO2, 1,935 ppm (large boxes) and 325 
ppm (small boxes), for bigtooth aspen (Populus 
grandidentata). Source: Adapted from Jurik et al., 
1984, Figure 1, p. 1023. 

 
 

Warmer water temperatures similarly benefit 

some (but not all) kinds of sea life. Figure 2.3.4.4 

shows how calcification rates for Montastraea 

annularis, a species of coral, rise with seawater 

temperatures. This species is the most abundant 

species of reef-building coral in the Caribbean. 

 

 

Literature Review 

Chapter 5 surveys literature on the impacts of rising 

temperatures and atmospheric CO2 levels on 

ecosystems, plants under stress, water use efficiency, 

and the future impacts of climate change on plants. 

Here we focus on the more narrow topic of plant 

responses to atmospheric CO2 enrichment. 

Weiss et al. (2010) grew rooted shoot cuttings of 

the cacti Hylocereus undatus (red pitaya) and 

Selenicereus megalanthus (yellow pitaya) for one full 

year (August 2006 to August 2007) in vented 

chambers maintained at either ambient or elevated 

atmospheric CO2 concentrations (380 or 1,000 ppm, 

respectively) in a cooled greenhouse, where the 

plants were fertilized twice weekly. The researchers 
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Figure 2.3.4.4 
Positive impact of warmer temperatures on 
reef-building coral in the Caribbean 

 
Yearly mean calcification rate of Montastraea 
annularis vs. mean annual sea surface temperature 
for the several sites studied by Carricart-Ganivet 
(2004) (blue circles) and two sites studied by 
Carricart-Ganivet and Gonzalez-Diaz (2009) (red 
circles). The line that has been fit to the data is 
described by: Calcification Rate = 0.51 SST - 12.85 (r

2
 

= 0.82, p < 0.002). Adapted from Carricart-Ganivet 
and Gonzalez-Diaz, 2009. 

 
 

measured net photosynthesis on four days in 

mid-April and made final biomass determinations at 

the conclusion of the study. In addition, they 

conducted a second one-year study of eight-year-old 

plants to investigate the fruit development responses 

of mature plants to atmospheric CO2 enrichment; this 

work was done in open-top chambers maintained in 

the same greenhouse. 

Weiss et al. (2010) report, “H. undatus plants 

enriched with CO2 demonstrated 52%, 22%, 18% and 

175% increases, relative to plants measured in 

ambient CO2, in total daily net CO2 uptake, shoot 

elongation, shoot dry mass, and number of 

reproductive buds, respectively,” while 

corresponding responses for S. megalanthus were 

129%, 73%, 68%, and 233%. They also found a 

slight (7%) increase in the fruit fresh mass of H. 

undatus and a much greater 63% increase in the fruit 

fresh mass of S. megalanthus due to the CO2 

enrichment. They conclude their experiments 

demonstrate “the vast potential of possible increases 

in the yields of CAM [crassulacean acid metabolism] 

crops under CO2 enrichment.” 

Jiang et al. (2012) studied the relationship 

between CO2 enrichment and brassinosteroids (BRs), 

“naturally occurring plant steroid hormones that are 

ubiquitously distributed in the plant kingdom.” They 

report “BRs play prominent roles in various 

physiological processes including the induction of a 

broad spectrum of cellular responses, such as stem 

elongation, pollen tube growth, xylem differentiation, 

leaf epinasty, root inhibition, induction of ethylene 

biosynthesis, proton pump activation, regulation of 

gene expression and photosynthesis, and adaptive 

responses to environmental stress.” They also note, 

“as potent plant growth regulators, BRs are now 

widely used to enhance plant growth and yield of 

important agricultural crops.” 

Working with well-watered and fertilized 

cucumber plants that had reached the three-leaf 

growth stage in pots within controlled environment 

growth chambers maintained at either ambient (380 

ppm) or enriched (760 ppm) atmospheric CO2 

concentrations and with or without being sprayed 

with a solution of brassinosteroids (0.1 µM 

24-epibrassinolide), Jiang et al. (2012) measured 

rates of net photosynthesis, leaf area development, 

and shoot biomass production over a period of one 

additional week. They determined that their doubling 

of the air’s CO2 concentration resulted in a 44.1% 

increase in CO2 assimilation rate and the BR 

treatment “also significantly increased CO2 

assimilation under ambient atmospheric CO2 

conditions and the increase was close to that by CO2 

enrichment.” 

Jiang et al. (2012) report the combined treatment 

of “plants with BR application under CO2-enriched 

conditions showed the highest CO2 assimilation rate, 

which was increased by 77.2% relative to the 

control.” Likewise, “an elevation in the atmospheric 

CO2 level from 380 to 760 ppm resulted in a 20.5% 

and 16.0% increase in leaf area and shoot biomass 

accumulation, respectively,” while the plants that 

received the BR application “exhibited 22.6% and 

20.6% increases in leaf area and shoot biomass 

accumulation, respectively.” The combined treatment 

of “CO2 enrichment and BR application further 

improved the plant growth, resulting in 49.0% and 

40.2% increases in leaf area and shoot biomass, 
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relative to that of the control, respectively.” 

Goufo et al. (2014) note crop plants need 

phenolic compounds “for structural support, 

constitutive and induced protection and defense 

against weeds, pathogens and insects.” They point 

out carbon dioxide is one of the four major raw 

materials plants need to produce phenolic 

compounds, the other three being water, nutrients, 

and light. They conducted a two-year field study of a 

japonica rice variety (Oryza sativa L. cv. Ariete), 

employing open-top chambers maintained at either 

375 or 550 ppm CO2 over two entire life cycles of the 

crop, during which time numerous plant samples 

were collected at five growth stages and assessed for 

many plant-produced substances, including 

phenolics. They found all plant organs had higher 

levels of phenolic acids and flavonoids in response to 

“CO2 enrichment during the maturity stages.” 

Goufo et al. (2014) explain “phenolic compounds 

are emerging as important defense compounds in 

rice,” particularly noting the phenolic compound 

tricin “inhibits the growth of Echinochloa colonum, 

Echinochloa crusgalli, Cyperus iris and Cyperus 

difformis,” which they say “are the most noxious 

weeds in rice fields.” They add that several 

flavonoids “have also been found to exhibit antibiotic 

activities against the soil-borne pathogenic fungi 

Rhizoctonia solani and Fusarium oxysporum,” which 

they say are “the causal agents of rice seedling rot 

disease.” They suggest the ongoing rise in the 

atmosphere’s CO2 concentration may “increase plant 

resistance to specific weeds, pests and pathogens.” 

Zhang et al. (2017) grew cotton in 

climate-controlled growth chambers under two 

temperature (27/20°C (80.6/68°F) or 34/27°C 

(93.2/80.6°F) day/night) and CO2 (400 or 800 ppm) 

regimes. The plants were sampled and various 

parameters measured to observe the impact of 

elevated CO2 and elevated temperature. At the end of 

the experiment (105 days after sowing), they report, 

elevated temperature enhanced dry matter by 43% 

under ambient CO2 conditions and by 60% under 

elevated CO2 conditions (Figure 2.3.4.5, left panel). 

Elevated CO2 also enhanced dry matter, by 17% 

under ambient temperature conditions and 31% under 

elevated temperatures. The highest increase in dry 

matter content was noted in the elevated temperature 

and elevated CO2 treatment, suggesting to the authors 

that “[CO2] enrichment could enhance the effect of 

rising temperature on dry matter content.” 

Reporting on other parameters, Zhang et al. 

(2017) note that although early measurements made 

at 45 days after sowing revealed calculable 

differences, by 75 days after sowing and on through 

the end of their experiment they found no significant 

effect of elevated CO2 on leaf nitrogen or 

carbon/nitrogen (C:N) ratio at either ambient or 

elevated temperature. Leaf soluble sugars, total 

starch, and total foliar nonstructural carbohydrates, 

by contrast, all experienced marked increases from 

elevated CO2 under ambient and elevated 

temperatures. Elevated CO2 also tended to enhance 

total leaf phenolic concentrations, while elevated 

temperature tended to reduce them (Figure 2.3.4.5, 

right panel). 

Sgherri et al. (2017) write, lettuce is “an 

important source of phytochemicals such as phenolic 

compounds,” which compounds (including 

antioxidants), “have been recognized as 

phytonutrients able to lower the incidence of some 

types of cancer and cardiovascular diseases (Hooper 

and Cassidy, 2006).” Noting plant phytochemical 

composition and antioxidant activity can be altered 

by environmental factors, such as rising atmospheric 

CO2 and salinity stress, they investigated the effects 

of elevated CO2 and salinity stress on the 

phytochemical composition of two lettuce cultivars, 

Blonde of Paris Batavia (a green leaf cultivar) and 

Oak Leaf (a red leaf cultivar). 

Sgherri et al. (2017) grew the two lettuce 

cultivars under both ambient (400 ppm) and elevated 

(700 ppm) CO2 for 35 days after sowing. They then 

subjected a portion of plants in each CO2 treatment to 

salt stress by adding Hoagland solution supplemented 

with 200 millimeters sodium chloride (NaCl) each 

day until harvest. Upon harvest, they took 

measurements to ascertain plant growth and 

phytonutrient differences. Under ambient CO2 growth 

conditions, Sgherri et al. report salinity stress caused 

yield reductions of 5% and 10% in the green and red 

lettuce cultivars, respectively. Under normal salt 

conditions, elevated CO2 stimulated yields, inducing 

gains of 29% and 38% in the green and red cultivars, 

respectively. In the combined treatment of elevated 

CO2 and salinity stress, the positive impacts of 

elevated CO2 ameliorated the negative impacts of salt 

stress. With respect to phytochemicals, as shown in 

Figure 2.3.4.6, both salt stress and elevated CO2 

increased plant antioxidant capacity, total phenols, 

and total flavonoids. Sgherri et al. conclude, “the 

application of moderate salinity or elevated CO2, 

alone or in combination, can induce the production of 

some phenolics that increase the health benefits of 

lettuce.” 
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Figure 2.3.4.5 
Impact of elevated CO2 and temperature on cotton plants 
 
  A. Dry matter content (g/g of fresh weight)   B. Total phenolic concentration (mg/g) 

 

 
Ambient temperature is 27/20°C (80.6/68°F) day/night and elevated temperature is 34/27°C (93.2/80.6°F) 
day/night. Ambient CO2 concentration is 400 ppm and elevated is 800 ppm. Source: Zhang et al., 2017. 

 
 

Li et al. (2017) observe that more frequent 

droughts are among the predicted effects of future 

climate change. While the beneficial effects of 

elevated levels of CO2 on winter wheat (Triticum 

aestivum L.) plants exposed to drought conditions for 

a single generation are well documented, “the 

transgenerational effect of e[CO2] [elevated CO2] in 

combination of drought on stomatal behavior, plant 

water consumption and water use efficiency (WUE) 

have not been investigated.” The researchers 

harvested seeds from plants after two generations 

(2014–2015) continuously grown in ambient CO2 

(a[CO2], 400 μmol l
−1

) and e[CO2] (800 μmol l
−1

) and 

sowed them in four- liter pots, and the plants were 

grown separately in greenhouse cells with either 

a[CO2] or e[CO2]. At stem elongation stage, in each 

of the cells half of the plants were subjected to 

progressive drought stress until all the plant available 

soil water was depleted, and the other half were 

well-watered and served as controls. “The results,” 

the researchers report, “showed that transgenerational 

exposure of the winter wheat plants to e[CO2] could 

attenuate the negative impact of drought stress on dry 

biomass (DM) and WUE. The modulations of 

multi-generational e[CO2] on leaf abscisic acid 

concentration, stomatal conductance, and leaf water 

status could have contributed to the enhanced DM 

and WUE. These findings provide new insights into 

the response of wheat plants to a future drier and 

CO2-enriched environment.” 

Nakano et al. (2017) studied the possible impact 

of future higher levels of CO2 in the atmosphere on 

rice (Oryza sativa L.) grain yield. They grew “a 

chromosome segment substitution line (CSSL) and a 

near-isogenic line (NIL) producing high spikelet 

numbers per panicle (CSSL-GN1 and NIL-APO1, 

respectively) under free-air CO2 enrichment (FACE) 

conditions and examined the effects of a large sink 

capacity on grain yield, its components, and 

growth-related traits under increased atmospheric 

CO2 concentrations.” They found that under ambient 

conditions, CSSL-GN1 and NIL-APO1 exhibited a 

similar grain yield to Koshihikari rice, but under 

FACE conditions, CSSL-GN1 and NIL-APO1 had an 

equal or higher grain yield than Koshihikari because 

of the higher number of spikelets and lower reduction 

in grain filling. “Thus,” they conclude, “the 

improvement of source activity by increased 

atmospheric CO2 concentrations can lead to enhanced 

grain yield in rice lines that have a large sink 

capacity. Therefore, introducing alleles that increase 

sink capacity into conventional varieties represents a 

strategy that can be used to develop high-yielding 

varieties under increased atmospheric CO2 concentra- 
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Figure 2.3.4.6 
Two lettuce cultivars subjected to salt 
treatment under ambient or elevated CO2 
 

 
 
Panel (A) reports change in antioxidant capacity, (B) 
change in total phenols, and (C) change in total 
flavonides in Blonde of Paris green-leaf (PB) and Oak 
Leaf red-leaf (OL). TEAC is trolox equivalent 
antioxidant capacity; GAE is gallic acid equivalent. 
Dark green is control plot (no additional sodium 
chloride (NaCl) and ambient CO2 (400 ppm)), purple 
is 200 mm of NaCl added every day at ambient CO2, 
bright green is no NaCl and 700 ppm CO2 and blue is 
200 NaCl and 700 CO2. Source: Adapted from 
Sgherri et al., 2017.

 
 

tions, such as those predicted in the near future.” 

Pau et al. (2018) analyzed “a 28‐year record of 

tropical flower phenology in response to 

anthropogenic climate and atmospheric change.” 

They found “compared to significant climatic factors, 

CO2 had on average an approximately three‐, four‐, 
or fivefold stronger effect than rainfall, solar 

radiation, and the Multivariate ENSO Index, 

respectively.” That effect is invariably positive, 

resulting in increased flowering of mid-story trees 

and shrub species and a lengthening of flowering 

duration for canopy and mid-story trees. The authors 

conclude, “Given that atmospheric CO2 will likely 

continue to climb over the next century, a long‐term 

increase in flowering activity may persist in some 

growth forms until checked by nutrient limitation or 

by climate change through rising temperatures, 

increasing drought frequency and/or increasing 

cloudiness and reduced insolation.” 

 

* * * 

 

In conclusion, the effects of elevated CO2 on 

plant characteristics are net positive, including 

increasing rates of photosynthesis and production of 

biomass and phenolics. Thousands of laboratory and 

field experiments reveal why plants benefit from 

higher CO2 levels and higher temperatures. By 

focusing narrowly on the effects of elevated CO2 on 

plants, this section provides the scientific basis for 

discussions in Chapters 5, 7, and 8 on the impacts on 

ecosystems, agriculture, and human well-being. 
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2.4 Why Scientists Disagree 

Previous sections in this chapter revealed 

considerable disagreement among scientists on basic 

matters of climatology, including how to reduce and 

report uncertainty, natural versus anthropogenic 

impacts on the planet’s energy budget and carbon 

cycle, and whether temperature reconstructions and 

computer models are reliable tools for scientific 

research. Why do scientists disagree on so many 

matters?  

It should be said at the outset that disagreement is 

not uncommon in science. Today’s “truth” is not the 

same as yesterday’s “truth” or tomorrow’s “truth,” 

because truth, like science, is never settled. The 

Scientific Method assures that every theory can be 

challenged by experiment and a better understanding 

of complex physical processes that are currently 

poorly understood or unknown. Still, disagreements 

over matters of science regarding climate seem 

particularly stubborn and involve matters 

fundamental to our understanding of climate, not 

only on the “frontiers” or periphery of scientific 

research. This section offers four explanations for 

why this is the case: 

  

 Fundamental uncertainties arise from insufficient 

observational evidence and disagreements over 

how to interpret data and set the parameters of 

models. 

 Climate is an interdisciplinary subject requiring 

insights from many fields. Very few scholars 

have mastery of more than one or two of these 

disciplines.  

 Many scientists trust the United Nations’ 

Intergovernmental Panel on Climate Change 

(IPCC) to objectively report the latest scientific 

findings on climate change, but it has failed to 

produce balanced reports and has allowed its 

findings to be misreported to the public. 

 Climate scientists, like all humans, can have 

tunnel vision. Bias, even or especially if 

subconscious, can be especially pernicious when 

data are equivocal and allow multiple 

interpretations, as in climatology. 

 

2.4.1 Scientific Uncertainties 

Fundamental uncertainties and 

disagreements prevent science from 

determining whether human greenhouse gas 

emissions are having effects on Earth’s 

atmosphere that could endanger life on the 

planet.  

 

The first and most obvious reason why scientists 

disagree is because the human impact on climate 

remains a puzzle. Essex and McKitrick (2007) write, 

“Climate is one of the most challenging open 

problems in modern science. Some knowledgeable 

scientists believe that the climate problem can never 

be solved.” Bony et al. (2015) write, “Fundamental 

puzzles of climate science remain unsolved because 

of our limited understanding of how clouds, 

circulation and climate interact.” Reporting in Nature 

on Bony’s 2015 study, Schiermeier (2015) wrote, 

“There is a misconception that the major challenges 

in physical climate science are settled. ‘That’s 

absolutely not true,’ says Sandrine Bony, a climate 

researcher at the Laboratory of Dynamic 

Meteorology in Paris. ‘In fact, essential physical 

aspects of climate change are poorly understood’” (p. 

140). See also Stevens and Bony (2013); Stouffer et 

al. (2017), and Collins et al. (2018). 

Uncertainty was the topic of an earlier section of 

this chapter (Section 2.1.1.3) and examples of 

uncertainty appear in other sections. Here is a brief 

summary of areas where uncertainty prevents climate 

scientists from attaining what the IPCC refers to as 

“high agreement” or even “medium agreement.” 

 

 

Methodological Uncertainty 

Efforts to predict future climate conditions rely on 

complex general circulation models (GCMs) and 

even more complex integrated assessment models 

(IAMs). Such models introduce uncertainty into 
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climate science and therefore are a source of 

disagreement for four reasons: 

 

 Parametric uncertainty involves the proper 

setting of parameters and their variability in a 

simulation. So little is known about climate 

processes that parameterization for climate 

models is a subjective process only weakly 

constrained by observational data and best 

practices, causing wide variation in model 

outputs (Lupo et al., 2013; Hourdin, 2017). 

 Stochastic uncertainties arise from random 

events that cannot be predicted (Kelly and 

Kolstad, 1998). In climatology, they include 

abrupt economic downturns, changes in the Sun, 

volcanic eruptions, and wars. Any of these events 

could have a greater effect on climate than 

decades of forcing by CO2. 

 Epistemic uncertainty is due to what modelers do 

not know: the behavior of atmospheric and ocean 

processes; missing, erroneous, or unknowingly 

adjusted data; unacknowledged variabilities and 

uncertainties in data; and more (Roy and 

Oberkampf, 2011; Loehle, 2018). 

 Propagation of error means errors or uncertainty 

in one variable, due perhaps to measurement 

limitations or confounding factors, are 

compounded (propagated) when that variable 

becomes part of a function involving other 

variables that are also uncertain, leading to 

“cascading uncertainties” or “uncertainty 

explosions” (Curry and Webster, 2011; Frank, 

2015; Curry, 2018). 

 

Temperature Record 

Fundamental to the theory of anthropogenic climate 

change is an accurate reconstruction of a record of 

Earth’s surface temperature. Yet this is probably the 

source of greatest uncertainty in climate science. The 

IPCC itself admits its temperature reconstructions are 

highly uncertain: 

The uncertainty in observational records 

encompasses instrumental/recording errors, 

effects of representation (e.g., exposure, 

observing frequency or timing), as well as 

effects due to physical changes in the 

instrumentation (such as station relocations 

or new satellites). All further processing 

steps (transmission, storage, gridding, 

interpolating, averaging) also have their own 

particular uncertainties. Because there is no 

unique, unambiguous, way to identify and 

account for non-climatic artefacts in the vast 

majority of records, there must be a degree of 

uncertainty as to how the climate system has 

changed (IPCC, 2013, p. 165). 

McLean (2018) conducted an audit of the 

HadCRUT4 dataset and found “more than 70 issues 

of concern,” including failure to check source data 

for errors, resulting in “obvious errors in observation 

station metadata and temperature data” (p. 88). He 

found the dataset “has been incorrectly adjusted in a 

way that exaggerates warming.” Emails from a 

programmer responsible for maintaining and 

correcting errors in the HadCRUT climate data 

between 2006 and 2009 reveal inaccuracies, data 

manipulation, and incompetence that render the 

dataset unreliable (Goldstein, 2009; Montford, 2010). 

In 2009, in response to an academic’s request for the 

HadCRUT dataset, Phil Jones, director of the 

Climatic Research Unit at the University of East 

Anglia, admitted, “We, therefore, do not hold the 

original raw data but only the value-added (i.e., 

quality controlled and homogenized) data” 

(Michaels, 2009).  

Studies of the positioning of weather stations in 

the United States – thought to have the best network 

of such stations in the world – found extensive 

violations of siting rules leading to contamination by 

urban heat islands (Pielke, 2007a, 2007b). The IPCC 

claims to control for heat island effects but 

researchers have found its adjustments are too small 

(e.g. McKitrick and Michaels, 2007; Soon et al. 2015; 

Quereda Sala et al., 2017).  

The warming since 1850 is meaningful 

information only if it exceeds natural variability. 

Proxy temperature records from the Greenland ice 

cores for the past 10,000 years demonstrate a natural 

range of warming and cooling rates between +2.5°C 

and -2.5°C/century, significantly greater than rates 

measured for Greenland or the globe during the 

twentieth century (Alley, 2000; Carter, 2010; Lamb, 

2011, 2012). The ice cores also show repeated 

“Dansgaard–Oeschger” events when air temperatures 

rose at rates of about 10°C per century. There have 

been about 20 such warming events in the past 

80,000 years. 
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In its Fifth Assessment Report (AR5), the IPCC 

admits the global mean surface temperature stopped 

rising from 1997 to 2010, reporting the temperature 

increase for that period was 0.07°C [-0.02 to 0.18] 

(IPCC, 2013, p. 37). This “pause” was interrupted by 

the major El Niño events of 2010–2012 and 2015–

2016. During “the pause” humans released 

approximately one-third of all the greenhouse gases 

emitted since the beginning of the Industrial 

Revolution. If atmospheric CO2 concentrations drive 

global temperatures, their impact surely would have 

been visible during this period. Either CO2 is a 

weaker driver of climate than the IPCC assumes, or 

natural drivers and variation play a bigger role than it 

realizes (Davis et al., 2018). 

 

 

Energy Budget 

Climate models wrongly assume that global 

temperatures, solar influences, and exchanges among 

global carbon reservoirs would remain unchanged 

decade after decade and century after century, but for 

the human presence. But the ACRIM total solar 

irradiance (TSI) composite shows a small upward 

pattern from around 1980 to 2000, an increase not 

acknowledged by the IPCC or incorporated into the 

models on which it relies (Scafetta and Willson, 

2014). The absolute forcing of incoming solar 

radiation is approximately 340 Wm
–2

 at the top of the 

atmosphere, more than 10 times the forcing of all 

atmospheric CO2, so even small changes in the 

absolute forcing of the Sun could result in values 

larger than the much smaller predicted changes in 

radiative forcing caused by human greenhouse gas 

emissions. 

Two TSI reconstructions for the period 1900–

2000 by Scafetta and West (2006) suggest the Sun 

contributed 46% to 49% of the 1900–2000 warming 

of Earth, but with uncertainties of 20% to 30% in 

their sensitivity parameters. Close correlations exist 

between TSI proxy models and many 

twentieth-century climate records including 

temperature records of the Arctic and of China, the 

sunshine duration record of Japan, and the 

Equator-to-Pole (Arctic) temperature gradient record 

(Soon, 2005, 2009; Ziskin and Shaviv, 2012). The 

solar models used by the IPCC report less variability 

than other reconstructions published in the scientific 

literature (Soon et al., 2015), leading the IPCC to 

understate the importance of solar influences. Some 

solar scientists are investigating the possibility of the 

Sun entering a grand solar minimum (GSM), which 

could manifest itself within two decades (Lockwood 

et al., 2011).  

Small changes in cloud cover, cloud brightness, 

and cloud height – all of which are known to vary 

spatially and over time and none of which is well 

modeled – could alter the planet’s energy budget 

enough to explain the slight warming of the twentieth 

century (Lindzen, 2015). The role of water vapor and 

clouds on reflectivity and the planet’s energy budget 

is not accurately modeled (Chou and Lindzen, 2004; 

Spencer et al., 2007; Lindzen and Choi, 2011). 

Research conducted by CERN (the European 

Institute for Nuclear Research) in 2016 provided 

experimental results supporting the theory that 

variations in the number of cosmic rays hitting 

Earth’s atmosphere create more or fewer (depending 

on the strength of the solar magnetic wind) of the 

low, wet clouds that reflect solar heat back into space 

(Kirkby et al., 2016). This could be the mechanism 

for converting small changes in TSI into larger 

changes in surface temperature, a mechanism the 

IPCC contends is missing (Svensmark, 2007; 

Svensmark et al., 2017). The CLOUD experiment 

also found pure biogenic nucleation can produce 

aerosols in the pristine pre-industrial atmosphere, 

creating clouds (Gordon et al., 2016). “The results 

from CLOUD suggest that estimates of high climate 

sensitivity may have to be revised downwards” 

(CERN, 2016).  

The role of ocean currents in determining 

temperature and precipitation is probably understated 

by climate models (D’Aleo and Easterbrook, 2016). 

El Niño and La Niña cycles dominate the flux of 

water and energy in the tropical Pacific over periods 

of two to seven years. These cyclical episodes have 

large impacts on global temperatures, rainfall, and 

storm patterns relative to the forcing of CO2. Partly 

due to the failure to accurately model these processes, 

climate sensitivity to a doubling of CO2 is probably 

overstated by climate models (Lewis and Curry, 

2014; Bates, 2016; Christy and McNider, 2017). 

 

 

Carbon Cycle 

The carbon cycle is not sufficiently understood or 

measured with sufficient accuracy to make 

declarative statements about the human contribution 

of CO2 to the atmosphere, how long it resides there, 

and how it affects exchange rates among the planet’s 

four carbon reservoirs (lithosphere, oceans, 

biosphere, and atmosphere) (Falkowski et al. 2000; 

Harde, 2017a, 2017b). Empirical measurements are 
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available for only ~20% of major volcanic gas 

emission sources (Burton et al., 2013). CO2 emissions 

from volcanoes could be “a significant previously 

unrecognized contribution to global CO2 emissions 

from natural sources” (Ilyinskaya et al., 2018; see 

also Viterito, 2017 and Smirnov et al., 2017). More 

than 80% of our ocean is unmapped, unobserved, and 

unexplored (NOAA, 2018). Seagrass meadows in 

Greenland could be emerging as a major carbon sink 

(Marbà et al., 2018). New satellite images have 

increased estimates of global forest cover by at least 

9%, “requiring revision to the biospheric carbon 

sink” (Bastin et al., 2017). 

Anthropogenic greenhouse gas emissions are 

minuscule compared to the exchanges among these 

carbon reservoirs, meaning even small 

mismeasurements or uncertainty regarding natural 

processes could account for all the forcing attributed 

to anthropogenic CO2. Human greenhouse gas 

emissions thought to remain in the atmosphere each 

year constitute just two-tenths of 1% (0.195%) of the 

total amount of carbon thought to be in the 

atmosphere (IPCC, 2014; Ruddiman, 2008). Even 

human greenhouse gas emissions are not measured 

with precision. Nearly half of global economic 

activity takes place in the informal market and is 

unlikely to be accurately accounted for (Jutting and 

de Laiglesia, 2009). Authoritarian regimes inflate 

yearly GDP growth rates by a factor between 1.15 

and 1.3, meaning GCMs are relying on false data 

(Martinez, 2018). 

 

 

Computer Model Problems 

Climate models fail to accurately hindcast past 

temperatures and consistently “run hot,” predicting 

warmer temperatures than are likely to occur 

(Monckton et al., 2015; Idso and Idso, 2015; Hope et 

al., 2017; McKitrick and Christy, 2018). Computer 

modelers “tune” their models until they reach a result 

that matches observations or the expectations of the 

modelers, their peers, or funders (Hourdin et al., 

2017). Modeling turbulence is “one of the most basic 

and intractable research problems facing humanity. 

You can’t compute it. You can’t measure it. But rain 

falls because of it” (Essex and McKitrick, 2007, p. 

20). The hydrology of the atmosphere and dynamics 

of the ocean-atmosphere interface are poorly 

understood and modeled, yet even small errors in this 

area have major effects on models (Legates, 2014; 

Christy and McNider, 2017).  

Lupo et al. (2013) cite extensive scholarly 

research finding climate models underestimate 

surface evaporation caused by increased temperature 

by a factor of 3; inadequately represent 

aerosol-induced changes in infrared radiation; are 

unable to capture many important regional and 

lesser-scale phenomena such as clouds; assume all 

temperature rise since the start of the Industrial 

Revolution has resulted from human activities when 

in reality, major anthropogenic emissions 

commenced only in the mid-twentieth century; 

poorly simulate internal climate oscillations such as 

the AMO and PDO; and fail to incorporate the effects 

of variations in solar magnetic field or in the flux of 

cosmic rays, both of which are known to significantly 

affect climate. Forecasts of future warming fail to 

consider the cooling effects of the Greening of the 

Earth phenomenon (Jeong et al., 2010). 

Modelers assume a CO2 increase causes a 

temperature increase and so they program that into 

their models. When asked how they know this 

happens they say the model shows it, or other models 

(similarly programmed) show it, or their model 

doesn’t work unless CO2 is assumed to increase 

temperatures. Modelers may get the benefit of the 

doubt from their colleagues and policymakers owing 

to the complexity of models and the expense of the 

supercomputers needed to run them. That does not 

make them accurate maps of a highly complex 

territory. 

 

 

Climate Impacts 

Measurement of climate impacts is severely 

handicapped by missing and unreliable data, 

smoothed and “homogenized” databases, overlooked 

variability, and the substitution of global and stylized 

facts for regional and local observational data. 

Uncertainty leads to widely varying claims about 

whether “climate change” is already happening and 

can be attributed to the human presence. Some 

examples of still unresolved issues in this area 

include: 

 

 Are the number and intensity of heat waves rising 

and cold days falling globally as forecast by the 

IPCC? (Li et al., 2015; Sardeshmukh et al., 2015; 

EPA, 2016; Sun et al., 2016) 

 Have there been increasing trends in storms, 

floods, droughts, or hurricanes in the modern 
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era? (IPCC, 2013, p. 112; Hao et al., 2014, 2016; 

Sutton et al., 2018)  

 How much of rising property damage caused by 

extreme weather events is due to population 

growth and the increasing value and vulnerability 

of property located near river and lake shorelines, 

and not to anthropogenic climate change? (Pielke 

and Landsea, 1998; Crompton and McAneney, 

2008; Pielke et al., 2008; Barredo, 2009, 2010; 

Neumayer and Barthel, 2011). 

 Do the well-known benefits of aerial CO2 

fertilization and warmer temperatures more than 

offset the hypothetical negative effects of climate 

change on plant life? (Idso, 2012, 2013; Myneni, 

2015; Bastos et al., 2017; Brandt, 2017; Zeng et 

al., 2018) 

 What impact will physical limits on the supply of 

fossil fuels and market forces, such as rising 

prices, have on future greenhouse gas emissions? 

(Tans, 2009; Doiron, 2016; Wang et al., 2017) 

 

* * * 

 

In short, scientists disagree because so much 

about the climate is still unknown. This simple truth 

is not publicized because uncertainty discourages 

action (Samieson, 1996; Shackley and Wynne, 1996), 

and so climate activists coach scientists to conceal it 

(Moser and Dilling, 2007). Kreutzer et al. (2016) 

write, “The idea that the science of climate change is 

‘settled’ is an absurdity, contrary to the very spirit of 

scientific enquiry. Climate science is in its infancy, 

and if its development follows anything resembling 

the normal path of scientific advancement, we will 

see in the years ahead significant increases in our 

knowledge, data availability, and our theoretical 

understanding of the causes of various climate 

phenomena.” 
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2.4.2 An Interdisciplinary Topic  

Climate is an interdisciplinary subject 

requiring insights from many fields of study. 

Very few scholars have mastery of more than 

one or two of these disciplines.  

 

“Global warming is a topic that sprawls in a thousand 

technical directions,” write Essex and McKitrick 

(2007, p. 17). They continue, “There is no such thing 

as an ‘expert’ on global warming, because no one can 

master all the relevant subjects. On the subject of 
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climate change everyone is an amateur on many if 

not most topics, including ourselves.” 

The collaboration of experts from such fields as 

agronomy, astronomy, astrophysics, biology, botany, 

cosmology, economics, geochemistry, geology, 

history, oceanography, paleontology, physics, 

scientific forecasting, and statistics, among other 

disciplines, explains at least some of the confusion 

and disagreement on basic issues of climatology. 

Geologists, for example, view time in millennia and 

eons and are aware of past fluctuations in both global 

temperatures and carbon dioxide concentrations in 

the atmosphere, with the two often moving in 

opposite directions. Solar physicists think of time in 

terms of seconds and even nanoseconds and study 

action at an atomic level. Few geologists understand 

solar physics while few physicists understand 

geology. 

In their attempts to summarize and simplify their 

research findings for researchers in other fields, 

scientists and others resort to “stylized facts,” 

generalizations that may accurately convey the gist of 

their scientific research but are necessarily 

inaccurate, overly simplified, and often unsuited for 

use as inputs to the work of other researchers. The 

“mean global surface temperature” is one such 

stylized fact, the use of which in climate science has 

caused extensive controversy and disagreement. 

Historical records of total solar irradiance (TSI), 

greenhouse gas “inventories” and emission scenarios, 

global sea-level rise, and hurricane “best tracks” are 

just a few more of the many examples discussed 

earlier in this chapter and in other chapters of this 

book. 

Related to this is the fact that scientists are often 

optimistic about the resilience or safety of the 

environment in their own area of research and 

expertise, but are pessimistic about risks with which 

they are less familiar. Simon (1999) wrote, 

This phenomenon is apparent everywhere. 

Physicians know about the extraordinary 

progress in medicine that they fully expect to 

continue, but they can’t believe in the same 

sort of progress in natural resources. 

Geologists know about the progress in 

natural resources that pushes down their 

prices, but they worry about food. Even 

worse, some of those who are most 

optimistic about their own areas point with 

alarm to other issues to promote their own 

initiatives. The motive is sometimes 

self-interest (pp. 47–8). 

Physical scientists who think they can discern a 

human impact on climate are apt to call for actions to 

diminish or end such an impact, the logical solution 

to the “problem” they have found. But when doing so 

they step outside their area of expertise and express 

only informed opinions. First, can they actually 

predict future human carbon dioxide emissions, and 

then future CO2 levels in the atmosphere, and then the 

impact of that concentration on the global mean 

surface temperature, and then the impact of that 

change on weather, sea level, plants, and human 

well-being? And on each of these impacts, where? 

when? And how do we know? How many physicists, 

geologists, or chemists know enough to endorse the 

science behind each step in this chain argument? The 

answer is “none.”  

Second and equally important, climate change is 

not a “problem” simply because physicists or 

climatologists say it is. What to do about climate 

change is a question whose answer lies in the domain 

of social science, not physical science. Who benefits 

and who is hurt if climate change is allowed to 

proceed unabated? Whose rights are violated and 

whose should be protected? What institutions, laws, 

and precedents exist that govern situations like this? 

Who has the right to decide, to intervene, and to 

enforce action? What are the probabilities of success 

of such interventions based on past experience? 

Physicists, climatologists, and other physical 

scientists may have opinions on all these matters, but 

they have no expertise. 

Economists, of course, do not have all the 

answers, either. They typically enter the debate late 

in the chained argument and are asked to “monetize” 

climate impacts, recommend a discount rate used to 

value benefits that occur beyond 50 or 60 years in the 

future, and give advice on the best way to reduce 

“carbon pollution.” These matters were addressed in 

Chapter 1 and will be again in Chapter 8, but it is 

worth noting here that economists give conflicting 

advice on every point. Some call for immediate 

action (e.g., Stiglitz, 2018), while others say the 

benefits exeed the costs in the short and medium run, 

so “climate change would appear to be an important 

issue primarily for those who are concerned about the 

distant future, faraway lands, and remote 

probabilities” (Tol, 2018).  

Monetizing climate impacts requires evaluating 

risks, which in turn requires choosing one of 

hundreds or thousands of competing climate impact 

scenarios. Economists must then estimate or assume 

how quickly and successfully humans can substitute 

renewable energies for fossil fuels or adapt to climate 
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changes or (more likely) some combination of both. 

There is no agreement among economists on this 

matter, or on the right discount rate to use; some 

recommend 7% while others recommend rates as low 

as 0%. The choice of discount rates means the 

difference between action today and no action until 

2050 or even beyond. Rather than recommend a 

carbon tax or some other government “solution” to 

climate change, some economists recommend ways 

to tap local knowledge to turn climate change into a 

win-win opportunity (Goklany, 2007; Lomberg, 

2010; van Kooten, 2013; Morris, 2015; Kahn, 2010, 

2016–17; Olmstead and Rhode, 2016–17; Zycher, 

2017; Anderson et al., 2018; Tol, 2018). 

 

 

The Rise of Computer Models  

“Climatology,” writes Ball (2015), “is the study of 

weather patterns of a place or region, or the change of 

weather patterns over time. Climate science is the 

study of one component piece of climatology.” Many 

of the practitioners of climate science are not 

climatologists or even very familiar with the subject. 

They come from other disciplines – physics, geology, 

biology, or even engineering, economics, and law – 

and lend their expertise to the effort to solve the 

puzzle that is Earth’s climate. “The analogy I’ve used 

for decades,” Ball writes, 

is that climatology is a puzzle of thousands 

of pieces; climate science is one piece of the 

puzzle. A practical approach to assembling 

the puzzle is to classify pieces into groups. 

The most basic sorting identifies the corner 

pieces, the edge pieces and then color. 

Climatologists say the four corner pieces, 

which are oceans, atmosphere, lithosphere, 

and the cosmos are not even fully identified 

or understood. Climate scientists tend to hold 

one piece of the puzzle and claim it is the key 

to everything. 

Because it is a young discipline – many of its 

pioneers are still writing or only recently deceased – 

climatology very quickly fell victim to the growth of 

specialization in the academy. To bridge the 

distances between specialties, academics have turned 

to systems analysis, sometimes defined as “the 

analysis of the requirements of a task and the 

expression of those requirements in a form that 

permits the assembly of computer hardware and 

software to perform the task.” In climate science, 

general circulation models (GCMs) and integrated 

assessment models (IAMs) are used to “perform the 

task” as well as handle the immense amounts of data 

being generated by new satellites and spectrometer 

analysis of various temperature and weather proxies.  

Computer models are useful, but they cannot 

solve disagreements when there is no agreement on a 

general theory of climate (Essex and McKitrick, 

2007). When an expert in one field, say physics, 

presents an estimate of the sensitivity of the climate 

to rising carbon dioxide levels, an expert in another 

field, say geology, can quickly challenge her 

understanding of the carbon cycle, and rightly so. 

The physicist probably accepts uncritically estimates 

of the size of carbon reservoirs and exchange rates 

offered by, say, the IPCC, and is unaware of the 

significant uncertainty and error bars surrounding 

those estimates. If she knew, her calculation of 

climate sensitivity would likely be much different. 

Many geologists are unfamiliar with the extensive 

literature on the impact of rising levels of 

atmospheric CO2 on photosynthesis and plant growth, 

so they stand to be corrected by biologists, botanists, 

and agronomists. And then it might take an 

economist to estimate how the application of 

technology will change agriculture and forestry in the 

future, affecting the rate of exchange between the 

biosphere and atmosphere and once again affecting 

the estimate of climate sensitivity. As reported in 

Section 2.1.1.3, uncertainties propagate and 

confusion and disagreement rise exponentially. 

GCMs and IAMs can be tuned according to the 

knowledge, opinions, and biases of their modelers, 

and then run with an infinite combination of 

databases reflecting underlying uncertainties in 

observational data (Hourdin et al., 2017). No wonder 

102 GCMs produce the wide array of hindcasts and 

forecasts of temperature, shown in the graph from 

McKitrick and Christy (2018) reproduced as Figure 

2.2.2.1 earlier in this chapter. It brings to mind the 

famous tale of a group of blind men touching various 

parts of an elephant, each arriving at a very different 

idea of what it is like: to one it is like a tree, to 

another, a snake, and to a third, a wall. A wise man 

tells the group, “You are all right. An elephant has all 

the features you mentioned.”  

The role of “wise man” in climate science falls to 

computer modelers, but as Ball (2015) remarks, they 

are seldom climatologists. He writes, 

After a discussion with a computer modeler 

in 1998, I realized the limitations of his 

weather and climate knowledge. Despite this, 
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I watched modelers take over as climate 

scientists and become keynote speakers at 

most climate conferences. It became so 

technologically centered that whoever had 

the biggest fastest computers were the ‘state 

of the art’ climate experts. I recall the impact 

of the Cray computer on climate science. The 

idiocy continues today with the belief that the 

only limitation to the models is computer 

capacity and speed. 
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2.4.3 Failure of the IPCC 

Many scientists trust the United Nations’ 

Intergovernmental Panel on Climate Change 

(IPCC) to objectively report the latest 

scientific findings on climate change, but it 

has failed to produce balanced reports and 

has allowed its findings to be misreported to 

the public. 

 

The Intergovernmental Panel on Climate Change 

(IPCC) was created in 1988 by the United Nations as 

a joint project of two of its agencies, the 

Environmental Programme (UNEP) and the World 

Meteorological Organization (WMO). Its initial 

Statement of Principles reads, “The role of the IPCC 

is to assess on a comprehensive, objective, open and 

transparent basis the scientific, technical and 

socio-economic information relevant to 

understanding the scientific basis of risk of 

human-induced climate change, its potential impacts, 

and options for adaptation and mitigation” (IPCC, 

1988).  

The IPCC provides research support to the UN’s 

Framework Convention on Climate Change 

(UNFCCC), an entity that arose from the 1992 

United Nations Conference on Environment and 

Development (UNCED), also known as the Rio Earth 

Summit. The IPCC supports the Conference of the 

Parties (COP), which meets annually to oversee 

implementation of the 1997 Kyoto Protocol and 2015 

Paris Accord. 

The regular and special reports of the IPCC 

dominate the climate change debate, and rightly so. 

The five multi-volume “assessments” produced to 

date total more than 10,000 pages, much of it 

consisting of dense literature reviews in which 

hundreds and possibly thousands of climate scientists 
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and policy advocates take part. The hefty tomes 

identify hundreds of scientists as lead authors, 

contributors, or reviewers and are presented by the 

IPCC as representing the “consensus” of the 

scientific community on the climate change issue. 

Many of the world’s science academies, membership 

organizations, and leading journals have endorsed the 

IPCC’s findings and give its spokespersons extensive 

attention. In 2007, the IPCC was a co-recipient (with 

former U.S. Vice President Al Gore) of the Nobel 

Peace Prize. 

While there is no disputing the fact that the IPCC 

has summarized immense amounts of high-quality 

and consequential research, researchers and 

policymakers should understand that the organization 

labors under political and institutional constraints that 

undermine the credibility of its work, and that an 

audit of its procedures found disturbing violations of 

proper scientific procedures. 

 

 

Political and Institutional Restraints 

The IPCC was created by the United Nations to build 

a scientific case for giving it authority to regulate the 

planet’s atmosphere as a collective good or resource 

commons, a kind of resource defined and described 

in Chapter 1, Section 1.3. Much of what the IPCC 

does and does not do can be explained by the “seeing 

like a state” phenomenon described by James C. 

Scott (1998) and explained in Chapter 1, Section 

1.3.4. 

The story of the creation of the IPCC is told well 

in such books as The Age of Global Warming: A 

History (Darwall, 2013) and Searching for the 

Catastrophe Signal: The Origins of the 

Intergovernmental Panel on Climate Change (Lewin, 

2017) and will not be repeated here. Article 1.2 of the 

Framework Convention on Climate Change 

(UNFCCC, 1992), which provides the IPCC’s 

mandate, defines climate change as “a change of 

climate which is attributed directly or indirectly to 

human activity that alters the composition of the 

global atmosphere and which is in addition to natural 

climate variability observed over comparable time 

periods.” Working Group I of the IPCC has 

interpreted this as a mandate to not study climate 

change “in the round” or to look at natural as well as 

man-made influences on climate. Instead, it seeks to 

find and report only a possible human impact on 

climate, and thereby make a scientific case for 

adopting national and international policies that could 

reduce that impact. Missing from the 1,535-page 

Working Group I contribution to IPCC’s Fifth 

Assessment Report (IPCC, 2013) is a serious analysis 

of natural causes of climate variability. The section 

titled “Natural Radiative Forcing Changes: Solar and 

Volcanic” runs only six pages, and “The Carbon 

Dioxide Fertilization Effect” merits only a single 

page. A balanced report would have devoted 

hundreds of pages to each topic. 

Similarly, Working Group II of the IPCC views 

its assignment as being to catalogue all possible 

harms of “climate change,” including those arising 

from natural as well as anthropogenic causes, and it 

hardly mentions the benefits of a warmer climate, 

increasing atmospheric CO2, or the fossil fuels it 

argues should be banned by the end of the 

twenty-first century (IPCC, 2014). Yet it is apparent, 

even obvious, that the moderate warming 

experienced in the late-twentieth and early 

twenty-first centuries has been beneficial to many 

parts of the world. Increasing crop yields, the retreat 

of deserts, and the reduced toll of cold days and 

nights are well documented in the peer-reviewed 

literature but almost entirely absent from the IPCC’s 

work. 

A second institutional constraint on the IPCC is 

the inevitable consequence of asking a committee to 

deal with a complex and controversial issue. The 

incentive structure of committees leads them to allow 

the inclusion of declaratory statements and confident 

predictions so long as they are accompanied by 

caveats and admissions of uncertainty and dissenting 

views. The result is a schizophrenic style that veers 

from declarations of “extreme confidence” to 

admissions of complete doubt and uncertainty, often 

before a paragraph ends but sometimes in a different 

chapter or volume of the assessment report. An 

example, provided by Gleditsch and Nordås (2014), 

is in Chapter 22 of the Working Group II contribution 

to AR5 (on Africa), which “states explicitly that 

‘causality between climate change and violent 

conflict is difficult to establish’ (p. 5), yet goes on to 

say on the same page that ‘the degradation of natural 

resources as a result of both overexploitation and 

climate change will contribute to increased conflicts 

over the distribution of these resources.’” Once the 

pattern is noticed, it becomes apparent on many 

pages of every working group report. 

The IPCC is able to present conflicting opinions 

side-by-side and yet avoid nonsense by making 

ample use of what Gleditsch and Nordås call 

“expressions of uncertainty.” Such words as may, 

might, can, and could, and such phrases as “has a 

potential to,” “is a potential cause of,” and “is 
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sensitive to” appear on average 1.2 times per page in 

the Working Group I Summary for Policymakers 

(SPM) and 1.3 times per page in the Working Group 

II SPM. They write, “The frequent use of ‘may’ 

terms might have been justified as a way of 

indicating that ‘under certain circumstances, a 

relationship is likely.’ But this does not work well if 

those circumstances are not specified. On the whole, 

it would probably be best to avoid the use of terms 

like ‘may’ in academic writing except to state 

conjectures. Misrepresentation of the scientific basis 

is a real hazard when using such terminology” (p. 

88). 

A third institutional constraint is that the IPCC’s 

“members” are not scientists but national 

governments that are members of the United Nations. 

The WMO, for example, has “191 member States and 

Territories” (WMO, n.d.). The national governments 

that created the IPCC also fund it, staff it, select the 

scientists who participate in its work, and 

importantly, revise and rewrite the reports after the 

scientists have concluded their work. In 2014, a 

reporter for Science described the political 

interference on display in events leading up to the 

release of the Working Group III contribution to 

AR5: “Although the underlying technical report from 

WG III was accepted by the IPCC, final, heated 

negotiations among scientific authors and diplomats 

led to a substantial deletion of figures and text from 

the influential ‘Summary for Policymakers’ (SPM). 

… [S]ome fear that this redaction of content marks an 

overstepping of political interests, raising questions 

about division of labor between scientists and 

policy-makers and the need for new strategies in 

assessing complex science. Others argue that SPM 

should explicitly be coproduced with governments” 

(Wible, 2014). The subtitle of the article is “Did the 

‘Summary for Policymakers’ become a summary by 

policy-makers?” 

 

 

Serving the State 

The IPCC’s first report (IPCC, 1990) found 

“increases in atmospheric concentrations of 

greenhouse gases may lead to irreversible change in 

the climate which could be detectable by the end of 

this century” (p. 53). Every assessment report since 

then has claimed with rising certainty that there is a 

“discernable human impact” on the climate and that 

steps must be taken to avoid a global climate crisis, 

even though the IPCC’s estimates of climate 

sensitivity to CO2 have stayed largely unchanged 

since 1990 and declined in the peer-reviewed 

literature, temperatures have risen only half as much 

as the IPCC predicted, and few if any of the negative 

climate impacts predicted by the IPCC have been 

observed. Why, as direct evidence increasingly 

pointed away from a climate change crisis, has the 

IPCC’s rhetoric become more extreme? The problems 

of “tunnel vision” and “moral hazard” afflicting 

government bureaucracies, described in Chapter 1, 

Section 1.4.3, provide an explanation for this trend. 

So too does the phenomenon of “seeing like a state,” 

whereby government agencies produce data and 

stylized facts they believe will satisfy their political 

overseers. 

Many admissions of uncertainty appear in the 

IPCC’s hefty assessment reports, including AR5, a 

fact established earlier in this chapter and repeated in 

other chapters, but the IPCC’s purpose and agenda 

work to ensure that uncertainty is not broadly 

advertised. The opening words of the foreword to the 

Working Group I contribution to AR5, for example, 

read: “‘Climate Change 2013: the Physical Science 

Basis’ presents clear and robust conclusions in the 

global assessment of climate change science – not the 

least of which is that the science now shows with 95 

percent certainty that human action is the dominant 

cause of observed warming since the mid-20
th

 

century” (p. v). The authors – the Secretary General 

of the WMO and Executive Director of the UNEP – 

continue in this same declarative tone, “warming in 

the climate system is unequivocal, with many of the 

observed changes unprecedented over decades to 

millennia.” 

Only people deeply familiar with AR5 realize 

what the Secretary General and Executive Director 

chose not to say. The “95 percent certainty” is not an 

expression of statistical significance but only a 

rhetorical expression of the strength of opinions, a 

number quite literally arrived at by a show of hands 

around a table. It is not derived from a poll of the 

scientists who contributed to the volume but only the 

opinion of a few individuals, including nonscientists, 

who were involved in the writing and rewriting of the 

Summary for Policymakers. The only survey done of 

contributors to AR5 found a majority do not endorse 

this statement (Fabius Maximus, 2015).  

Similarly, the IPCC found the warming is 

“unequivocal” except when it is not, such as during 

the “pause” from 1997 to 2010 when the real 

scientists who helped write AR5 acknowledge there 

was no warming at all (“0.07°C [-0.02 to 0.18])” 

(IPCC, 2013, p. 37). Similarly, “observed changes 

[are] unprecedented” except, as this chapter 
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documents, for temperatures, extreme weather 

events, polar ice melting, and sea-level rise. What is 

left?  

The doubts and uncertainty that the Scientific 

Method requires be revealed so other researchers 

know what is scientific fact and what is conjecture or 

speculation do appear in AR5, and in other IPCC 

assessment reports, but they are scrubbed from the 

Summaries for Policymakers (SPMs). This scientific 

malpractice has been protested by many 

distinguished scientists (Seitz, 1996; Landsea, 2005; 

Lindzen, 2012; Tol, 2014; Stavins, 2014). 

Unfortunately, many scientists look no further than 

the SPMs and trust them to accurately depict the 

current state of climate science.  

Tol (2014) commented on how the AR5 

Summary for Policymakers, “drafted by the scholars 

of the IPCC, is rewritten by delegates of the 

governments of the world,” each with political 

agendas that lead to interference with the report’s 

scientific content. Even the scientists who participate 

are biased: “The IPCC does not guard itself against 

selection bias and groupthink. Academics who worry 

about climate change are more likely to publish about 

it, and more likely to get into the IPCC. Groups of 

like-minded people reinforce their beliefs. The 

environment agencies that comment on the draft 

IPCC report will not argue that their department is 

obsolete. The IPCC should therefore be taken out of 

the hands of the climate bureaucracy and transferred 

to the academic authorities” (Tol, 2014). 

 

 

The IAC Audit 

It is often remarked that nearly all of the world’s 

national science academies have “endorsed” the 

IPCC’s findings. Such a claim is superficially true 

but scientifically meaningless: none of these 

academies surveyed its members to see if they agree 

with everything contained in the IPCC’s massive 

reports. Even if most of the members say they 

approve of most of what the IPCC writes in its latest 

report, what does this say about the views of the 

much smaller community of climate scientists, 

engineers, economists, and others who specialize in 

climatology and have informed opinions on it? 

Voting is not an effective way of separating sound 

science from pseudoscience. 

Also very telling is that when the presidents of 

those same institutions conducted an audit of the 

IPCC’s practices, they found ample grounds to doubt 

the organization’s credibility. The InterAcademy 

Council (IAC), made up of the presidents of the 

world’s leading national science academies, audited 

the IPCC in 2010 (IAC, 2010). Among its findings: 

 

 Fake confidence intervals: The IAC was highly 

critical of the IPCC’s method of assigning 

“confidence” levels to its forecasts, singling out 

“… the many statements in the Working Group II 

Summary for Policymakers that are assigned high 

confidence but are based on little evidence. 

Moreover, the apparent need to include 

statements of ‘high confidence’ (i.e., an 8 out of 

10 chance of being correct) in the Summary for 

Policymakers led authors to make many vaguely 

defined statements that are difficult to refute, 

therefore making them of ‘high confidence.’ 

Such statements have little value” (p. 61). 

 Use of gray sources: Too much reliance on 

unpublished and non-peer-reviewed sources. 

Three sections of the IPCC’s 2001 climate 

assessment cited peer-reviewed material only 

36%, 59%, and 84% of the time (p. 63). 

 Political interference: Line-by-line editing of the 

summaries for policymakers during “grueling 

Plenary session that lasts several days, usually 

culminating in an all-night meeting. Scientists 

and government representatives who responded 

to the Committee’s questionnaire suggested 

changes to reduce opportunities for political 

interference with the scientific results …” (p. 64). 

 The use of secret data: “An unwillingness to 

share data with critics and enquirers and poor 

procedures to respond to freedom-of-information 

requests were the main problems uncovered in 

some of the controversies surrounding the IPCC 

(Russell et al., 2010; PBL, 2010). Poor access to 

data inhibits users’ ability to check the quality of 

the data used and to verify the conclusions drawn 

…” (p. 68). 

 Selection of contributors is politicized: Politicians 

decide which scientists are allowed to participate 

in the writing and review process: “political 

considerations are given more weight than 

scientific qualifications” (p. 14). 

 Chapter authors exclude opposing views: 

“Equally important is combating confirmation 
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bias – the tendency of authors to place too much 

weight on their own views relative to other views 

(Jonas et al., 2001). As pointed out to the 

Committee by a presenter and some 

questionnaire respondents, alternative views are 

not always cited in a chapter if the Lead Authors 

do not agree with them ...” (p. 18). 

 Need for independent review: “Although 

implementing the above recommendations would 

greatly strengthen the review process, it would 

not make the review process truly independent 

because the Working Group Co-chairs, who have 

overall responsibility for the preparation of the 

reports, are also responsible for selecting Review 

Editors. To be independent, the selection of 

Review Editors would have to be made by an 

individual or group not engaged in writing the 

report, and Review Editors would report directly 

to that individual or group (NRC, 1998, 2002)” 

(p. 21). 

The quotations above are from a publicly 

circulated draft of the IAC’s final report, still 

available online (see reference). The final report was 

heavily edited to water down and perhaps hide the 

extent of problems uncovered by the investigators, 

itself evidence of misconduct. The IPCC accepted the 

IAC’s findings and promised to make changes … too 

late to affect AR5. 

Some climate scientists spoke out early and 

forcefully against the problems they saw as 

compromising the integrity of the IPCC, but their 

voices were difficult to hear amid a steady drumbeat 

of alarmism from media outlets. As a result, many 

scientists, economists, and policymakers have been 

misled into thinking the IPCC is the final or even 

only authority on climate change. German 

meteorologist and physicist Klaus-Ekhart Pul said in 

an interview in 2012, “Ten years ago I simply parroted 

what the IPCC told us. One day I started checking the 

facts and data – first I started with a sense of doubt but 

then I became outraged when I discovered that much 

of what the IPCC and the media were telling us was 

sheer nonsense and was not even supported by any 

scientific facts and measurements. To this day I still 

feel shame that as a scientist I made presentations of 

their science without first checking it” (translated by 

Gosselin, 2012).  

 

* * * 

 

This is a harsh criticism of an organization that, 

as noted at the beginning of this section, has 

summarized large amounts of high-quality and 

consequential research. It is not our purpose to 

disparage the individuals involved, and a careful 

reading of this section will show that we did not do 

so. The IPCC’s failures arise from its mission, its 

oversight by two government agencies, and the 

inevitable dynamics of assigning a committee to 

address a complex problem. Our point is a simple 

one: The IPCC is not the final word on climate 

science.  
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2.4.4 Tunnel Vision 

Climate scientists, like all humans, can have 

tunnel vision. Bias, even or especially if 

subconscious, can be especially pernicious 

when data are equivocal and allow multiple 

interpretations, as in climatology. 

 

Bias, or what might better be called “tunnel vision” 

(Breyer, 1993), is another reason for disagreement 

among scientists and other writers on climate change. 

Scientists, no less than other human beings, bring 

their personal beliefs and interests to their work and 

sometimes make decisions based on them that direct 

their attention away from research findings that 

would contradict their opinions. Bias is often 

subconscious but, if recognized, can be overcome by 

careful adherence to procedures or by being guided 

by professional ethics, but sometimes it leads to 

outright corruption.  

Essex and McKitrick (2007) write, “Journalists 

have taken to writing ‘exposé’ articles that never 

seem to expose the substance of the scientific 

arguments at issue, but instead grub around for 

connections, however tenuous, between scientists and 

the petroleum industry … but always leaving 

just-barely unstated the libelous premise that such 

people would falsify their research or misrepresent 

their real views for some filthy lucre” (p. 52). 

“Charges of ‘sowing doubt’ mean nothing,” they add. 

“They can be hurled at any opponent: my idea is the 

right one and yours is just sowing doubt. But the 

lessons of half a millennium have taught us over and 

over that doubt is part of the lifeblood of scientific 

advance. We need it. It’s worth fighting for” (p. 55). 

To obtain funding (and more funding), it helps 

scientists immensely to have the public – and thus 

Congress and potentially private funders – worried 

about the critical nature of the problems they study. 

This incentive makes it less likely researchers will 

interpret existing knowledge or present their findings 

in a way that reduces public concern (Lichter and 

Rothman, 1999; Kellow, 2007; Kabat, 2008). As a 

result, scientists often gravitate toward emphasizing 

worst-case scenarios, though there may be ample 

evidence to the contrary. This bias of alarmism 

knows no political bounds, affecting scientists of all 

political stripes (Berezow and Campbell, 2012; 

Lindzen, 2012). 

Freedman (2010) identifies a long list of reasons 

why experts are often wrong, including pandering to 

audiences or clients, lack of oversight, reliance on 

flawed evidence provided by others, and failure to 
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take into account important confounding variables. 

Scientists, especially those in charge of large research 

projects and laboratories, may have a financial 

incentive to seek more funding for their programs. 

They are not immune to having tunnel vision 

regarding the importance of their work and 

employment. Each believes his or her mission is 

more significant and essential relative to other budget 

priorities.  

Park et al. (2014), in a paper published in Nature, 

summarized research on publication bias, careerism, 

data fabrication, and fraud to explain how scientists 

converge on false conclusions. They write, “Here we 

show that even when scientists are motivated to 

promote the truth, their behaviour may be influenced, 

and even dominated, by information gleaned from 

their peers’ behaviour, rather than by their personal 

dispositions. This phenomenon, known as herding, 

subjects the scientific community to an inherent risk 

of converging on an incorrect answer and raises the 

possibility that, under certain conditions, science may 

not be self-correcting.”  

Some journalists seem to recognize only one 

possible source of bias, and that is funding from “the 

fossil fuel industry.” The accusation often permeates 

conversations of the subject, perhaps second only to 

the “consensus” claim, and the two are often paired, 

as in “only scientists paid by the fossil fuel industry 

dispute the overwhelming scientific consensus.” The 

accusation doesn’t carry any weight for many 

reasons: 

 

 There has never been any evidence of a climate 

scientist accepting money from industry to take a 

position or change his or her position in the 

climate debate (Singer, 2010; Cook, 2014). 

 Vanishingly few global warming skeptics have 

ever been paid by the fossil fuel industry, 

certainly not more than a tiny fraction of the 

31,478 American scientists who signed the 

Global Warming Petition or the hundreds of 

meteorologists and climate scientists reported in 

Section 2.1 who tell survey-takers they do not 

agree with the IPCC. 

 Funding of alarmists by government agencies, 

liberal foundations, environmental advocacy 

groups, and the alternative energy industry 

exceeds funding from the fossil fuel industry by 

as much as four orders of magnitude (Nova, 

2009; Butos and McQuade, 2015). Does 

government and interest-group funding of 

alarmists not also have a “corrupting” influence 

on its recipients? 

 The most prominent organizations supporting 

global warming skepticism get little if any money 

from the fossil fuel industry. Their support comes 

overwhelmingly from individuals (and their 

foundations) motivated by concern over the 

corruption of science and the enormous costs it is 

imposing on the public. 

Curry (2015) worries more about the influence of 

government grants than private funding on scientists: 

“I am very concerned that climate science is 

becoming biased owing to biases in federal funding 

priorities and the institutionalization by professional 

societies of a particular ideology related to climate 

change. Many scientists, and institutions that support 

science, are becoming advocates for UN climate 

policies, which is leading scientists into 

overconfidence in their assessments and public 

statements and into failures to respond to genuine 

criticisms of the scientific consensus. In short, the 

climate science establishment has become intolerant 

to disagreement and debate, and is attempting to 

marginalize and de-legitimize dissent as corrupt or 

ignorant.” 

The extensive funding of global warming 

alarmism by government agencies, corporations, and 

liberal foundations and the negative effect it has on 

the public’s understanding of the issue were 

described in Chapter 1, Sections 1.4.4 and 1.4.5. 

Darwall (2018) describes how political, business, and 

advocacy group interests converge to form a 

“Climate Industrial Complex” with immense 

resources at its disposal. He writes, “there is another 

Moore’s law. The second one says the richer you are, 

the more likely you are to support green causes. … 

Climate change is ethics for the wealthy: It 

legitimizes great accumulations of wealth. Pledging 

to combat it immunizes climate-friendly corporate 

leaders and billionaires from being targeted as 

memmbers of the top one-tenth of the top one 

percent” (pp. 211-12). If supporting renewable 

energy harmed their interests, Darwall writes, these 

major donors to the global warming movement would 

“drop it in a nanosecond.” 

 

 

* * * 
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Scientists disagree about climate change for 

many reasons, and often different reasons. 

Skepticism, the heart of science, means questioning 

orthodoxy and always asking, how do we know? 

Disagreement over climate science is to be expected 

and even encouraged for reasons presented in this 

section. As Essex and McKitrick (2007) write, “We 

need it. It’s worth fighting for.” 
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2.5 Appeals to Consensus 

As explained in Section 2.1.1.2, scientific 

disagreements are not resolved by a show of hands. 

While consensus is a method used in politics to 

achieve change, the Scientific Method is used by 

scientists to reduce uncertainty and errors with the 

goal of understanding “why things are the way they 

are and act the way they do.” This chapter makes 

clear the presence of disagreement on a wide range of 

important scientific topics in climate science, 

including most notably reconstructions of 

temperature trends in the past, the reliability of 

climate models, the sensitivity of climate to a 

doubling of CO2, and the role of solar influences. 

Along the way we discovered uncertainty and 

disagreement over scores of other important matters. 

Regrettably, claims of a “scientific consensus” on 

the causes and consequences of climate change have 

been used to shut down debate and provide cover to 

those who want political action. This section rebuts 

such claims by disclosing flaws in surveys allegedly 

finding a consensus and describing evidence of a 

distinct absence of consensus on many of the most 

important topics in climate science.  
 

2.5.1 Flawed Surveys 

Surveys and abstract-counting exercises that 

are said to show a “scientific consensus” on 

the causes and consequences of climate 

change invariably ask the wrong questions or 

the wrong people. No survey data exist that 

support claims of consensus on important 

scientific questions. 

 

Claims of a “scientific consensus” on the causes and 

consequences of climate change rely on a handful of 

essays reporting the results of surveys or efforts to 

count the number of articles published in 

peer-reviewed journals that appear to endorse or 

reject the positions of the IPCC. The U.S. National 

https://judithcurry.com/2015/05/06/is-federal-funding-biasing-climate-research/
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Aeronautics and Space Administration (NASA) on its 

website cites four sources supporting its claim that 

“Multiple studies published in peer-reviewed 

scientific journals show that 97% or more of actively 

publishing climate scientists agree: Climate-warming 

trends over the past century are extremely likely due 

to human activities” (NASA, 2018). As this section 

reveals, those surveys and abstract-counting exercises 

do not support that claim. 

 

 

2.5.1.1 Oreskes, 2004 

The most frequently cited source for a “consensus of 

scientists” is a 2004 essay for the journal Science 

written by historian Naomi Oreskes (Oreskes, 2004). 

Oreskes reported examining abstracts from 928 

papers reported by the Institute for Scientific 

Information database published in scientific journals 

from 1993 and 2003, using the keywords “global 

climate change.” Although not a scientist, she 

concluded 75% of the abstracts either implicitly or 

explicitly supported the IPCC’s view that human 

activities were responsible for most of the observed 

warming over the previous 50 years while none 

directly dissented. 

Oreskes’ essay appeared in a “peer-reviewed 

scientific journal,” as NASA reports on its website, 

but the essay itself was not peer-reviewed. It was an 

opinion essay and the editors had not asked to see her 

database. This opinion essay became the basis of a 

book, Merchants of Doubt (Oreskes and Conway, 

2010), and then an academic career built on claiming 

that global warming “deniers” are a tiny minority 

within the scientific community, and then a movie 

based on her book released in 2015. Her 2004 claims 

were repeated in former Vice President Al Gore’s 

movie, An Inconvenient Truth, and in his book with 

the same title (Gore, 2006). 

Oreskes did not distinguish between articles that 

acknowledged or assumed some human impact on 

climate, however small, and articles that supported 

the IPCC’s more specific claim that human emissions 

are responsible for more than 50% of the global 

warming observed during the past 50 years. The 

abstracts often are silent on the matter, and Oreskes 

apparently made no effort to go beyond those 

abstracts. Her definition of consensus also is silent on 

whether man-made climate change is dangerous or 

benign, a rather important question.  

Oreskes’ literature review overlooked hundreds 

of articles in peer-reviewed journals written by 

prominent global warming skeptics including John 

Christy, Sherwood Idso, Richard Lindzen, and 

Patrick Michaels. More than 1,350 such articles 

(including articles published after Oreskes’ study was 

completed) are identified in an online bibliography 

(Popular Technology.net, 2014). 

Oreskes’ methodology was flawed by assuming a 

nonscientist could decern the findings of scientific 

research by reading only the abstracts of published 

papers. Even trained climate scientists are unable to 

do so because abstracts do not accurately reflect their 

articles’ findings. According to Park et al. (2014), 

abstracts routinely overstate or exaggerate research 

findings and contain claims that are irrelevant to the 

underlying research. Park et al. find “a mismatch 

between the claims made in the abstracts, and the 

strength of evidence for those claims based on a 

neutral analysis of the data, consistent with the 

occurrence of herding.” They note abstracts often are 

loaded with “keywords” to ensure they are picked up 

by search engines and thus cited by other researchers. 

Oreskes’ methodology is further flawed, as are 

the other surveys and abstract-counting exercises 

discussed in this section, by surveying the opinions 

and writings of scientists and often nonscientists who 

may write about climate but are by no means experts 

on or even casually familiar with the science dealing 

with attribution – that is, attributing a specific climate 

effect (such as a temperature increase) to a specific 

cause (such as rising atmospheric CO2 levels). Most 

articles simply reference or assume to be true the 

claims of the IPCC and then go on to address a 

different topic, such as the effect of ambient 

temperature on the life-cycle of frogs or correlations 

between temperature and outbreaks of influenza. 

Attribution is the issue the surveys ask about, but 

they ask people who have never studied the issue. 

The number of scientists actually knowledgeable 

about this aspect of the debate may be fewer than 100 

in the world. Several are prominent skeptics (John 

Christy, Richard Lindzen, Patrick Michaels, and Roy 

Spencer, to name only four) and many others may be. 

Monckton (2007) finds numerous other errors in 

Oreskes’ essay, including her use of the search term 

“global climate change” instead of “climate change,” 

which resulted in her finding fewer than 

one-thirteenth of the estimated corpus of scientific 

papers on climate change published over the stated 

period. Monckton also points out Oreskes never 

stated how many of the 928 abstracts she reviewed 

actually endorsed her limited definition of 

“consensus.” Medical researcher Klaus-Martin 

Schulte used the same database and search terms as 

Oreskes to examine papers published from 2004 to 
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February 2007 and found fewer than half endorsed 

the “consensus” and only 7% did so explicitly 

(Schulte, 2008). His study is described in more detail 

in Section 2.5.2.1. 
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2.5.1.2 Doran and Zimmerman, 2009 

Doran and Zimmerman (2009) reported conducting a 

survey that found “97% of climate scientists agree” 

that mean global temperatures have risen since before 

the 1800s and that humans are a significant 

contributing factor. The researchers had sent an 

online survey to 10,257 Earth scientists working for 

universities and government research agencies, 

generating responses from 3,146 people. The survey 

asked only two questions: 

Q1. When compared with pre-1800s levels, 

do you think that mean global temperatures 

have generally risen, fallen, or remained 

relatively constant? 

Q2. Do you think human activity is a 

significant contributing factor in changing 

mean global temperatures? 

Overall, 90% of respondents answered “risen” to 

question 1 and 82% answered “yes” to question 2. 

The authors achieved their 97% figure by reporting 

the “yes” answers from only 79 of their respondents 

who “listed climate science as their area of expertise 

and who also have published more than 50% of their 

recent peer-reviewed papers on the subject of climate 

change.” That is, Doran and Zimmerman applied ex 

post facto criteria to exclude 10,178 of their 10,257 

sample population. Commenting on the survey, 

Solomon (2010) wrote: 

The two researchers started by altogether 

excluding from their survey the thousands of 

scientists most likely to think that the Sun, or 

planetary movements, might have something 

to do with climate on Earth – out were the 

solar scientists, space scientists, 

cosmologists, physicists, meteorologists and 

astronomers. That left the 10,257 scientists in 

disciplines like geology, oceanography, 

paleontology, and geochemistry. … The two 

researchers also decided that scientific 

accomplishment should not be a factor in 

who could answer – those surveyed were 

determined by their place of employment (an 

academic or a governmental institution). 

Neither was academic qualification a factor – 

about 1,000 of those surveyed did not have a 

Ph.D., some didn’t even have a master’s 

diploma. 

Most “skeptics” of man-made global warming 

would answer those two questions the same way as 

alarmists would. The controversy in the science 

community is not over whether the climate warmed 

since the Little Ice Age or whether there is a human 

impact on climate, but “whether the warming since 

1950 has been dominated by human causes, how 

much the planet will warm in the 21st century, 

whether warming is ‘dangerous,’ whether we can 

afford to radically reduce CO2 emissions, and 

whether reduction will improve the climate” (Curry, 

2015). The IPCC has expressed informed opinions on 

all these subjects, but those opinions often are at odds 

with extensive scientific research. 

The survey by Doran and Zimmerman fails to 

produce evidence that would back up claims of a 

“scientific consensus” about the causes or 

http://climate.nasa.gov/scientific-consensus/
http://climate.nasa.gov/scientific-consensus/
http://www.populartechnology.net/2009/10/peer-reviewed-papers-supporting.html
http://www.populartechnology.net/2009/10/peer-reviewed-papers-supporting.html
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consequences of climate change. They simply asked 

the wrong people the wrong questions. The “97%” 

figure so often attributed to their survey refers to the 

opinions of only 79 scientists, hardly a representative 

sample of scientific opinion.  
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2.5.1.3 Anderegg et al., 2010 

The third source cited by NASA as proof of a 

“scientific consensus” is Anderegg et al. (2010), who 

report using Google Scholar to identify the views of 

the most prolific writers on climate change. The 

authors found “(i) 97–98% of the climate researchers 

most actively publishing in the field support the 

tenets of ACC [anthropogenic climate change] 

outlined by the Intergovernmental Panel on Climate 

Change, and (ii) the relative climate expertise and 

scientific prominence of the researchers unconvinced 

of ACC are substantially below that of the convinced 

researchers.” Like Oreskes (2014), Anderegg et al. 

was not peer reviewed. It was an “invited paper,” 

which allowed its authors to bypass peer review.  

This is not a survey of scientists, whether “all 

scientists” or specifically climate scientists. Instead, 

Anderegg et al. simply counted the number of articles 

found on the internet written by 908 scientists. This 

counting exercise is the same flawed methodology 

utilized by Oreskes, falsely assuming abstracts of 

papers accurately reflect their findings. Further, 

Anderegg et al. did not determine how many of the 

908 authors believe global warming is harmful or that 

the science is sufficiently established to be the basis 

for public policy. Anyone who cites this study in 

defense of these views is mistaken. 

Anderegg et al. also didn’t count as “skeptics” 

the scientists whose work exposes gaps in the 

man-made global warming theory or contradicts 

claims that climate change will be catastrophic. 

Avery (2007) identified several hundred scientists 

who fall into this category, even though some profess 

to “believe” in global warming.  

Looking past the “97–98%” claim, Anderegg et 

al. found the average skeptic has been published 

about half as frequently as the average alarmist (60 

versus 119 articles). Most of this difference was 

driven by the hyper-productivity of a handful of 

alarmist climate scientists: The 50 most prolific 

alarmists were published an average of 408 times, 

versus only 89 times for the skeptics. The 

extraordinary publication rate of alarmists should 

raise a red flag. It is unlikely these scientists actually 

participated in most of the experiments or research 

contained in articles bearing their names. The 

difference in productivity between alarmists and 

skeptics can be explained by several factors other 

than merit: 

 

 Publication bias: Articles reporting statistically 

significant correlations are much more likely to 

get published than those that do not (Fanelli, 

2012); 

 Heavy government funding of the search for one 

result but little or no funding for other results: 

The U.S. government alone paid $64 billion to 

climate researchers during the four years from 

2010 to 2013, virtually all of it explicitly 

assuming or intended to find a human impact on 

climate and virtually nothing on the possibility of 

natural causes of climate change (Butos and 

McQuade, 2015, Table 2, p. 178); 

 Resumé padding: It is increasingly common for 

academic articles on climate change to have 

multiple and even a dozen or more authors, 

inflating the number of times a researcher can 

claim to have been published (Hotz, 2015). 

Adding a previously published researcher’s name 

to the work of more junior researchers helps 

ensure publication (as was the case with 

Anderegg et al. (2010) and Doran and 

Zimmerman (2009), in both cases the primary 

authors were college students);  

 Differences in the age and academic status of 

global warming alarmists versus skeptics: 

Climate scientists who are skeptics tend to be 

older and more are emeritus than their 

counterparts on the alarmist side; skeptics are 

thus under less pressure and often are simply less 

eager to publish. 

http://judithcurry.com/2015/06/15/state-of-the-climate-debate-in-the-u-s/
http://judithcurry.com/2015/06/15/state-of-the-climate-debate-in-the-u-s/
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So what, exactly, did Anderegg et al. discover? 

That a small clique of climate alarmists had their 

names added to hundreds of articles published in 

academic journals, something that probably would 

have been impossible or judged unethical just a 

decade or two ago. Anderegg et al. simply assert 

those “top 50” are more credible than scientists who 

publish less, but they make no effort to prove this and 

there is ample evidence they are not (Solomon, 

2008). Once again, Anderegg et al. did not ask if 

authors believe global warming is a serious problem 

or if science is sufficiently established to be the basis 

for public policy. Anyone who cites this study as 

evidence of scientific support for such views is 

misrepresenting the paper. 
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2.5.1.4 Cook et al., 2013 

NASA’s fourth source proving a “scientific 

consensus” is an abstract-counting exercise by Cook 

et al. (2013). The authors reviewed abstracts of 

peer-reviewed papers from 1991 to 2011 and found 

97% of those that stated a position either explicitly or 

implicitly affirmed that human activity is responsible 

for some warming. The study was quickly critiqued 

by Legates et al. (2015), who found “just 0.3% 

endorsement of the standard definition of consensus: 

that most warming since 1950 is anthropogenic.” 

They note “only 41 papers – 0.3% of all 11,944 

abstracts or 1.0% of the 4,014 expressing an opinion, 

and not 97.1% – had been found to endorse the 

standard or quantitative hypothesis.”  

Scientists whose work questions the consensus, 

including Craig Idso, Nils-Axel Mörner, Nicola 

Scafetta, and Nir J. Shaviv, protested that Cook 

misrepresented their work (Popular Technology.net, 

2012, 2013). Richard Tol, a lead author of the IPCC 

reports, said of the Cook report, “the sample of 

papers does not represent the literature. That is, the 

main finding of the paper is incorrect, invalid and 

unrepresentative” (Tol, 2013). On a blog of The 

Guardian, a British newspaper that had reported on 

the Cook report, Tol (2014) explained: 

Any conclusion they draw is not about ‘the 

literature’ but rather about the papers they 

happened to find. Most of the papers they 

studied are not about climate change and its 

causes, but many were taken as evidence 

nonetheless. Papers on carbon taxes naturally 

assume that carbon dioxide emissions cause 

global warming – but assumptions are not 

conclusions. Cook’s claim of an increasing 

consensus over time is entirely due to an 

increase of the number of irrelevant papers 

that Cook and Co. mistook for evidence. 

Montford (2013) revealed the authors of Cook et 

al. were marketing the expected results of the paper 

before the research itself was conducted; changed the 

definition of an endorsement of the global warming 

hypothesis mid-stream when it became apparent the 

abstracts they were reviewing did not support their 

original (IPCC-based) definition; and gave incorrect 

guidance to the volunteers recruited to read and score 

abstracts. Montford concludes “the consensus 

referred to is trivial” since the paper “said nothing 

about global warming being dangerous” and “the 

project was not a scientific investigation to determine 

the extent of agreement on global warming, but a 

public relations exercise.”  

 

* * * 

https://www.heartland.org/publications-resources/publications/500-scientists-whose-research-contradicts-man-made-global-warming-scares
https://www.heartland.org/publications-resources/publications/500-scientists-whose-research-contradicts-man-made-global-warming-scares
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Friends of Science, a group of Canadian retired 

Earth and atmospheric scientists, reviewed the four 

surveys and abstract-counting exercises summarized 

above (Friends of Science, 2014). They conclude, 

“these surveys show there is no 97% consensus on 

human-caused global warming as claimed in these 

studies. None of these studies indicate any agreement 

with a catastrophic view of human-caused global 

warming” (p. 4). We concur. 
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2.5.2 Evidence of Lack of Consensus 

Some survey data, petitions, and the 

peer-reviewed literature show deep 

disagreement among scientists on scientific 

issues that must be resolved before the 

man-made global warming hypothesis can be 

accepted.  

In contrast to the surveys and abstract-counting 

exercises described above, which try but fail to find a 

consensus in support of the claim that global 

warming is man-made and dangerous, many authors 

and surveys have found widespread disagreement or 

even that a majority of scientists oppose the alleged 

consensus. These surveys and studies generally suffer 

the same methodological errors as afflict the ones 

described above, but they suggest that even playing 

by the alarmists’ rules, the results demonstrate 

disagreement rather than consensus on key issues. 

 

 

2.5.2.1 Klaus-Martin Schulte, 2008 

Schulte (2008), a practicing physician, observed, 

“Recently, patients alarmed by the tone of media 

reports and political speeches on climate change have 

been voicing distress, for fear of the imagined 

consequences of anthropogenic ‘global warming.’” 

Concern that his patients were experiencing 

unnecessary stress “prompted me to review the 

literature available on ‘climate change and health’ via 

PubMed” and then to attempt to replicate Oreskes’ 

2004 report. 

“In the present study,” Schulte writes, “Oreskes’ 

research was brought up to date by using the same 

search term on the same database to identify abstracts 

of 539 scientific papers published between 2004 and 

mid-February 2007.” According to Schulte, “The 

results show a tripling of the mean annual publication 

rate for papers using the search term ‘global climate 

change’, and, at the same time, a significant 

movement of scientific opinion away from the 

apparently unanimous consensus which Oreskes had 

found in the learned journals from 1993 to 2003. 

Remarkably, the proportion of papers explicitly or 

implicitly rejecting the consensus has risen from zero 

in the period 1993–2003 to almost 6% since 2004. 

Six papers reject the consensus outright.” 

Schulte also found “Though Oreskes did not state 

how many of the papers she reviewed explicitly 

endorsed the consensus that human greenhouse-gas 

emissions are responsible for more than half of the 

past 50 years’ warming, only 7% of the more recent 

papers reviewed here were explicit in endorsing the 

consensus even in the strictly limited sense she had 

defined. The proportion of papers that now explicitly 

or implicitly endorse the consensus has fallen from 

75% to 45%.” 

Schulte’s findings demonstrate that if Oreskes’ 

methodology were correct and her findings for the 

period 1993 to 2003 accurate, then scientific 

http://www.populartechnology.net/2012/03/truth-about-skeptical-science.html
http://www.populartechnology.net/2012/03/truth-about-skeptical-science.html
http://www.populartechnology.net/2013/05/97-study-falsely-classifies-scientists.html
http://www.populartechnology.net/2013/05/97-study-falsely-classifies-scientists.html
http://www.populartechnology.net/2013/05/97-study-falsely-classifies-scientists.html
http://joannenova.com.au/2013/08/richard-tol-half-cooks-data-still-hidden-rest-shows-result-is-incorrect-invalid-unrepresentative/
http://joannenova.com.au/2013/08/richard-tol-half-cooks-data-still-hidden-rest-shows-result-is-incorrect-invalid-unrepresentative/
http://www.theguardian.com/environment/blog/2014/jun/06/97-consensus-global-warming
http://www.theguardian.com/environment/blog/2014/jun/06/97-consensus-global-warming
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publications in the more recent period 2004–2007 

show a strong tendency away from the consensus 

Oreskes claimed to have found. We doubt the utility 

of the methodology used by both Oreskes and 

Schulte. Nevertheless, it is useful to note the same 

methodology applied during two time periods seems 

to reveal a significant shift from consensus to open 

debate on the causes of climate change. 
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2.5.2.2 Bray and von Storch, 2015–2016 

Surveys by German scientists Dennis Bray and Hans 

von Storch conducted in 1996, 2003, 2008, 2010, and 

2015-16 have consistently found climate scientists 

have deep doubts about the reliability of the science 

underlying claims of man-made climate change. 

Questions about climate science in the surveys, 

which have stayed largely the same over the years in 

order to discern trends, ask respondents to rank their 

agreement with a statement on a scale from 1 to 7, 

with 1 = “very inadequate,” “poor,” or “none” 

(depending on the wording of the question) and 7 = 

“very adequate,” “very good,” or “a very high level.” 

Histograms then show the probability distribution of 

answers for each question. 

Bast and Taylor (2007) analyzed the results of 

the 2003 survey and found only 55.8% of 

respondents agreed with the statement that “climate 

change is mostly the result of anthropogenic 

(manmade) causes” and more scientists “strongly 

disagree” than “strongly agree.” When climate 

scientists were asked if “climate models can 

accurately predict climate conditions in the future,” 

only a third (35.1%) agreed, while 18.3% were 

uncertain and nearly half (46.6%) disagreed. Most 

histograms showed bell-shaped distributions 

suggesting disagreement and uncertainty rather than 

agreement and confidence. Bast (2010) analyzed the 

Bray and von Storch 2010 survey and once again 

found bell-shaped distributions for about a third of 

the questions addressing scientific issues. Bast writes, 

“The remaining two-thirds are divided almost equally 

between distributions that lean toward skepticism and 

those that lean toward alarmism.” He concludes, 

“There is certainly no consensus on the science 

behind the global warming scare.” 

The latest survey by Bray and von Storch (2016) 

was conducted in 2015 and released in 2016. The 

survey was sent by email to 3,879 individuals who 

were mostly contributors to past IPCC reports and 

writers appearing in 10 top-ranked peer-reviewed 

climate journals. Complete and partial responses 

were received from 651 respondents, a 17% response 

rate. All but 55 of the respondents (8.5%) reported 

working for universities or government agencies, 

suggesting as could be expected by the sampling 

procedure that proponents of the IPCC’s views were 

over-represented in the sample. Given that the 

number of scientists active in fields related to climate 

number in the thousands, this small number of 

responses cannot be a representative sample of 

scientific opinion. 

Surprisingly, given the skewed sample that was 

surveyed, only 48% of respondents said they agree 

“very much” with the statement that “most of recent 

or near future climate change is, or will be, the result 

of anthropogenic causes.” Recall that the IPCC 

(2013) wrote in its Fifth Assessment Report that “It is 

extremely likely that more than half of the observed 

increase in global average surface temperature from 

1951 to 2010 was caused by the anthropogenic 

increase in greenhouse gas concentrations and other 

anthropogenic forcings together” (p. 17). The IPCC 

defines “extremely likely” as “95–100% probability” 

(p. 36). It appears a majority of even the career 

climate scientists surveyed by Bray and von Storch 

disagree with the IPCC. 

On whether “climate models accurately simulate 

the climatic conditions for which they are calibrated,” 

a plurality (41.53%) ranked this a 5 and equal 

numbers (20%) ranked it a 4 or a 6, a bell-shaped 

distribution that skews toward the alarmist direction 

but still shows deep disagreement. Only 4% said they 

agree “very much” with the statement. The IPCC 

(2013) expressed very high confidence that its 

computer model simulations agree with the observed 

trend from 1951 to 2012 (p. 15).  

On other questions there are once again 

bell-shaped distributions showing most scientists are 

unsure about basic questions of climate science. For 

example, 80% of respondents gave a 4 or less when 

asked how well atmospheric models can deal with the 

influence of clouds and precipitation and 76% give a 

4 or less to the ability of climate models to simulate a 

global mean value of precipitation values for the next 

50 years. Only 9% ranked the ability of climate 

models to simulate a global mean value for 
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temperature for the next 50 years as “very good.” The 

IPCC (2013) contends it can forecast temperatures to 

2100 and beyond with “high confidence” (p. 21). 

Interestingly, 42% of respondents agreed with the 

statement that “the collective authority of a consensus 

culture of science paralyzes new thought,” with 9% 

saying they “strongly agree.” 

Setting aside its small and skewed sample, Bray 

and von Storch’s results should be easy to interpret. 

On most questions, most scientists are somewhere in 

the middle, somewhat convinced that man-made 

climate change is occurring but concerned about the 

lack of reliable data and other fundamental 

uncertainties. Very few scientists share the “95–

100% probability” claimed by the IPCC. 
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2.5.2.3 Verheggen et al., 2014, 2015  

Verheggen et al. (2014) and Strengers, Verheggen, 

and Vringer (2015) reported the results of a survey 

they conducted in 2012 of contributors to the IPCC 

reports, authors of articles appearing in scientific 

literature, and signers of petitions on global warming 

(but not the Global Warming Petition Project, 

described below). By the authors’ own admission, 

“signatories of public statements disapproving of 

mainstream climate science … amounts to less than 

5% of the total number of respondents,” suggesting 

the sample is heavily biased toward pro-“consensus” 

views. Nevertheless, this survey found fewer than 

half of respondents agreed with the IPCC’s most 

recent claims. 

A total of 7,555 people were contacted and 1,868 

questionnaires were returned, for a response rate of 

29%. Verheggen et al. asked specifically about 

agreement or disagreement with the IPCC’s claim in 

its Fifth Assessment Report (AR5) that it is “virtually 

certain” or “extremely likely” that net anthropogenic 

activities are responsible for more than half of the 

observed increase in global average temperatures in 

the past 50 years.  

When asked “What fraction of global warming 

since the mid-20th century can be attributed to 

human induced increases in atmospheric greenhouse 

gas (GHG) concentrations?,” 64% chose fractions of 

51% or more, indicating agreement with the IPCC 

AR5. (Strengers, Verheggen, and Vringer, 2015, 

Figure 1a.1) When those who chose fractions of 51% 

or more were asked, “What confidence level would 

you ascribe to your estimate that the anthropogenic 

GHG warming is more than 50%?,” 65% said it was 

“virtually certain” or “extremely likely,” the language 

used by the IPCC to characterize its level of 

confidence (Strengers, Verheggen, and Vringer, 

2015, Figure 1b).  

The math is pretty simple: Two-thirds of the 

respondents to this survey – a sample heavily biased 

toward the IPCC’s point of view by including 

virtually all its editors and contributors – agreed with 

the IPCC on the impact of human emissions on the 

climate, and two-thirds of those who agreed were as 

confident as the IPCC in that finding. Sixty-five 

percent of 64% is 41.6%, so fewer than half of the 

survey’s respondents support the IPCC. More 

precisely – since some responses were difficult to 

interpret – 42.6% (797 of 1,868) of respondents were 

highly confident that more than 50% of the warming 

is human-caused.  

This survey, like the Bray and von Storch 

surveys previously described, shows the IPCC’s 

position on global warming is the minority view of 

the science community. Since the sample was heavily 

biased toward contributors to the IPCC reports and 

academics most likely to publish, one can assume a 

survey of a larger universe of scientists would reveal 

even less support for the IPCC’s position. Verheggen 

et al. reported their findings only in tables in a report 

issued a year after their original publication rather 

than explain them in the text of their peer-reviewed 

article. It took the efforts of a blogger to call attention 

to the real data (Fabius Maximus, 2015). Once again, 

the data reveal no scientific consensus. 
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2.5.2.4 Survey of Meteorologists  

One way to test with a poll or survey whether a 

purported consensus position on a particular topic of 

science is correct is to ask experts in neighboring 

fields for their opinions. For example, if the objective 

is to determine whether acupuncture is a legitimate 

health therapy, it would not make sense to poll 

acupuncturists, who have an obvious emotional as 

well as financial stake in the matter. A survey that 

found 97% consensus on this issue among them 

would be meaningless. On the other hand, a survey of 

experts in neighboring disciplines such as doctors, 

physical therapists, and nurses would make sense. 

Many of them know enough about the subject to 

make an informed judgement and they are less likely 

to be biased by professional interests. 

In the case of climatology, the alleged consensus 

position is that computer models can accurately 

predict a human impact on the climate decades and 

even centuries in the future. Climate scientists, in 

particular climate modelers, may be too wed to this 

postulate to view it objectively, leaving it up to 

experts of neighboring fields to decide its validity. 

One such “neighboring discipline” is meteorology. 

The leadership of the American Meteorological 

Society (AMS) has long supported the IPCC and the 

anthropogenic global warming theory, but its 

members have been much more skeptical. According 

to its website, “It is clear from extensive scientific 

evidence that the dominant cause of the rapid change 

in climate of the past half century is human-induced 

increases in the amount of atmospheric greenhouse 

gases” (AMS, 2012). As part of its campaign to 

“educate” its members on the issue, the AMS 

contracts with an advocacy organization called the 

Center for Climate Change Communication to 

conduct an annual survey of its members’ views.  

The latest AMS survey, Maibach et al. (2017), 

generated 465 complete and partial responses from 

AMS members. The survey asked respondents to 

complete the following sentence, “Do you think that 

the climate change that has occurred over the past 50 

years has been caused by…,” by choosing among 

seven options ranging from “largely or entirely due to 

human activity (81–100%)” to “there has been no 

climate change over the past 50 years.” As could be 

expected, only 1% of respondents chose the “no 

climate change” option. Much more interesting is that 

only 15% chose the “largely or entirely by human 

activity (81–100%),” while 34% said “mostly by 

human activity (60–80%)” and the rest, 51%, said 

“more or less equally by human activity and natural 

events,” “mostly by natural events,” or “largely or 

entirely by natural events.”  

The AMS survey also asked “over the next 50 

years, to what extent can additional climate change 

be averted if mitigation measures are taken 

worldwide (i.e., substantially reducing emissions of 

carbon dioxide and other greenhouse gases)?” Only 

1% said “almost all additional climate change can be 

averted,” the same percentage as “don’t think there 

will be additional climate change over the next 50 

years.” Sixty-nine percent said either “a moderate 

amount” or “a small amount” of climate change 

could be averted, and 13% said “almost no additional 

climate change can be averted.” This is consistent 

with the view that most climate change is due to 

natural causes and not human activity. 

The AMS survey also asked, “which of the 

following best describes the impact(s) of local 

climate change in your media market over the past 50 

years?” If climate change is already happening and 

causing harms, as the IPCC and its many allies have 

been saying for three decades, meteorologists would 

be in a good position to know since many of them are 

paid to report on it every day. But 49% said “the 

impacts have been approximately equally mixed 

between beneficial and harmful,” and another 12% 

said the impacts have been “primarily beneficial” or 

“exclusively beneficial.” Only 3% said “the impacts 

have been exclusively harmful.” Compare this to the 

long lists of alleged “damages” caused by climate 

change and near absence of benefits reported in the 

IPCC’s latest reports.  

It is disappointing that even 15% of 

meteorologists apparently believe climate change is 

mostly caused by human activity and that 36% think 

the impacts of climate change have been primarily 

harmful. The evidence reported earlier in this chapter 

makes it clear that both views are probably wrong. 

http://fabiusmaximus.com/2015/07/29/new-study-undercuts-ipcc-keynote-finding-87796/
http://fabiusmaximus.com/2015/07/29/new-study-undercuts-ipcc-keynote-finding-87796/
http://www.pbl.nl/sites/default/files/cms/publicaties/pbl-2015-climate-science-survey-questions-and-responses_01731.pdf
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But the fact that a majority of meteorologists do not 

subscribe to the IPCC’s claims of very high 

confidence is independent confirmation that the 

alleged consensus is not generally supported by the 

science community. 
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2.5.3 Global Warming Petition Project 

Some 31,000 scientists have signed a petition 

saying “there is no convincing scientific 

evidence that human release of carbon 

dioxide, methane, or other greenhouse gases 

is causing or will, in the foreseeable future, 

cause catastrophic heating of the Earth’s 

atmosphere and disruption of the Earth’s 

climate.”  

 

The Global Warming Petition Project (2015) is a 

statement about the causes and consequences of 

climate change signed by 31,478 American scientists, 

including 9,021 with Ph.D.s. The full statement 

reads:  

We urge the United States government to 

reject the global warming agreement that was 

written in Kyoto, Japan in December, 1997, 

and any other similar proposals. The 

proposed limits on greenhouse gases would 

harm the environment, hinder the advance of 

science and technology, and damage the 

health and welfare of mankind.  

There is no convincing scientific evidence 

that human release of carbon dioxide, 

methane, or other greenhouse gases is 

causing or will, in the foreseeable future, 

cause catastrophic heating of the Earth’s 

atmosphere and disruption of the Earth’s 

climate. Moreover, there is substantial 

scientific evidence that increases in 

atmospheric carbon dioxide produce many 

beneficial effects upon the natural plant and 

animal environments of the Earth. 

This is a strong statement of dissent from the 

perspective advanced by the IPCC. The fact that 

more than 15 times as many scientists have signed it 

as are alleged to have “participated” in some way or 

another in the research, writing, and review of the 

IPCC’s assessments (IPCC, n.d.) is significant. These 

scientists actually endorse the statement that appears 

above. By contrast, fewer than 100 of the scientists 

(and nonscientists) who are listed in the appendices 

to the IPCC reports actually participate in the writing 

of the all-important Summary for Policymakers or the 

editing of the final report to comply with the 

summary, and therefore could be said to endorse the 

main findings of that report. The survey by 

Verheggen et al. (2014) reported above shows many 

or even most of the scientists who participate in the 

IPCC do not endorse its declarative statements and 

unqualified predictions. 

The Global Warming Petition Project has been 

criticized for including names of suspected 

nonscientists, including names submitted by 

environmental activists for the purpose of 

discrediting the petition. But the organizers of the 

project painstakingly reconfirmed the authenticity of 

the names in 2007, and a complete directory of those 

names appeared as an appendix to Climate Change 

Reconsidered: Report of the Nongovernmental 

International Panel on Climate Change (NIPCC), 

published in 2009 (NIPCC, 2009). For more 

information about The Petition Project, including the 

text of the letter endorsing it written by the late Dr. 

Frederick Seitz, past president of the National 

Academy of Sciences and president emeritus of 

Rockefeller University, visit the project’s website at 

www.petitionproject.org. 
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2.5.4 Conclusion 

The most important fact about climate 

science, often overlooked, is that scientists 

disagree about the environmental impacts of 

the combustion of fossil fuels. 

 

As this section makes apparent, the surveys and 

abstract-counting exercises that are said to show a 

“scientific consensus” on the causes and 

consequences of climate change invariably ask the 

wrong questions or the wrong people. No survey data 

exist that support claims of consensus on important 

scientific questions. At best, there is broad agreement 

that the planet may have warmed in the late twentieth 

century and that a human impact could be 

discernible, but even these statements are no more 

than expressions of opinion unless the terms are 

carefully qualified and defined. There is no 

consensus on the following matters: 

 

 anthropogenic greenhouse gas emissions are 

responsible for most or all of the warming of the 

twentieth and early twenty-first centuries; 

 climate models can accurately forecast 

temperatures and precipitation 50 or more years 

into the future; 

 mean surface temperatures or their rate of change 

in the twentieth and twenty-first centuries exceed 

those observed in the historical and geological 

record; 

 climate impacts such as storms, floods, the 

melting of ice, and sea-level rise are 

unprecedented since before the beginning of the 

industrial age; and  

 rising CO2 levels and temperatures would have a 

negative impact on plant life. 

In each of these areas, at issue here is not 

whether some scientists are right and others wrong, 

but that considerable and valid evidence exists on all 

sides. As befits a young academic discipline, 

scientists are still learning how much they do not 

know. Consensus may have a place in science, and it 

may someday arrive on key issues in climate science, 

but that day has not yet arrived. 

Phil Jones, director of the Climatic Research Unit 

at the University of East Anglia, when asked if the 

debate on climate change is over, told the BBC, “I 

don’t believe the vast majority of climate scientists 

think this. This is not my view” (BBC News, 2010). 

When asked, “Do you agree that according to the 

global temperature record used by the IPCC, the rates 

of global warming from 1860–1880, 1910–1940 and 

1975–1998 were identical?” Jones replied, 

Temperature data for the period 1860–1880 

are more uncertain, because of sparser 

coverage, than for later periods in the 20th 

Century. The 1860–1880 period is also only 

21 years in length. As for the two periods 

1910–40 and 1975–1998 the warming rates 

are not statistically significantly different … 

I have also included the trend over the period 

1975 to 2009, which has a very similar trend 

to the period 1975–1998. So, in answer to the 

question, the warming rates for all four 

periods are similar and not statistically 

significantly different from each other. 

Finally, when asked “Do you agree that from 

1995 to the present there has been no statistically 

significant global warming” Jones answered “yes.” 

Each of his statements contradicts claims made by 

the IPCC at the time, claims that are still being 

repeated today. It was an honest admission by Jones 

of the lack of scientific consensus on one of the most 

complex and controversial scientific issues of the 

day. 

Sarewitz (2016) observes that “the vaunted 

scientific consensus around climate change – which 

largely rests on fundamental physics that has been 

well understood for more than a century – applies 

only to a narrow claim about the discernible human 

impact on global warming. The minute you get into 

questions about the rate and severity of future 

impacts, or the costs of and best pathways for 

addressing them, no semblance of consensus among 

experts remains” (p. 30). 
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2.6 Conclusion 

Because scientists disagree, policymakers 

must exercise special care in choosing where 

they turn for advice. 

 

Climate is an exciting field of study for scientists 

from many fields and types of training. While much 

has been learned, there is still more that is unknown 

than known about climate processes.  

The “science tutorial” at the beginning of this 

chapter attempted to explain the main methodological 

issues and most important types of observations that 

together account for much of the controversy within 

climate science. One recurring theme has been the 

presence of uncertainty – in temperature records, the 

carbon cycle, the energy budget, human greenhouse 

gas emissions, and many more key areas – but also 

the promise that uncertainty can be reduced through 

rigorous adherence to the Scientific Method. 

Regrettably, the disciplines of the Scientific Method 

have not been consistently applied in all areas of 

climate science, resulting in polarization, intolerance, 

and expressions of false certainty. 

The good news in this chapter is that the feared 

negative impacts of climate change – more frequent 

and intense extreme weather events, more melting ice 

at the poles, rapidly rising sea levels, and harm to 

plant life – are unlikely to emerge. There is no 

compelling scientific evidence of long-term trends in 

any of these areas that exceed the bounds of natural 

variability. Climate science suggests a warmer world 

with higher levels of atmospheric CO2 is likely to see 

fewer extreme weather events and a continuation of 

the Greening of the Earth witnessed in the past four 

decades. Drawing from an extensive review of the 

scientific evidence, our conclusion is that the human 

effect on the global climate is very small and the 

impacts of that effect are likely to be benign. 

We understand why scientists disagree on this 

matter. Fundamental uncertainties arise from the lack 

of a comprehensive physical theory of climate, from 

the large errors and low resolution of climate models, 

from insufficient or inaccurate observational 

evidence, and from disagreements over how to 

interpret data and how to set the parameters of 

models. Climate is an interdisciplinary subject 

requiring insights from many fields. Very few 

scholars have mastery of more than one or two of 

these disciplines. The Intergovernmental Panel on 

Climate Change (IPCC) is widely viewed as an 

independent source of science on all causes of 

climate change, but it is not. It is agenda-driven, and 

many people, scientists included, have been misled 

by its work. Finally, climate scientists, like all 

humans, can have tunnel vision. Sources of bias 

include careerism, grant-seeking, political views, and 

confirmation bias. 

Fundamental uncertainties and disagreements 

prevent science from determining whether human 

greenhouse gas emissions are having effects on 

Earth’s atmosphere that could endanger life on the 

planet. Because scientists disagree, policymakers 

must exercise special care in choosing where they 

turn for advice. Rather than rely exclusively on the 

IPCC, policymakers should seek out advice from 

independent, nongovernment organizations and 

scientists whose views are less likely to be affected 

by political and financial conflicts of interest. 

Policymakers should resist pressure from lobby 

groups to silence scientists who question the 

authority of the IPCC to speak for “climate science.”  

The distinguished British biologist Conrad 

Waddington (1941) wrote, “It is … important that 

scientists must be ready for their pet theories to turn 

out to be wrong. Science as a whole certainly cannot 

allow its judgment about facts to be distorted by ideas 

of what ought to be true, or what one may hope to be 

true.” That statement merits reflection by those who 

continue to assert the fashionable belief, in the face 

of direct evidence to the contrary, that anthropogenic 

greenhouse gas emissions are causing or will cause 

dangerous global warming. 
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Introduction to Part II  
 

Part I provided the fundamental economics and 

science needed to understand proposals to severely 

restrict the use of fossil fuels in order to slow or stop 

climate change. Chapter 1, addressing environmental 

economics, found: 

 

The prosperity made possible by the use of 

fossil fuels has made environmental 

protection a social value in countries around 

the world. The value-creating power of 

private property rights, prices, profits and 

losses, and voluntary trade can turn climate 

change from a possible tragedy of the 

commons into an opportunity of the 

commons. Energy freedom, not government 

intervention, can balance the interests and 

needs of today with those of tomorrow. It 

alone can access the local knowledge needed 

to find efficient win-win responses to climate 

change.  

 

Chapter 2, addressing climate science, found: 

Fundamental uncertainties arising from 

insufficient observational evidence and 

disagreements over how to interpret data and 

set the parameters of models prevent science 

from determining whether human greenhouse 

gas emissions are having effects on Earth’s 

atmosphere that could endanger life on the 

planet. There is no compelling scientific 

evidence of long-term trends in global mean 

temperatures or climate impacts that exceed 

the bounds of natural variability. 

 In the face of such economic and scientific 

findings, many experts recommend a “no regrets” 

strategy of relying on policies that generate value 

even if climate change turns out not to be a major 

problem (NCPA, 1991; Adler et al., 2000; Goklany, 

2001; Lomborg, 2008; Murray and Burnett, 2009; 

Carter, 2010; The Hartwell Group, 2010, 2011; van 

Kooten, 2013; Vahrenholt and Lüning, 2015; Bailey, 

2015; Moore and Hartnett White, 2016). Such a 

strategy might include ending subsidies to 

development in floodplains and improving the design 

and construction of levees and flood walls (to reduce 

flood damage), improving forest management (to 

reduce forest fires), reducing urban traffic congestion 

(to reduce emissions from cars and trucks), and 

improving emergency response systems (to minimize 

the loss of life during natural disasters). A majority of 

voters may support policies that protect the 

environment and save human lives while also 

addressing the possibility of harmful climate change. 

“No regrets” is not the strategy advocated by the 

IPCC and its many allies in the environmental 

movement. They advocate instead for immediate 

major reductions in the use of fossil fuels, hoping this 

would reduce the level of CO2 in the atmosphere, 

which in turn they hope would slow or stop future 

climate changes, seemingly without regard to 

economic and scientific facts that suggest otherwise. 

Relying on invalidated climate models, they claim 

CO2 emissions must be reduced by 80% by 2050 to 

avoid a climate catastrophe (Long and Greenblatt, 

2012; National Research Council, 2013; World 

Energy Council, 2013; IPCC, 2014). If we reject the 

“no regrets” option, either because of genuine 

disagreement over economics and science or 

ideological fervor, we are not relieved of the 

obligation to weigh the cost of our decision. In 

particular, 

 

 Can wind turbines, solar photovoltaic (PV) 

panels, and biofuels meet the world’s growing 
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need for dispatchable energy to produce 

electricity, heat homes, and power manufacturing 

and transportation? 

 How much more would energy cost if fossil fuels 

were banned or phased out? What impact would 

that have on human prosperity and health? 

 What would be the opportunity cost of such a 

transition? In other words, what other 

opportunities to advance human well-being 

would be foregone? 

Answering these questions requires an accurate 

accounting of the benefits of our current reliance on 

fossil fuels. For that reason, Part II (Chapters 3, 4, 

and 5) surveys the three largest benefits of fossil 

fuels: human prosperity, human health benefits, and 

environmental protection. Part III (Chapters 6, 7, and 

8) will survey the costs of fossil fuels and conduct 

cost-benefit analyses of fossil fuels, climate change, 

and policies proposed to prevent or delay the onset of 

anthropogenic climate change. 

Chapter 3 reports the contribution fossil fuels 

make to human prosperity. The contribution is large: 

One study projected the “existence value” of coal 

production, transportation, and consumption for 

electric power generation in the United States at 

$1.275 trillion (in 2015 dollars) and estimated coal 

supported 6.8 million U.S. jobs (Rose and Wei, 

2006). An additional benefit is the value of increased 

food production due to rising levels of atmospheric 

CO2, a phenomenon called aerial fertilization. Its 

worth is estimated to have been $3.2 trillion from 

1961 to 2011 and is currently approximately $170 

billion annually (Idso, 2013). Chapter 3 also explains 

why alternatives to fossil fuels – wind turbines, solar 

PV panels, and biofuels –cannot sustain the 

prosperity made possible by fossil fuels. 

Chapter 4 reports the human health benefits of 

fossil fuels. Fossil fuels are responsible for the 

prosperity that makes possible better nutrition, 

housing, and working conditions, and cleaner air and 

water, contributing to the dramatic improvements in 

human longevity and decline in the incidence of 

diseases and premature death. The marginally 

warmer temperatures observed in some parts of the 

world at the end of the twentieth and beginning of the 

twenty-first centuries have further contributed to 

human health by preventing millions of premature 

deaths globally from illnesses or health effects related 

to colder temperatures (Gasparrini et al., 2015). 

Chapter 5 describes the environmental protection 

made possible by fossil fuels. These benefits go 

beyond meeting human needs and providing the 

goods and services that contribute to human 

flourishing and modernity. As Nobel Laureate 

Amartya Sen wrote in 2015, “We can have many 

reasons for our conservation efforts, not all of which 

need to be parasitic on our own living standards (or 

need-fulfillment), and some of which may turn 

precisely on our sense of values and on our 

acknowledgment of our reasons for taking fiduciary 

responsibility for other creatures on whose lives we 

can have a powerful influence” (Sen, 2014). Fossil 

fuels make it possible to feed a growing global 

population without massive deforestation or air and 

water pollution. The aerial fertilization effect further 

benefits forests and terrestrial species and promotes 

biodiversity.  
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Key Findings 

Key findings of this chapter include the following: 

 

 

Energy Tutorial 

 Some key concepts include energy, power, watts, 

joules, and power density.  

 Advances in efficiency mean we live lives 

surrounded by the latest conveniences, yet we use 

only about 3.5 times as much energy per capita as 

did our ancestors in George Washington’s time. 

 Increased use of energy and greater energy 

efficiency have enabled great advances in 

artificial light, heat generation, and 

transportation. 

 Fossil fuels supply 81% of the primary energy 

consumed globally and 78% of energy consumed 

in the United States. 

 Due to the nature of wind and sunlight, wind 

turbines and solar photovoltaic (PV) cells can 

produce power only intermittently. 

 

 

Three Industrial Revolutions 

 Fossil fuels make possible such transformative 

technologies as nitrogen fertilizer, concrete, the 

steam engine and cotton gin, electrification, the 

internal combustion engine, and the computer 

and Internet revolution.  

 Electricity powered by fossil fuels has made the 

world a healthier, safer, and more productive 

place.  

 Access to energy is closely associated with key 

measures of global human development 

including per-capita GDP, consumption 

expenditure, urbanization rate, life expectancy at 

birth, and the adult literacy rate. 

Food Production 

 Fossil fuels have greatly increased farm worker 

productivity thanks to nitrogen fertilizer created 

by the Haber-Bosch process and farm machinery 

built with and fueled by fossil fuels. 

 Higher levels of carbon dioxide (CO2) in the 

atmosphere act as fertilizer for the world’s plants. 

 The aerial fertilization effect of rising levels of 

atmospheric CO2 produced global economic 

benefits of $3.2 trillion from 1961 to 2011 and 

currently amount to approximately $170 billion 

annually. 

 The economic value of CO2 fertilization of crops 

over the period 2012–2050 is forecast to be 

$9.8 trillion. 

 Reducing global CO2 emissions by 28% from 

2005 levels, the reduction President Barack 

Obama proposed in 2015 for the United States, 

would reduce aerial fertilization benefits by 

$78 billion annually. 

 

Why Fossil Fuels? 

 Fossil fuels have higher power density than all 

alternative energy sources except nuclear power. 

 Fossil fuels are the only sources of fuel available 

in sufficient quantities to meet the needs of 

modern civilization. 

 Fossil fuels provide energy in the forms needed 

to make electricity dispatchable (available on 

demand 24/7) and they can be economically 

transported to or stored near the places where 

energy is needed. 

 Fossil fuels in the United States are so 

inexpensive that they make home heating, 

electricity, and transportation affordable for even 

low-income households. 
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Alternatives to Fossil Fuels 

 The low power density of alternatives to fossil 

fuels is a crippling deficiency that prevents them 

from ever replacing fossil fuels in most 

applications. 

 Wind, solar, and biofuels cannot be produced and 

delivered where needed in sufficient quantities to 

meet current and projected energy needs.  

 Due to their intermittency, solar and wind power 

cannot power the revolving turbine generators 

needed to create dispatchable energy.  

 Electricity from new wind capacity costs 

approximately 2.7 times as much as existing coal, 

3 times more than combined cycle gas, and 3.7 

times more than nuclear power. 

 The cost of alternative energies will fall too 

slowly to close the gap with fossil fuels before 

hitting physical limits on their capacity. 

 

Economic Value of Fossil Fuels 

 Abundant and affordable energy supplies play a 

key role in enabling economic growth. 

 Estimates of the value of fossil fuels vary but 

converge on very high numbers. Coal alone 

delivered economic benefits worth between 

$1.3 trillion and $1.8 trillion of U.S. GDP in 

2015.  

 Reducing global reliance on fossil fuels by 80% 

by 2050 would probably reduce global GDP by 

$137.5 trillion from baseline projections. 

 

Introduction 

This chapter documents the economic benefits of 

fossil fuels, generally measured as per-capita income 

or gross domestic product (GDP). Later chapters 

focus on the human health and environmental 

benefits. Parts of this chapter originally appeared in 

reports by Roger H. Bezdek (Bezdek, 2014) and 

Craig D. Idso (Idso, 2013) which have been 

substantially updated and revised. 

Section 3.1 offers a primer on energy, similar to 

the tutorials on climate science in Chapter 2, fossil 

fuels in Chapter 5, and cost-benefit analysis in 

Chapter 8. Section 3.2 describes the indispensable 

role played by fossil fuels in creating the modern 

world. Billions of lives were improved and continue 

to be improved every day by having access to safe, 

reliable, and affordable energy. Electricity, 

overwhelmingly generated with fossil fuels, has 

improved human well-being in countless ways. 

Section 3.3 describes how fossil fuels improved 

agricultural productivity thanks to nitrogen fertilizer 

created by the Haber-Bosch process, agricultural 

machinery built with and fueled by fossil fuels, and 

the aerial fertilization effect of rising levels of 

atmospheric CO2. Section 3.4 explains why fossil 

fuels are uniquely suited to meeting the energy 

demands of modern civilization due to their density, 

sufficient supply, flexibility of use, and low cost.  

Section 3.5 explains why alternative fuels – wind 

turbines, solar photovoltaic (PV) panels, and biofuels 

(primarily wood and ethanol) – cannot replace fossil 

fuels as the primary source of energy for human use. 

Section 3.6 surveys the economic literature 

estimating the economic value of fossil fuels. It finds 

coal alone contributed between $1.3 trillion and 

$1.8 trillion to the U.S. economy in 2015 and 

reducing global reliance on fossil fuels by 80% by 

2050 would probably reduce global GDP by $2.7 

trillion a year. Section 3.7 provides a brief summary 

and conclusion. 
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3.1 An Energy Tutorial 

Other sections of this chapter deal at length with the 

economics of energy, and especially how abundant, 

inexpensive energy leads to productivity, higher 

GDP, and other economic benefits. This first section 

provides useful background by reviewing the science 
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and technology behind the engines and machines that 

produce and use energy. It defines key terms, 

explains how efficiency is measured, presents basic 

facts about the leading uses and sources of energy, 

and explains the differences between dispatchable 

and intermittent power and why it matters. 

 

3.1.1 Definitions 

Some key concepts include energy, power, 

watts, joules, and power density.  

 

Energy is the capacity or power to do work, such as 

lifting or moving an object by the application of 

force. Energy comes in many forms, such as kinetic 

(energy due to motion), potential (energy due to 

location), electrical, mechanical, chemical, thermal, 

and nuclear. Energy can be converted from one form 

to another by such processes as combustion and 

letting water descend through a water turbine to drive 

a generator.  

Power is the amount of energy converted from 

one form to another divided by the time interval of 

the conversion; in other words, the rate of conversion 

of energy from one form to another. Power is energy 

divided by time; energy is power multiplied by time. 

The International System of Units uses the familiar 

watt (abbreviated W) as the unit of power. One watt 

is one joule (J), the unit of energy, per one second (s), 

the unit of time. One joule is one watt-second. A 

gigajoule (GJ) is one billion (10
9
) joules. An exajoule 

(EJ) is 10
18

 joules. 

Power density is energy flow per unit of time, 

which can be measured in joules per second (watts) 

divided by a unit of space, as in watts per square 

meter or W/m
2
. 

A secondary unit of energy is the kilowatt-hour, 

which is 1,000 watts multiplied by 1 hour (3,600 

seconds) = 3,600,000 J. In the United States, one 

kWh of electricity (sometimes written kWhe or 

kWhe) costs about 14 cents. One thermal kWh (kWht 

or kWht) from gasoline costs about 8 cents. It is wise, 

when discussing energy policy, to stick to watts and 

joules with occasional use of watt-hours. Very simple 

ideas become difficult when there is a profusion of 

units: a ton of coal, gallon of gasoline, British 

Thermal Unit (BTU), million-ton-of-carbon-

equivalent (MTCE), barrel of oil, cord of wood, 

calories, kilocalories, foot-pounds, and so forth. For 

example, what is the efficiency of an engine that 

consumes one gallon of gasoline to produce 13 

horsepower-hours? Conversion factors can be found 

at the online Engineering Toolbox and in Hayden 

(2015). 

 

 

3.1.2 Efficiency 

Advances in efficiency mean we live lives 

surrounded by the latest conveniences, yet we 

use only about 3.5 times as much energy per 

capita as did our ancestors in George 

Washington’s time. 

 

All conversions of energy from one form to another 

are characterized by an efficiency factor. When the 

output shaft of a car’s engine is transferred to the 

wheels, the efficiency is very high, well above 95%; 

the limitation is simply friction. On the other hand, 

when heat is used to produce mechanical energy, the 

efficiency is much lower; the car’s engine typically 

has an efficiency of around 25%. 

A schematic design of a heat engine – which 

could be a steam engine, a gasoline engine, an 

aircraft’s jet engine, etc. – is shown in Figure 3.1.2.1. 

  

 
 
Figure 3.1.2.1 
Energy flow in a heat engine 

 
Source: Hayden, 2015, p. 41, Figure 17.

 
 

Some heat energy QHIGH flows from a hot source 

into an engine, which does some work WORK. The 

Second Law of Thermodynamics demands that some 

heat energy QLOW will flow into the lower-

temperature surroundings. The efficiency of the heat-

to-work engine is WORK divided by QHIGH. Generally 

speaking, the higher the temperature of the source of 

heat, and the lower the temperature of the 

surroundings (usually out of our control), the higher 

will be the efficiency of the engine. 

http://www.engineeringtoolbox.com/
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The first steam engine, designed by Newcomen, 

was used to pump water out of a coal mine. It was 

huge, with a 28-inch (71 cm) diameter piston that 

traveled up and down a distance of 8 feet (2.4 m). It 

had about as much power as today’s garden tractor 

and an efficiency of 0.05%. By way of comparison, 

General Electric’s 9H, a 50 Hz combined-cycle gas 

turbine, feeds as much as 530 megawatts (MW) into 

the UK’s electric grid with thermal efficiency of 

nearly 60% (Langston, 2018).  

Today we have cars, planes, trucks, railroad cars, 

electric lights, electric motors, computers, the 

Internet, aluminum, refrigeration, furnaces, air 

conditioning,  and all sorts of conveniences, yet we 

use only about 3.5 times as much energy per capita as 

did our ancestors in George Washington’s time, as 

shown in Figure 3.1.2.2. Our modern conveniences 

were not available to our colonial ancestors, yet they 

used around 3,000 (thermal) watts (100 GJ) per 

capita. Mostly, the energy was consumed for home 

heating, cooking with firewood, and lighting with 

candles. (Energy from horses is not considered in this 

brief discussion.) The vast improvement in lifestyle 

occurred with such a small increase in per-capita 

energy consumption due to vast improvements in 

energy efficiency.  

 

 
 
Figure 3.1.2.2 
Annual U.S. per-capita energy consumption 
in GJ per capita 

 
Source: Adapted from Hayden, 2015, Figure 13, 
p. 21.

 
 

The process of improving efficiency will 

continue, but with less breathtaking results. For 

example, going from a Rumford fireplace at 9% 

efficiency to a modern furnace of 90% efficiency is a 

dramatic change. If it were possible to achieve 100% 

efficiency, the change would be less dramatic. 

Turning the shaft of a generator to produce electricity 

is already well above 98% efficiency. The friction of 

railroad cars is already so low that to keep the train 

moving straight on a level track requires a forward 

force equal to about 50-millionths of the weight of 

the train, meaning 1/10 pound keeps a ton rolling 

(Federal Rail Administration, 2009). 

For heat engines, it has long been known that one 

path to higher efficiency lies in developing materials 

that can withstand high temperatures. Pratt and 

Whitney developed a method for producing single-

crystal superalloys that is being used to create gas 

turbine blades with no grain boundaries between 

crystals, where cracks or corrosion develop 

(Langston, 2018). Steam engines and internal 

combustion engines will see further improvements in 

efficiency. 

 

 

3.1.3 Energy Uses 

Increased use of energy and greater energy 

efficiency have enabled great advances in 

artificial light, heat generation, and 

transportation. 

 

The main uses of energy in a modern civilization are 

for light, heat (including home heating and heat for 

electricity generation and manufacturing processes), 

and transportation. 

 

Light 

In the novels of Jane Austen, parties were scheduled 

to coincide with the full moon so guests could travel 

at night in their horse-drawn carriages. Suffice it to 

say that our ancestors lived in a dark world. The 

common source of light early on was the candle, 

which produces about 0.17 lumens (a unit of the 

amount of visible light) per watt. By comparison, an 

incandescent light bulb with a filament produces 

about 30 lumens per watt, and a light-emitting diode 

produces about 200.  

Candles were overtaken by whale oil in cities 

located near coasts or with adequate roads and 

infrastructure to import the oil, which burns with a 

very clean flame in lamps. The slaughter of whales 

led to a shortage that made the price soar, and 
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kerosene, a product refined from petroleum, replaced 

it. According to Beckmann (1977), “sperm oil rose 

from 43¢ a gallon in 1823 to $2.25 a gallon, and 

whale oil rose from 23¢ in 1832 to $1.45 a gallon. … 

By 1861 [the price of kerosene] had fallen to 10¢ a 

barrel [sic, it was 10¢ a gallon], and within two years 

kerosene had pushed out all other lighting fuels from 

the market, including tallow candles (as a permanent 

source of light). Though not everyone had been able 

to afford whale oil, practically everyone was able to 

buy kerosene.” 

Kerosene was then overtaken by electric lighting 

made possible by fossil fuels and hydroelectric 

generation dams. Thomas Edison’s Pearl Street 

Station in New York City generated direct-current 

electricity in 1882 and by 1884 was powering about 

10,000 lamps and providing some local buildings 

with some heat. The rest of that story is told in 

Section 3.2.2 and so won’t be repeated here. 

  

Heat 

In the late 1700s, houses were heated by fireplaces 

that were very smoky and very inefficient. Count 

Rumford (Benjamin Thompson), who was the first 

scientist to prove that heat and mechanical energy 

were related, invented a way to improve fireplaces on 

both counts (Brown, 1981). The efficiency of a 

Rumford fireplace was about 9%. At about the same 

time, Benjamin Franklin invented the cast-iron stove, 

for which the efficiency was probably 15% to 20%. 

Modern home furnaces have efficiencies of roughly 

90%. Of course, people in those early days were not 

measuring efficiency. They simply had to cut, split, 

and stack lots of firewood for cooking and home-

heating requirements. 

The British denuded their forests, using the best 

timber for building the ships that made the kingdom 

powerful at sea, and much of the rest for the 

manufacture of glass windows for mansions. Part of 

the reason for the rebellion against King George was 

that he claimed the best trees on American lands 

owned by people in the colonies. 

 

 

Transportation 

Until the advent of steam locomotives in the early 

1800s, all transportation was by foot, animals, or 

ships with sails. The vast majority of people never 

traveled more than a few tens of kilometers (a few 

dozen miles) from where they were born. Even in the 

early decades of the 1900s, two major problems in 

big cities were the removal of horse manure and 

disposal of dead horses. 

The first primitive locomotive was built in 1812, 

and the first practical one was Stephenson’s 8-ton 

“LOCOMOTION No. 1” built in 1825 for the 

Stockton & Darlington Railroad. It was capable of 

pulling 90 tons of coal at 15 mph. Today’s coal trains 

move 10,000 tons at more than 60 mph. It was not 

until about 1850 that train travel became common. 

The trains were powered mostly by coal for the next 

century. City trains (streetcars and trolleybuses) were 

powered by overhead power lines, but only after 

electricity became widespread.  

Trains, streetcars, and trolleybuses can take you 

to a station near where you want to go, but that 

station may be a long walk from your final 

destination. There will be stops along the way to 

allow other passengers to board or leave, and the 

trains operate on schedules that may not coincide 

with yours. For reasons of convenience, cars and 

trucks became the default means of transportation 

except in a few cities with high population densities. 

Cars and trucks delivered unprecedented mobility, 

opening up innumerable opportunities for commerce, 

recreation, and individual freedom. O’Toole (2009) 

writes, 

No matter where you are in the United States, 

you owe almost everything you see around 

you to mobility. If you live in a major city, 

your access to food, clothing, and other 

goods imported from outside the city 

depends on mobility. If you live in a rural 

area, your access to the services enjoyed by 

urban dwellers, such as electrical power and 

communications lines that are installed and 

served by trucks, depends on mobility. If you 

spend your vacations hiking in the most 

remote wilderness areas, your ability to reach 

the trailheads depends on your mobility (p. 

6). 

 

3.1.4 Energy Sources 

Fossil fuels supply 81% of the primary 

energy consumed globally and 78% of 

energy consumed in the United States. 

 

Already during the second half of the seventeenth 

century, a shortage of wood was leading to rising 

prices and restrictions on the harvesting of forest 

trees in England and elsewhere in Europe. The 
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abundance of trees in the Americas assured wood’s 

prominence longer, but by around 1900 coal had 

overtaken wood as the world’s primary energy 

supply, and fossil fuels have dominated ever since, as 

shown in Figure 3.1.4.1. 

 

 

Fossil Fuels 

The world’s energy supply increased dramatically 

from 1900 to 2009, with nearly all the increase 

supplied by coal, oil, and natural gas, as shown by 

Figure 3.1.4.1. According to the International Energy 

Agency (IEA, n.d.), 81% of total world energy 

consumption was supplied by fossil fuels in 2016. 

Biofuels and waste supplied about 9.8%, nuclear 

provided 4.9%, hydroelectric provides 2.5%, and 

wind, solar and other renewables combined 

contributed only 1.6%. See Figure 3.1.4.2. It is 

important to note these are stylized facts, a simplified 

presentation summarizing data that are incomplete, 

derived from models, and known to have 

inaccuracies. The presentation illustrates the ability 

of coal, oil, and natural gas to increase rapidly in 

supply relative to renewables – primarily wind 

turbines and solar PV cells – which contribute very 

little to global energy supplies. 

The history of U.S. energy consumption from 

1635 to the present is shown in Figure 3.1.4.3. Until 

1850, virtually all energy came from firewood. Now 

our energy comes also from petroleum, coal, natural 

gas, nuclear power stations, hydro, wind, geothermal, 

solar thermal, and solar photovoltaics. The vast 

 

 
 
Figure 3.1.4.1 
The world’s total primary energy supply for 1900–2009 

 

Source: Bithas and Kalimeris, 2016, Figure 2.1, p. 8.
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majority of the increase in energy demand is due to 

the increase in population, which has increased by a 

factor of 100 since the founding of the nation. In 

2017, fossil fuels accounted for 78% of primary 

energy production in the United States; nuclear and 

nonhydroelectric renewables each contributed about 

9.5%, and hydroelectric produced 3% (EIA, 2018, 

Table 1.2, p. 5). 

Figure 3.1.4.4 shows the complex energy flow in 

the United States, with sources on the left. The 

widths of the lines are proportional to the amounts of 

energy flowing in the directions indicated. The light 

gray areas represent “rejected energy,” which is 

primarily the QLOW from heat engines explained in 

Section 3.1.1. By far the main sources of energy for 

producing electricity are coal, natural gas, and 

nuclear. Petroleum is not used much for electricity 

 

 
 
Figure 3.1.4.2 
Global primary energy supply by fuel, 1971 and 2016 

 
 

2016 global primary energy supply by fuel 

Source Mtoe EJ Percentage 

Oil 4,390 184 31.9% 

Coal 3,731 156 27.1% 

Natural gas 3,035 127 22.1% 

Fossil fuels subtotal 11,156 467 81.1% 

Biofuels and waste 1,349 56 9.8% 

Nuclear 680 28 4.9% 

Hydroelectric 349 15 2.5% 

Other renewables 226 9 1.6% 

Total 13,760 575 100.0% 

 
Primary energy sources for the world in millions of tons of oil equivalent. Mtoe = megatonnes 
(million tons) oil equivalent, EJ = exajoules. Source: IEA, n.d. 
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Figure 3.1.4.3 
U.S. energy consumption from 1635–2013 by energy source 
 

Note the vertical axis is a logarithmic scale, equal differences in order of magnitude are represented by equal 
distances from the value of 1. Source: Hayden, 2015, Figure 9, p. 18. 

 

 
 
Figure 3.1.4.4 
Sources and uses of energy in the United States in 2016 
 

 
 

A quad is a quadrillion BTU, or 1.055  10
18

 J = 1.055 EJ. Source: Lawrence Livermore National Laboratory 
(LLNL), 2017. 
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production, but is the source for almost all of our 

transportation needs. Natural gas is the most versatile 

fuel, providing energy for electricity production and 

heating, cooking, and process heat for homes, 

commercial establishments, and industries. The world 

as a whole consumes 576 EJ, about 5.8 times as 

much energy as the 100 EJ consumed by the United 

States. Coal supplies 162 EJ, 28% of the world’s total 

energy, versus coal’s 37% share in the United States. 

 

Bioenergy 

Biofuels (mainly wood) supply about 10% of the 

global energy supply. Ethanol and biodiesel are often 

proposed as “climate friendly” alternatives to 

gasoline and diesel fuel, which are derived from 

petroleum. Biofuels are severely limited by their lack 

of power density, a matter discussed at some length 

in Section 3.4.1 below and again in Chapter 5, 

Section 5.2.2. Here in a nutshell is the engineering 

science behind that problem. 

Chlorophyll absorbs about 6.6% of the sunlight 

falling on it. Of that amount, some energy is used to 

combine carbon (stolen from CO2), hydrogen (stolen 

from H2O), nitrogen and various minerals into green 

leaves. All in all, 90% of that absorbed solar energy 

is used up in the plant itself. The best plants that can 

be grown in large areas of the United States produce 

about 10 tons of drymatter per acre per year, which 

when converted into biofuel translates into 1.2 

thermal watts per square meter of land (Bomgardner, 

2013). This yield diminishes to only 0.069 and 0.315 

W/m
2
 for biofuels produced from soy and corn, 

respectively, when energy is deducted to account for 

farming and processing (Kiefer, 2013). Full accounts 

of the ethanol production process generally find more 

energy (produced by using fossil fuels) is consumed 

than is produced, meaning ethanol may produce more 

greenhouse gas emissions than the oil it replaces 

(Searchinger et al., 2008; Melillo et al., 2009; 

Mosnier et al., 2013). 

 

Solar Energy 

There are three main uses of solar energy: home and 

workplace heating, conversion of solar heat to 

electricity, and direct conversion of sunlight to 

electricity by using photovoltaic (PV) cells. Most of 

the emphasis has been on PV cells, so we focus on 

them here. Higher PV efficiency means less 

collection area is needed to produce the same energy 

output. Less obvious, perhaps, is that higher 

efficiency sometimes comes at a dramatically higher 

cost.  

Figure 3.1.4.5 shows progress in improving 

module efficiencies for PV cells from 1975 to 2016. 

(A module is better known as a panel, a collection of 

cells pre-wired and packaged for modular 

installation.) These modules often are on the cutting 

edge of research and not yet ready for commercial 

applications. Some, for example, are the size of your 

fingernail. Efficiencies as high as 46% have been 

obtained but only for very small, very expensive 

cells. For large-scale photovoltaics, efficiencies tend 

to be around 15% and have not been improving much 

over time. 

The electricity generated by PV cells must be 

converted from direct current (DC) to alternating 

current (AC) before sale on wholesale electricity 

markets or for direct use in an AC household system, 

resulting in a loss of energy reported as “system 

efficiency.” The U.S. Energy Information 

Administration (2010) made the following forecasts 

of improvements in module and system efficiencies: 

 

 Module Efficiency. Module efficiencies for 

crystalline technologies operating in the field are 

estimated to range from 14% in 2008 to 20% in 

2035. For thin-film technologies, module 

efficiencies are anticipated to range from 10% to 

14% over this same time span (2008 to 2035).  

 System Efficiency. System efficiencies (DC to 

AC power) for crystalline technologies are 

expected to increase from levels in the range of 

78% to 82% in 2008, to levels in the range of 

86% to 90% in 2035. For thin-film technologies, 

system efficiencies are forecast to increase from a 

range of 77% to 81% in 2008, to a range of 86% 

to 90% in 2035. 

Six years later, in 2016, EIA still assumed 

average system efficiency was 80% for new 

installations (EIA, 2016, p. 18, fn 26). In fact, PV cell 

efficiency in 2016 was probably about 15% and 

conversion to grid voltage was about 80%, making an 

overall efficiency of only 12%. There is every reason 

to expect efficiency to improve, but despite billions 

of dollars spent on research and development and 

decades of subsidies and tax breaks, so far the rate of 

increase has not been rapid. 
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Figure 3.1.4.5 
Progress in improving best research-cell efficiencies from 1975 to 2016 
 

 
 
Source: National Renewable Energy Laboratory, 2018. 

 
 

Wind 

Wind turbines extract kinetic energy from the wind. 

Wind turbines rotate slowly, measured in rotations 

per minute (RPM), but the tips of the blades move 

very rapidly. As an example, the Vestas V80-2.0 MW 

turbine turns at 16.7 revolutions per minute, doing a 

full rotation in 3.6 seconds. But the tips of the 80-

meter-diameter turbine move at about 70 meters per 

second (about 155 miles per hour) and can reach up 

to 80 m/s (about 180 mph). 

Because wind turbines are designed around the 

properties of the wind, the tip speed is a multiple of 

the wind speed, regardless of the rotor diameter. 

Accordingly, the RPM decreases with rotor diameter. 

Generators, on the other hand, work best at high 

rotation rate, typically hundreds to thousands of 

RPM. Gearboxes are required to convert the 

ponderous rotation of the wind turbine rotor into the 

high RPM of the generator. To date, gearboxes have 

been the main cause of wind turbine failures. 

The annual capacity factor (CF) of wind – the 

average annual power divided by the nameplate 

power of the generator – is a matter of engineering 

design. A small generator on a large-diameter turbine 

will have a high CF. A large generator turned by a 

small-diameter turbine will have a small CF. The 

current best engineering compromise is a 35% CF. 

Wind turbines cause the air to slow down. This 

coupled with the need to avoid turbulence means 

wind turbines have to be spaced some distance apart, 

typically about 10 rotor diameters. The power 

produced by the wind turbine is proportional to the 

area swept by the rotors: If you double the diameter, 

you quadruple the power. But the distance between 

adjacent turbines must double in both directions, 

thereby quadrupling the land area. Consequently, the 

power produced per unit area of land is independent 

of the size of the wind turbines.  

For arrays of industrial wind turbines there are 

two useful numbers to know: the CF is 35% by 

design, and the year-round average power per unit 
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area, or power density, is about 1.2 W/m
2
 (12 kW/ha, 

5 kW/acre). 

The wind energy arriving at the wind turbine per 

unit of time is proportional to the cube – the third 

power – of the wind speed. As a consequence, the 

power generated by a wind turbine varies 

dramatically with wind speed. Figure 3.1.4.6 shows 

the power curve for the Vestas unit discussed above; 

the curves for any model of industrial wind turbine 

by any manufacturer is similar in shape. The only 

significant difference is the peak power. At wind 

speeds below about 4.5 m/s (10 mph), no power is 

produced. At 6 m/s (13.4 mph), the power is 200 kW. 

At 12 m/s (27 mph), the power is 1600 kW. When the 

wind speed doubles from 6 m/s to 12 m/s, the power 

output increases by a factor of 8. Above about 14 m/s 

(31.3 mph), the generated power is 2 MW until the 

speed reaches 25 m/s (56 mph), after which the 

system must be shut down to avoid tearing itself 

apart.  

 

 
 
Figure 3.1.4.6 
Power produced by the Vestas V80-2.0 MW 
versus wind speed 

 
Source: Hayden, 2015, Figure 36, p. 72. 

 
 

3.1.5 Intermittency 

Due to the nature of wind and sunlight, wind 

turbines and solar photovoltaic (PV) cells 

can produce power only intermittently. 

 

Wind turbines and solar photovoltaic (PV) cells are 

unable to produce a steady stream of energy into an 

electric grid and sometimes produce no power at all 

for hours, days, or even weeks. Both are unable to 

produce dispatchable energy, defined as energy 

available to an electric grid on demand. PV cell 

output drops when clouds, rain, or dust reduce the 

amount of sunlight reaching the panel, during seasons 

that tend to be cloudy or rainy, and of course every 

day from nightfall until sunrise. Figure 3.1.5.1 

records actual solar energy production in 

southeastern Australia on a typical day, June 19, 

2018. Evident from the figure are high levels of 

variability during daylight hours and, as expected, 

zero power production at night. 

Figure 3.1.5.2 illustrates the dramatic volatility of 

wind power on a typical day (June 19, 2018) in 

southeastern Australia. Wind turbines were 

constantly ramping up and down, from 100% to 0% 

often in just minutes. 

Data plotted in Figures 3.1.5.1 (solar) and 3.1.5.2 

(wind) are from the energy markets and systems in 

southeastern Australia operated by the Australian 

Energy Market Operator (AEMO). AEMO also 

documents the very small amounts of energy 

generated by wind and solar relative to total energy 

consumption in southeastern Australia, shown in 

Figure 3.1.5.3. Fossil fuels, the only dispatchable 

energy source available in sufficient amounts to meet 

demand, makes up for the shortfalls when the sun 

doesn’t shine and the wind doesn’t blow. Similar 

patterns are apparent in all industrialized countries of 

the world. 

In many countries, calm periods sometimes last 

longer than a week. It is probably reasonable to 

assume that the installed capacity of wind power 

needs to be something like twice the system 

maximum demand and the storage system needs to be 

able to receive this surplus energy at a rate greater 

than the system demand. So if the system demand is 

1,000 MW, 3,000 – 4,000 MW of generating capacity 

is needed supported by about 2,500 MW of storage. 

So a 1,000 MW system needs to have a connected 

generating capacity of about 6,000 MW. This will be 

extremely expensive. 

Energy can be stored primarily in three ways: as 

chemical energy in batteries, as gravitational 

potential energy behind dams, and as heat, typically 

heated water. While each method is widely used and 

has valuable applications, all have limitations making 

them unable to store more than a small fraction of the 

energy used on an hourly or daily basis. Without 

back-up power produced by fossil fuels, a renewables- 
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Figure 3.1.5.1 
Solar energy production in southeastern Australia on June 19, 2018 

 

 
 
Source: AEMO, 2018. 

 
 

only energy system would require a vast amount of 

storage. The only technology available at the moment 

that can provide this is pumped storage hydropower. 

An installation consists of a lower lake and an upper 

lake 300 to 800 m above the lower lake. The two 

lakes are connected by a pipeline with a power 

station at the lower lake that can either generate from 

water from the upper lake or pump water from the 

lower lake to the upper lake.  

Conventional pumped hydro power stations store 

water for between 6 and 10 hours and normally 

generate during the morning and evening peak 

demand periods and pump the early hours of the 

morning and the middle of the day. There might be 

six storage schemes in the world that can provide 

storage for longer than a few days. In order to support 

solar and wind generation a pumped storage scheme 

would need to have far more capacity than any 

pumped hydro system operating today, enough to 

power a grid for days or weeks at a time. It would be 

extremely difficult to find a site for such a station 

because it needs huge basins less than about 10 miles 

apart, one of which is hundreds of metres higher than 

the other. It is also necessary to find a source of 

make-up water because the evaporation from two 

lakes is likely to be quite large.  

The economics of such a scheme will be dubious 

because it likely involves submerging thousands of 

acres of land plus an investment of thousands or 

millions of tons of concrete and steel to build the 

dam, hydroelectric turbines, power lines, etc. A very 

large quantity of water has to be pumped up to the 

upper lake using expensive wind and solar power, 

held there for days, weeks or months, and then used 

to generate electricity with an overall loss of about 

20%. The reality is that there are few suitable sites 

available and those that exist are likely to be remote 

from solar and wind power sources, thus incurring 
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Figure 3.1.5.2 
Wind energy production in southeastern Australia on June 19, 2018 
 

 
 
Source: AEMO, 2018. 
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Figure 3.1.5.3 
Energy production by source in southeastern Australia on June 19, 2018 

 

 
 
Source: AEMO, 2018. 

 
 

very large transmission losses.  

 In addition to the storage problem, the variability 

of wind and solar power creates problems for 

electrical grid operators that may be unsolvable at 

high penetration rates. This topic is addressed in 

Section 3.5.3. 
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3.2 Three Industrial Revolutions 

The primary reason humans burn fossil fuels is to 

produce the goods and services that make human 

prosperity possible. Put another way, we burn fossil 

fuels to live more comfortable, safer, and higher-

quality lives. The close connection between fossil 

fuels and human prosperity is revealed by the history 

of the Industrial Revolution and analysis of more 

recent technological innovations.  

 

 

3.2.1 Creating Modernity 

Fossil fuels make possible such 

transformative technologies as nitrogen 

fertilizer, concrete, the steam engine and 

cotton gin, electrification, the internal 

combustion engine, and the computer and 

Internet revolution. 

 

Prior to the widespread use of fossil fuels, humans 

expended nearly as much energy (calories) producing 

food and finding fuel (primarily wood and dung) to 

warm their dwellings as their primitive technologies 

were able to produce. Back-breaking work to provide 

bare necessities was required from sun-up to sun-

down, by children as well as adults, leaving little time 

for any other activity. The result was a vicious cycle 

in which the demands of the immediate present 

prevented investing the time and capital needed to 

think about and discover ways to improve 

productivity and therefore the future (Simon, 1981; 

Bradley and Fulmer, 2004; Epstein, 2014).  

According to Goklany (2012), “For most of its 

existence, mankind’s well-being was dictated by 

disease, the elements and other natural factors, and 

the occasional conflict. Virtually everything required 

– food, fuel, clothing, medicine, transport, 

mechanical power – was the direct or indirect product 

of living nature” (p. 2). Generations of farmers and 

craftsmen used the same tools and worked the same 

land as their ancestors. Progress, whether measured 

by lifespan, population, or per-capita income, was 

almost nonexistent. The main sources of non-labor 

power in that era were windmills, waterwheels, and 

grass-fed horses, none of which could be easily 

scaled up. Prosperity came slowly to humanity. 

According to Maddison (2006): 

 

 “Over the past millennium, world population rose 

22–fold. Per capita income increased 13–fold, 

world GDP nearly 300–fold. This contrasts 

sharply with the preceding millennium, when 

world population grew by only a sixth, and there 

was no advance in per capita income. 

 “From the year 1000 to 1820 the advance in per 

capita income was a slow crawl – the world 

average rose about 50 per cent. Most of the 

growth went to accommodate a fourfold increase 

in population. 

 “Since 1820, world development has been much 

more dynamic. Per capita income rose more than 

eightfold, population more than fivefold. 

 “Per capita income growth is not the only 

indicator of welfare. Over the long run, there has 

been a dramatic increase in life expectation. In 

the year 1000, the average infant could expect to 

live about 24 years. A third would die in the first 

year of life, hunger and epidemic disease would 

ravage the survivors.  

https://www.iea.org/statistics/balances/
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https://flowcharts.llnl.gov/
https://www.energy.gov/eere/solar/downloads/research-cell-efficiency-records
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 “There was an almost imperceptible rise [in life 

expectancy] up to 1820, mainly in Western 

Europe. Most of the improvement has occurred 

since then. Now the average infant can expect to 

survive 66 years” (p. 19). 

The increasing use of fossil fuels was responsible 

for the astonishing change in human well-being 

starting around 1800. Gordon (2012, 2016) analyzed 

economic growth in the United States over the past 

several hundred years and identified fossil fuels as 

the power source that drove not one but three 

Industrial Revolutions. The first (1750 to 1830) 

resulted from the invention of the steam engine and 

cotton gin and proceeded through the development of 

the early railroads and steamships, although much of 

the impact of railroads on the American economy 

came later, between 1850 and 1900. The Second 

Industrial Revolution (1870 to 1900) was the most 

important, with the invention of electricity 

generation, lights, motors, and the internal 

combustion engine, and widespread access to running 

water with indoor plumbing. Both of the first two 

revolutions required about 100 years for their full 

effects to percolate through the economy.  

During the two decades 1950–70 the benefits of 

the Second Industrial Revolution were still 

transforming the economy, including air 

conditioning, home appliances, and the interstate 

highway system. After 1970, productivity growth 

from this second revolution slowed markedly as the 

new inventions had reached every corner of the 

country. The Third Industrial Revolution (1970 to 

present) is marked by the computer and Internet 

revolution. Its beginnings can be traced back to 

around 1960, but it really took off and reached a 

climax during the dot-com era of the late 1990s. It 

continues to revolutionize science, medicine, 

manufacturing, and transportation. 

As documented in Section 3.1, fossil fuels 

provided the energy required by nearly all of the 

revolutionary technologies Gordon identified, from 

the steam engine and cotton gin of the past to high-

tech manufacturing and the mobile computer devices 

of today (Ayres and Warr, 2009). See Figure 3.1.4.1 

in Section 3.1 for estimates of the sources of the 

world’s total primary energy supply for 1900–2009. 

Figure 3.2.1.1 shows the rapid increase in the use of 

coal in the United States beginning around 1850, then 

oil in 1900, followed by natural gas in 1920. Wood 

remained the main source of fuel in the United States 

until about 1883, when it was overtaken by coal. 

Energy consumption followed somewhat similar 

trajectories in many other countries, with differences 

determined by natural resource endowments, 

assignment of private property rights to natural 

resources, and government policies. 

 
 
Figure 3.2.1.1 History of energy consumption in the United States, 1775–2009 
 

 
Source: EIA, 2011. 
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In 2016, 81% of global energy consumption is 

supplied by fossil fuels (IEA, 2018.). Approximately 

63% of electricity worldwide was produced by the 

combustion of fossil fuels (coal, oil, or natural gas), 

while nuclear accounted for 20% and all renewable 

energies (solar, wind, biomass, geothermal, and 

hydroelectric) combined accounted for the remaining 

17% (EIA, n.d.). Wind energy generated 6.3% of 

electricity and solar generated 1.3%.  

Key to the ongoing technological developments 

of the three Industrial Revolutions was the fact that 

initial technologies accelerated the generation of 

ideas that facilitated even better technologies 

through, among other things, greater accumulation of 

human capital (via greater populations, time-

expanding illumination, and time-saving machinery) 

and more rapid exchange of ideas and knowledge 

(via greater and faster trade and communications) 

(Smil, 1994, 2005; Bradley, 2000). The benefits 

continue to accumulate today as cleaner-burning 

fossil fuels bring electricity to developing countries 

and replace wood and dung as sources of indoor 

heating (Yadama, 2013). 

Without cheap and reliable energy, there would 

be less food (and what food we had would be less 

fresh, less nutritious, and less safe), no indoor 

plumbing, no air conditioning, no labor-saving home 

appliances such as washing machines and clothes 

driers, no agricultural machinery, few hospitals, and 

no speedy ambulances to take us to a hospital when 

we need urgent medical care. Sterilizing medical 

devices would be extremely difficult without 

electricity. Natural gas is also the fuel stock of 

plastics; without it, the hospital we might succeed in 

finding would have no syringes, no tubes, and no 

bags for plasma.  

Goklany (2012) summarized the benefits as 

follows: “Americans currently have more creature 

comforts, they work fewer hours in their lifetimes, 

their work is physically less demanding, they devote 

more time to acquiring a better education, they have 

more options to select a livelihood and live a more 

fulfilling life, they have greater economic and social 

freedom, and they have more leisure time and greater 

ability to enjoy it.” Goklany’s research shows these 

trends are also evident in other industrialized nations 

(Goklany, 2007). 

Fossil fuels made possible the growth of 

America’s largest cities. Platt (1991) observed, 

Although generally ignored by scholars, 

energy fuels constitute a natural resource that 

has had a major impact on regional 

economies, including the growth of their 

urban centers. With the shift from wood to 

coal, the Midwest’s virtually unlimited 

supply of that fuel became crucial to 

maintaining transportation rates on a par with 

or lower than those in cities farther east. Vast 

fields of bituminous (soft) coal throughout 

Illinois would allow Chicago’s commerce 

and manufacturing to develop in step with 

those of its counterparts in the East. In 

contrast, regions of relative coal scarcity such 

as the Southwest would lag behind in 

manufacturing while high transportation rates 

added an extra tax on their commerce (p. 7). 

Platt emphasizes the role played by coal in 

attracting industry to the Chicago area: 

The importance of this natural resource to the 

growth of the industrial cities of the Midwest 

cannot be overstressed. A “glut” of cheap 

coal would act as a magnet attracting a wide 

array of energy-intensive industries to locate 

and flourish in Chicago, the transportation 

hub of the region. … And it was these very 

energy-intensive industries that represented 

the vanguard of the industrial revolution. The 

rise of big business and the jobs it created 

were in large part responsible for the city’s 

phenomenal growth in the late nineteenth 

century (Ibid., pp. 7, 9). 

Calling Chicago “the city that coal built,” Platt 

wrote: “Whereas the region’s grain, hogs, and timber 

fed the growth of the first city, its abundance of 

cheap coal fueled the second wave of industrial 

development.” Coal-gas-powered gas lamps, 

inaugurated in 1850, were 12 to 14 times more 

powerful than the standard candle or oil lamp. Gas 

streetlamps made nightlife possible, improved safety 

for travelers and protection against muggers, and 

lowered the odds of accidental fires. Safe indoor 

lighting came within reach of the non-rich for the 

first time in history. The same story can be told of all 

the world’s cities.  

Fossil fuels also made possible a vast expansion 

of human mobility (Rae, 1965; Lomasky, 1997; 

O’Toole, 2001; Cox, 2006). O’Toole (2009) 

described eight “transportation revolutions,” only one 

of which could have occurred without fossil fuels. 

They were, in chronological order, steamboats, 

canals, roads across mountains, railroads, horse-

powered streetcars, automobiles, superhighways, and 
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jetliners (Ibid., pp. 8–20). Fossil fuels were essential 

to creating the steel and powering the factories used 

to create streetcars, so even horse-powered streetcars 

would have been rare without fossil fuels. Increased 

mobility produced major economic benefits as 

employers were able to draw workers from a larger 

area and workers were able to choose among a larger 

number of potential employers without having to 

relocate their families. O’Toole cites research in 

France that found for every 10% increase in travel 

speeds, the pool of workers available to employers 

increased by 15%. He noted, “This gives employers 

access to more highly skilled workers, which in turn 

increases worker productivity by 3%.” Research in 

California, he says, found “doubling the distance 

workers can commute to work increases productivity 

by 25%,” citing Prud’homme and Lee (1999) and 

Cervero (2001) (Ibid., p. 5). 

Collier (2007) explained how global economic 

development today depends on the continued 

availability of fossil fuel-powered transportation. 

Some of the poorest countries in the world are 

landlocked and face high transportation costs, 

preventing them from being able to participate in the 

global economy. He mentions Burkina Faso, Central 

African Republic, Chad, Malawi, and Uganda. For 

these countries, “air freight offers a potential lifeline 

into European markets. The key export products are 

likely to be high-value horticulture…” (p. 180). He 

further observes that coastal resource-poor countries 

are unable to access international markets because 

they lack ports and airports to compete with China 

and other first-movers. “Breaking out of limbo,” he 

says, requires “big-push aid” for “raising export 

infrastructure up to globally competitive levels” (p. 

182). More than aid, they need affordable and 

reliable fossil fuels to build and utilize this 

infrastructure. 

 

 

References 

Ayres, R.U. and Warr, B. 2009. The Economic Growth 

Engine: How Energy and Work Drive Material Prosperity. 

Northampton, MA: Edward Elgar. 

Bradley Jr., R.L. 2000. Julian Simon and the Triumph of 

Energy Sustainability. Washington, DC: American 

Legislative Exchange Council. 

Bradley Jr., R.L. and Fulmer, R.W. 2004. Energy: The 

Master Resource. Dubuque, IA: Kendall/Hunt Publishing. 

Cervero, R. 2001. Efficient urbanization: economic 

performance and the shape of the metropolis. Urban 

Studies 38 (1): 1651–71. 

Collier, P. 2007. The Bottom Billion: Why the Poorest 

Countries Are Failing and What Can Be Done About It. 

New York, NY: Oxford University Press. 

Cox, W. 2006. War on the Dream: How Anti-Sprawl 

Policy Threatens the Quality of Life. Lincoln, NE: 

iUniverse. 

EIA. 2011. U.S. Energy Information Administration. 

History of energy consumption in the United States, 1775–

2009. Today in Energy (website). Accessed May 22, 2018. 

EIA. n.d. U.S. Energy Information Administration. 

Frequently Asked Questions: What is U.S. electricity 

generation by energy source? (website). Accessed March 

7, 2018. 

Epstein, A. 2014. The Moral Case for Fossil Fuels. New 

York, NY: Portfolio/Penguin. 

Goklany, I.M. 2007. The Improving State of the World: 

Why We’re Living Longer, Healthier, More Comfortable 

Lives on a Cleaner Planet. Washington, DC: Cato 

Institute. 

Goklany, I.M. 2012. Humanity unbound: How fossil fuels 

saved humanity from nature and nature from humanity. 

Cato Policy Analysis #715. Washington, DC: Cato 

Institute. 

Gordon, R.J. 2012. Is U.S. economic growth over? 

Faltering innovation confronts the six headwinds. Working 

Paper No. 18315, National Bureau of Economic Research.  

Gordon, R.J. 2016. The Rise and Fall of American 

Growth: The U.S. Standard of Living Since the Civil War. 

Princeton, NJ: Princeton University Press. 

IEA. 2018. International Energy Agency. World Energy 

Balances (website). Accessed November 4, 2018. 

Lomasky, L.E. 1997. Autonomy and automobility. The 

Independent Review 2 (1): 5–28. 

Maddison, A. 2006. The World Economy. Volume 1: A 

Millennial Perspective. Paris, France: Development Centre 

of the Organisation for Economic Co-operation and 

Development. 

Maddison, A. 2010. Angus Maddison. Historical Statistics 

(website). Groningen, The Netherlands: Groningen Growth 

and Development Center, University of Groningen. 

O’Toole, R. 2001. The Vanishing Automobile and Other 

Urban Myths: How Smart Growth Will Harm American 

Cities. Bandon, OR: The Thoreau Institute. 

https://www.eia.gov/todayinenergy/detail.php?id=10
https://www.eia.gov/todayinenergy/detail.php?id=10
https://www.eia.gov/tools/faqs/faq.php?id=427&t=3
https://www.eia.gov/tools/faqs/faq.php?id=427&t=3
https://www.cato.org/publications/policy-analysis/humanity-unbound-how-fossil-fuels-saved-humanity-nature-nature-humanity
https://www.cato.org/publications/policy-analysis/humanity-unbound-how-fossil-fuels-saved-humanity-nature-nature-humanity
http://www.nber.org/papers/w18315
http://www.nber.org/papers/w18315
https://www.iea.org/statistics/balances/
https://www.iea.org/statistics/balances/
http://www.ggdc.net/MADDISON/oriindex.htm


 Climate Change Reconsidered II: Fossil Fuels 

312 

O’Toole, R. 2009. Gridlock: Why We’re Stuck in Traffic 

and What to Do About It. Washington, DC: Cato Institute. 

Platt, H.L. 1991. The Electric City: Energy and the Growth 

of the Chicago Area, 1880–1930. Chicago, IL: University 

of Chicago Press. 

Prud’homme, R. and Lee, C-W. 1999. Size, sprawl, speed, 

and the efficiency of cities. Urban Studies 36 (11): 1849–

58.  

Rae, J.B. 1965. The American Automobile: A Brief 

History. Chicago, IL: University of Chicago Press. 

Simon, J. (Ed.) 1981. The Ultimate Resource. Princeton, 

NJ: Princeton University Press. 

Smil, V. 1994. Energy in World History. Boulder, CO: 

Westview Press. 

Smil, V. 2005. Energy at the Crossroads: Global 

Perspectives and Uncertainties. Cambridge, MA: MIT 

Press. 

Yadama, G.N. 2013. Fires, Fuels, and the Fate of 

3 Billion: The State of the Energy Impoverished. New 

York, NY: Oxford University Press.  

 

3.2.2 Electrification 

Electricity powered by fossil fuels has made 

the world a healthier, safer, and more 

productive place.  

 

Fossil fuels’ greatest contribution to human 

prosperity is making electricity affordable and 

dispatchable. In 2000, the U.S. National Academy of 

Engineering (NAE) announced “the 20 engineering 

achievements that have had the greatest impact on 

quality of life in the 20th century.” The achievements 

were nominated by 29 professional engineering 

societies and ranked by “a distinguished panel of the 

nation’s top engineers” chaired by H. Guyford 

Stever, former director of the National Science 

Foundation and science advisor to the president. The 

experts ranked electrification the number one 

achievement. “[E]lectrification powers almost every 

pursuit and enterprise in modern society,” NAE 

reported. “It has literally lighted the world and 

impacted countless areas of daily life, including food 

production and processing, air conditioning and 

heating, refrigeration, entertainment, transportation, 

communication, health care, and computers” (NAE, 

2000).  

NAE contrasted modern life with life before 

electricity, saying “One hundred years ago, life was a 

constant struggle against disease, pollution, 

deforestation, treacherous working conditions, and 

enormous cultural divides unbreachable with current 

communications technologies. By the end of the 20th 

century, the world had become a healthier, safer, and 

more productive place, primarily because of 

engineering achievements” (Ibid.). Constable and 

Somerville, in a book published in 2003 by the 

National Academies Press, commented on the 

extraordinary engineering achievements electricity 

launched: 

The greatest engineering achievements of the 

twentieth century led to innovations that 

transformed everyday life. Beginning with 

electricity, engineers have brought us a wide 

range of technologies, from the mundane to 

the spectacular. Refrigeration opened new 

markets for food and medicine. Air 

conditioning enabled population explosions 

in places like Florida and Arizona. The 

invention of the transistor, followed by 

integrated circuits, ushered in the age of 

ubiquitous computerization, impacting 

everything from education to entertainment. 

The control of electromagnetic radiation has 

given us not only radio and television, but 

also radar, x-rays, fiber optics, cell phones, 

and microwave ovens. The airplane and 

automobile have made the world smaller, and 

highways have transformed the landscape 

(Constable and Somerville, 2003, p. 9, Box 

1, italics added). 

Fossil fuels brought electricity to the homes and 

workplaces of billions of people around the world. 

Bryce (2014) wrote, 

Edison’s breakthrough designs at the Pearl 

Street plant [the world’s first coal-fired 

electricity generating plant] allowed humans 

to reproduce the lightning of the sky and use 

it for melting, heating, lighting, precision 

machining, and a great many other uses. 

Electric lights meant workers could see better 

and therefore make more precise drawings 

and fittings. Electricity allowed steel 

producers to operate their furnaces with 

greater precision, which led to advances in 

metallurgy. Electric power allowed factories 

to operate drills and other precision 
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equipment at speeds unimaginable on the old 

pulley-driven systems, which relied on 

waterwheels or steam power. As Henry Ford 

wrote in 1930, without electricity “there 

could be nothing of what we call modern 

industry” (pp. 30–31). 

Electrification made its first contribution to 

modernity by bringing light to cities. Government 

regulators routinely granted monopolies to coal gas 

companies for street, business, and residential 

lighting, and those companies formed cartels to keep 

prices high even as technology improved and 

supplies increased. The arrival of the electric arc 

lamp and then Edison’s incandescent lamp “set off 

separate revolutions in the technology of making 

gaslights and in the business practices of local 

utilities,” triggering “intense competition to sign up 

customers and extend service territories, including 

working-class neighborhoods” (Platt, 1991, p. 16). 

Manufacturers began to adopt the new 

technology in 1890. At first they connected electric 

generators to existing steam engines on their 

premises to power lights. Then electric motors were 

mounted on ceilings, upper floors, and in attics to 

replace the rotating shafts that had been hung from 

ceilings and connected to machines on shop floors by 

long belts. Then electric motors were moved to the 

shop floor, often at individual workstations, making 

the belts unnecessary. The final step was connecting 

the factory to a central electric generation station that 

would replace the on-site steam engines. 

The results of the switch to central electric power 

stations “were revolutionary,” Platt wrote (p. 216). 

“From the eve of the war [WWI] to the onset of the 

Great Depression, industrial power use [in the 

Chicago area] increased tenfold, or a spectacular 68% 

annually over the fifteen-year period. Energy 

consumption by commercial and residential 

customers also grew at a vigorous rate of almost 30% 

a year, while public transportation lagged behind 

with an anemic annual rate of 3.5%” (p. 217). It was, 

he wrote, “the birth of the machine age” (p. 226).  

Electricians wired homes first for electric lights 

and then outlets to power everything from stoves and 

refrigerators to space heaters, radios, clocks, toasters, 

washing machines and clothes dryers, and vacuum 

cleaners. Every aspect of daily life was changed. “By 

the late twenties the use of more and more electricity, 

gas, and oil in everyday life had become so 

ubiquitous as to wrap urban America in an ‘invisible 

world’ of energy. Even the shock wave of the Great 

Depression could not halt the steady rise in 

household consumption of electricity, preserving the 

new standard of living” (Platt, 1991, pp. 235–6). 

Electricity had a powerful effect on culture. 

Suddenly, millions of people were listening to radios 

and then watching television, hearing news and 

music and reading newspapers printed on electric 

printing presses. “Popular culture” emerged for the 

first time, knitting together communities once 

separated by distance and unaware of the music, 

ideas, and lifestyles of people who lived farther away 

than a day’s journey on horseback or in a horse-

drawn carriage. While the greater mobility made 

possible by cars and trucks caused a radical 

decentralization of authority and society itself (with 

the creation of suburbs), the new electric media 

brought the nation closer together by creating a 

shared body of knowledge and entertainment. “For 

the first time, Midwestern farmers, Italian 

immigrants, the suburban elite, small children, and 

myriad others were all spending leisure time in the 

same pursuit” (Platt, 1991, p. 286). 

While Chicago and other cities in the Midwest 

benefited from their ample supplies of coal, cities in 

the South were benefitting from another invention 

made possible by electricity: climate control, most 

importantly air conditioning. Willis Carrier originally 

developed climate control to facilitate ink drying in 

the printing industry in New York City in the early 

1900s, but his signature technology soon produced 

nearly incalculable benefits to society. Air 

conditioning made factory work tolerable in the 

South, reduced infant mortality, eliminated malaria, 

and allowed developers to build skyscrapers and 

apartment buildings. Air conditioning industrialized 

and urbanized the South, lifting it out of its post-Civil 

War depression (Arsenault, 1984). 

In the United States, many of the central changes 

in society since World War II would not have been 

possible without air conditioning in homes and 

workplaces. Arizona, Florida, Georgia, New Mexico, 

Southern California, and Texas all experienced 

above-average growth during the latter half of the 

twentieth century – which would have been 

impossible without air conditioning. Air conditioning 

was crucial for the explosive postwar growth of 

Sunbelt cities like Houston, Las Vegas, Miami, and 

Phoenix. Without it people simply could not live and 

thrive in such hot locations. 

Air conditioning launched new forms of 

architecture and altered the ways Americans live, 

work, and play. From suburban tract houses to glass 

skyscrapers, indoor entertainment centers, high-tech 
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manufacturers’ clean rooms, and pressurized modules 

for space exploration, many of today’s structures and 

products would not exist without the invention of 

climate control. As the technology of climate control 

developed, so also did the invention of more 

sophisticated products that required increasingly 

precise temperature, humidity, and filtration controls 

– consumer products such as computer chips and 

CDs must be manufactured in “clean rooms” that 

provide dust-free environments. The development of 

the entire information technology (IT) industry could 

not have occurred without the cooling technologies 

first pioneered by air conditioning.  

Electricity propelled the transportation revolution 

begun by fossil fuels by making possible headlights 

for cars and trucks, street lighting, traffic lights, 

airlines, mass transit, and telecommuting. It 

revolutionized health care by making possible 

modern hospitals and clinics, and agriculture by 

allowing the refrigeration of produce. Electricity 

created the “global village” via advances in 

communication including the telephone, radio, 

television, fax machines, cell phones, computers, the 

Internet, satellites, email, social media, and more. 

Electricity powered by fossil fuels, in short, created 

the modern age.   
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3.2.3. Human Well-being 

Access to energy is closely associated with 

key measures of global human development 

including per-capita GDP, consumption 

expenditure, urbanization rate, life 

expectancy at birth, and the adult literacy 

rate. 

 

The prosperity made possible by the use of fossil 

fuels enabled societies to invest in education, health 

care, housing, and other essential goods and services 

that lead to major improvements in human well-

being. According to Moore and Harnett White 

(2016), “The story of human advancement is the 

story of the discovery of cheap, plentiful, and 

versatile energy. Fossil fuels are the ignition switch 

to modern life” (p. xiii). Alternative sources of 

energy such as wind turbines, hydroelectric dams, 

and biofuels were replaced by fossil fuels with 

superior properties. “It wasn’t until man harnessed 

fossil fuels – predominantly oil, gas, and coal – that 

industrialization achieved unprecedented 

productivity. ... Energy, in short, is the wellspring of 

mankind’s greatest advances” (Ibid., p. xiv). 

Similarly, Epstein (2014) writes, 

[T]he benefits of cheap, reliable energy to 

power the machines that civilization runs on 

are enormous. They are just as fundamental 

to life as food, clothing, shelter, and medical 

care – indeed, all of these require cheap, 

reliable energy. By failing to consider the 

benefits of fossil fuel energy, the experts 

didn’t anticipate the spectacular benefits that 

energy brought about in the last thirty years 

(p. 16). 

Tucker (2008) adds, “Coal is the most important 

fossil fuel in history. The Industrial Revolution 

would never have occurred without it. In fact, for all 

intents and purposes, coal was the Industrial 

Revolution. Only a few nations have ever 

industrialized without shifting most of their energy 

dependence to coal, as the experience of China and 

India proves again today” (p. 61). 

That access to affordable and reliable energy is 

the key to human well-being throughout the world 

can be demonstrated by the close correlations 

between energy consumption and GDP. Bezdek 

(2014) plotted global CO2 emissions data from the 

U.S. Energy Information Administration and 

International Energy Agency and global GDP data 
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from the U.S. Bureau of Economic Analysis to 

produce the graph shown in Figure 3.2.3.1. 

Other scholars compare per-capita energy 

consumption to rank on the United Nations’ Human 

Development Index (HDI) scorecard, a summary 

composite index measuring on a scale of 0 to 1 a 

nation’s average achievement in three dimensions of 

human development: health, knowledge, and standard 

of living. Health is measured by life expectancy at 

birth; knowledge is measured by a combination of the 

adult literacy rate and the combined primary, 

secondary, and tertiary education gross enrollment 

ratio; and standard of living is measured by GDP per 

capita (UNDP, 2015). United Nations member states 

are listed and ranked each year according to these 

measures. 

Kanagawa and Nakata (2008) examined data 

from 120 countries and found countries with higher 

per-capita electricity consumption showed higher 

scores with respect to the HDI. Similarly, statistical 

analysis by Clemente (2010) found countries using at 

least 2,000 kWh of electricity per capita a year have a 

significantly higher HDI than those that use less. 

Other researchers using different indices arrive at 

similar conclusions: 

 

 Niu et al. (2013) found electricity consumption is 

closely correlated with five basic human 

development indicators: per-capita GDP, 

consumption expenditure, urbanization rate, life 

expectancy at birth, and the adult literacy rate.  

 Manheimer (2012) plotted yearly per-capita 

energy use versus yearly per-capita GDP in the 

year 2000 for a number of countries, producing 

the graph reproduced as Figure 3.2.3.2 below. He 

observed “the two are very strongly correlated; 

there are no rich countries that use little energy 

per capita. Countries high up on the graph have 

more educated populations who live more 

pleasant, longer lives, and who live in cleaner 

environments than countries lower down on the 

graph.” 

 Mazur (2011) found electricity consumption is 

essential for improvement and well-being in less-

developed countries, especially in populous 

nations such as China and India. 

 Ghali and El-Sakka (2004) report per-capita 

energy and electricity consumption are highly 

correlated with economic development and other 

indicators of modern lifestyle. 

Epstein (2014) illustrated the close correlation 

between global CO2 emissions produced by the 

combustion of fossil fuels with rising human life 

expectancy, per-capita GDP, and global population in 

the four graphs shown in Figure 3.2.3.3. Numerous 

scholars have documented the close relationship 

between the cost of energy (typically electricity but 

sometimes petroleum and natural gas) and GDP 

growth in the United States and globally. Their work 

is reported in Section 3.5.1. 

The disparity in access to electricity around the 

world is staggering. Approximately 3.9 billion people 

– 12 times the population of the United States and 

almost half the population of the world – have either 

no electricity or rely on biomass, coal, or kerosene 

for cooking (IEA, 2017). The average consumer in 

Germany, for example, uses 15 times as much power 

each year as the average citizen of India. In Europe, 

virtually no household lacks access to electricity. By 

contrast, in India, more than 400 million people have 

no electricity, 600 million cook with wood or dung, 

and more than one billion have no refrigeration 

(Ibid.). The consequences of these differences in 

electricity access are revealed in a comparison of 

each country’s HDI score. In Germany, a newborn 

can expect to live until age 79, while in India its life 

expectancy is 64, 15 years less. In Germany, primary 

education completion and literacy rates are about 

100%; in India, they hover around 70%. In Germany, 

GDP per capita is $34,401; in India it is $2,753. 

Consequently, Germany’s HDI is 0.947, while 

India’s is just 0.612. 
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Figure 3.2.3.1 
Relationship between world GDP and annual CO2 emissions 

 

 
 

Source: Bezdek, 2014, p. 127, citing data from U.S. Energy Information Administration, International Energy 
Agency, and U.S. Bureau of Economic Analysis to 2007. 

 

 
 
Figure 3.2.3.2 
Per-capita GDP and per-capita energy consumption 

 

 
 
Source: Manheimer, 2012. Author says “Chart compiled by D. Lightfoot from information available from Energy 
Information Administration, International Energy Annual 2003; see also www.mcgill.ca/gec3/gec3members/ 
lightfoot].” 

 

http://www.mcgill.ca/gec3/gec3members/%20lightfoot
http://www.mcgill.ca/gec3/gec3members/%20lightfoot
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Figure 3.2.3.3 
Fossil fuel use and human progress, 0 AD – 2000 AD 
 

 
 
Source: Epstein, 2014, Figure 3.1, p. 77, citing Boden, Marland, and Andres, 2010; Bolt and van Zanden, 2013; 
and World Bank, World Development Indicators (WDI) Online Data, April 2014. 

 
 

The connection between prosperity and public 

health can be illustrated by comparing Ethiopia and 

the Netherlands. According to ifitweremyhome.com, 

a website that allows international comparisons on a 

wide range of characteristics, Ethiopia has about 

three times as much good farmland per person as the 

Netherlands. (Good farmland has fertile soils, good 

weather, and enough rainfall to support substantial 

crop production.) About the same percentage of each 

country’s land area is covered by forests. But 

residents of Ethiopia consume, on average, 99.52 

percent less electricity and 99.27 percent less oil than 

those of the Netherlands. The result is dramatic: The 

average Ethiopian makes 97.7 percent less money 

than the average Netherlander. If you lived in 

Ethiopia instead of the Netherlands you would: 

 

 be 10.5 times more likely to have HIV/AIDS; 

 have a 17 times higher chance of dying in 

infancy; 

 die 23.75 years sooner; and 

 spend 99.25 percent less money on health care. 

These numbers reveal an almost unimaginable 

difference in the quality of life between these two 

countries. Of course Ethiopia is not the only 

developing country in the world facing severe 

challenges. Lomborg (2007) noted, “[I]t is obvious 

that there are many other and more pressing issues 

for the third world, such as almost four million 

people dying [annually] from malnutrition, three 

million from HIV/AIDS, 2.5 million from indoor and 

outdoor air pollution, more than two million from 

lack of micronutrients (iron, zinc, and vitamin A), 

and almost two million from lack of clean drinking 

water” (p. 42). The lack of access to affordable 

energy and the prosperity it makes possible, not 

climate change, threatens the health of millions of 

people in developing countries. Lomborg also wrote, 
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… local surveys in that country [Tanzania] 

show the biggest concerns are the lack of 

capital to buy seeds, fertilizers, and 

pesticides; pests and animal diseases; costly 

education; high HIV-infection rates; malaria; 

and low-quality health services. I believe we 

have to dare to ask whether we help 

Tanzanians best by cutting CO2, which 

would make no difference to the glaciers, or 

through HIV policies that would be cheaper, 

faster, and have much greater effect (Ibid., 

p. 57). 

These examples make it clear that the prosperity 

made possible by fossil fuels was not equally shared 

by all the peoples of the world. Still, a rising tide lifts 

all boats. Pinkovskiy and Sala-i-Martin (2009) 

estimated the income distribution for 191 countries 

between 1970 and 2006 and found, 

Using the official $1/day line [the United 

Nations’ definition of poverty], we estimate 

that world poverty rates have fallen by 80% 

from 0.268 in 1970 to 0.054 in 2006. The 

corresponding total number of poor has 

fallen from 403 million in 1970 to 152 

million in 2006. Our estimates of the global 

poverty count in 2006 are much smaller than 

found by other researchers. We also find 

similar reductions in poverty if we use other 

poverty lines. We find that various measures 

of global inequality have declined 

substantially and measures of global welfare 

increased by somewhere between 128% and 

145%. 

In conclusion, the close correlation between 

energy consumption and many measures of quality of 

life show the value of fossil fuels isn’t just something 

to read about in history books. Billions of lives are 

improved every day by having access to safe and 

affordable energy produced from fossil fuels. 
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3.3 Food Production 

The United Nations’ Intergovernmental Panel on 

Climate Change (IPCC) projects the net impact of 

climate change on global agriculture will be negative, 

although it seems far from confident in its prediction. 

According to the Working Group II contribution to 

its Fifth Assessment Report: 

For the major crops (wheat, rice, and maize) 

in tropical and temperate regions, climate 

change without adaptation is projected to 

negatively impact production for local 

temperature increases of 2°C or more above 

late-20th-century levels, although individual 

locations may benefit (medium confidence). 

Projected impacts vary across crops and 

regions and adaptation scenarios, with about 

10% of projections for the period 2030–2049 

showing yield gains of more than 10%, and 

about 10% of projections showing yield 

losses of more than 25%, compared to the 

late 20th century. After 2050 the risk of more 

severe yield impacts increases and depends 

on the level of warming (IPCC, 2014, pp. 

17–18). 

There are numerous problems with the IPCC’s 

forecast that make it unreliable. The prediction is for 

“local temperature increases of 2°C or more above 

late-20
th

-century levels,” which the IPCC’s models 

do not predict will occur globally until the end of the 

twenty-first century. This means the IPCC’s forecast 

is irrelevant for eight decades or, as is more likely, 

even longer if its forecasts are wrong, as the climate 

science reviewed in Chapter 2 suggests. Extensive 

biological research suggests plants would benefit 

from a warming of less than 2°C, yet the IPCC is 

silent about that benefit of climate change. 

The IPCC assumes no adaptation by the world’s 

farmers, even though adaptation is already taking 

place as farmers continuously choose crops and 

hybrids and change such parameters as when to plant, 

fertilize, and harvest to maximize their output. This 

mistake alone invalidates the IPCC’s predictions. No 

credible expert on global agriculture believes farmers 

will fail to adjust their practices to accommodate and 

benefit from climate changes as they occur. The slow 

pace of climate change predicted by the IPCC’s own 

models suggests such gradual adaptation could be 

accomplished easily. 

Note as well that the IPCC makes its prediction 

with only “medium confidence,” which presumably 

means “better than a 50% chance.” This is little more 

than a guess and not a scientific forecast. Finally, the 

forecast oddly focuses on the tails of the distribution 

of possible outcomes, where apparently only 10% 

predict positive effects and 10% predict negative 

effects. One supposes 80% predict no net impact, but 

this is not what the IPCC’s opening sentence implies 

or the message the media took from its report. 

For all these reasons, the IPCC’s forecasts 

regarding global food production are not credible. So 

what is more likely to occur? We know that fossil 

fuels revolutionized agriculture, making it possible 

for an ever-smaller part of the population to raise 

food sufficient to feed a growing global population 

without devastating nature or polluting air and water. 

The aerial fertilization effect of higher levels of 

atmospheric CO2 has further increased food 

production. Contradicting forecasts of global famine 

and starvation by such popular figures as Paul 

Ehrlich and John Holdren (Ehrlich, 1971; Ehrlich, 

Ehrlich and Holdren, 1977), the world’s farmers 

increased their production of food at a faster rate than 

population growth, as shown in Figure 3.3.1. 

Growing global food production is resulting in 

less hunger and starvation worldwide. In 2015, the 

Food and Agriculture Organization of the United 

Nations (FAO) reported “the number of hungry 

people in the world has dropped to 795 million – 216 

million fewer than in 1990–92 – or around one 

person out of every nine” (FAO, 2015). In 

developing countries, the share of the population that 

is undernourished (having insufficient food to live an 

active and healthy life) fell from 23.3 percent 

25 years earlier to 12.9 percent. A majority of the 129 

countries monitored by FAO reduced under-

nourishment by half or more since 1996 (Ibid.). 

Section 3.3.1 explains how fossil fuels created 

and today sustain the fertilization and mechanization 

that made possible the Green Revolution so plainly 

visible in Figure 3.3.1. Section 3.3.2 explains the 

phenomenon of aerial fertilization: Rising levels of 

atmospheric CO2 promote plant growth, increasing 

agricultural yields beyond levels farmers would 

otherwise achieve. Sections 3.3.3 and 3.3.4 calculate 

the current and future value of aerial fertilization. 

Section 3.3.5 estimates the value of global food 

production that would have been lost had the world 

adopted and actually achieved the goal President 

Barack Obama set for reducing U.S. greenhouse gas 

emissions. 
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Figure 3.3.1 
Global population, CO2 emissions, and food production from 1961 to 2010, normalized to a value 
of unity at 1961  

 

 
 

On the x axis, a “normalized value” of 2 represents a value that is twice the amount reported in 1961. Food 
production data represent the total production values of the 45 crops that supplied 95% of the total world food 
production over the period 1961–2011, using sources and a methodology described later in this section. Source: 
Idso, 2013, p. 24, Figure 8.

 
 

Extensive documentation regarding the positive 

effects of fossil fuels, CO2, and higher surface 

temperatures on plants and animals appears in 

Chapter 5. To avoid needless repetition, it is 

referenced but not presented in this chapter.  
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3.3.1 Fertilizer and Mechanization 

Fossil fuels have greatly increased farm 

worker productivity thanks to nitrogen 

fertilizer created by the Haber-Bosch process 

and farm machinery built with and fueled by 

fossil fuels. 
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Cars and trucks dramatically improved the quantity 

and quality of food while reducing its cost in several 

ways: by improving productivity in fields with 

artificial fertilizer and increasingly specialized 

vehicles for sowing, cultivating, and reaping; by 

speeding the delivery of food from fields to 

processing plants and grocery stores; by inducing 

more competition among grocers and farmers by 

greatly expanding the range of businesses competing 

for a consumer’s business; and by allowing food 

crops to be grown on land that would have been 

devoted to grazing or raising feed for horses. 

Historian Harold Platt (1991) wrote, 

The application of massive amounts of 

energy to every step in the commercial food 

chain was chiefly responsible for the 

revolution in what Americans ate. The war 

brought recent innovations to the 

manufacture of artificial fertilizers to 

technological maturity, helped ice makers kill 

off the natural ice business, turned shoppers 

toward the new cash-and-carry supermarkets, 

and made processed foods socially 

acceptable among the middle classes. During 

the 1920s, the food industry made intensive 

use of heat and refrigeration to offer a wider 

variety of better-tasting canned and baked 

goods as well as fresh fruits, dairy products, 

vegetables, and meats year round. “Foods 

formerly limited to the well-to-do,” Hoover’s 

economic experts noted in 1929, “have come 

more and more within the reach of the 

masses” (p. 221). 

Gasoline-powered tractors similarly transformed 

agriculture with life-saving consequences. Thanks in 

large part to productivity gains made possible by 

tractors and increasingly specialized gasoline-

powered vehicles, the percentage of the U.S. working 

population engaged in agriculture fell from about 80 

to 90 percent in 1800 to just 1.5 percent in 2011 

(Goklany, 2012, p. 19). Other developed countries 

witnessed the same trend. Agricultural labor has 

always been more hazardous than occupations in 

manufacturing and other industries, hence this 

migration to other occupations has saved countless 

lives. 

The gasoline-powered tractor was invented in 

1892, and farmers swiftly began replacing their 

horses and mules with the new technology. By the 

start of the twenty-first century, U.S. farmers were 

using some five million tractors (McKnight and 

Meyers, 2007, p. 12, citing Dimitri et al., 2005). 

Tractors brought their own risks –30,000 people in 

the United States were killed from the early twentieth 

century to 1971 by farm tractor overturns – but 

continued technological innovation is addressing that 

problem, too. “Roll-over protection structures” on 

new tractors reduced the annual number of deaths 

from tractor overturns from about 500 in 1966 to 200 

deaths per year by 1985 (Ibid.). 

One of the greatest achievements in human 

history was the discovery of a way to make ammonia 

from natural gas, thereby enabling farmers to add 

ammonia to their soil and dramatically increase crop 

yields. Ammonia (NH3) is a potent organic fuel for 

most soil bacteria and plants (see Kiefer, 2013, citing 

Mylona et al., 1995; Matiru and Dakora, 2004; 

Sanguinetti et al., 2008; and Hayat et al., 2010). 

Ammonia is added to soil naturally by symbiotic soil 

and root bacteria, but at a slower rate than plants are 

able to use.  

The discovery was made in 1909 by Fritz Haber 

and Carl Bosch, and the process is now known as the 

Haber-Bosch process. Natural gas and atmospheric 

nitrogen are converted into ammonia using an iron 

catalyst at high temperature and pressure. In 2014, 

U.S. farmers applied 19 million tons of man-made 

ammonia-based fertilizer to their fields (USDA, 

2018), helping to make possible the “Green 

Revolution,” an enormous increase in yields around 

the world beginning in the early 1960s due mainly to 

the use of cultivars that more responsive to nitrogen 

fertilizer, chemical pesticides, and irrigation. The 

Green Revolution brought to an end the conversion 

of wildlife habitat into cropland (Ausubel et al., 

2013). Today, more land is being converted from 

cropland to forests and prairies than vice versa each 

year (Ibid.). This point is explained and documented 

in Chapter 5, Section 5.2. 

Following the Green Revolution is what some 

call the “Gene Revolution” (Davies, 2003), the 

application of biotechnology to food crops resulting 

in a second wave of yield improvements. This wave, 

while initiated by breakthroughs in genetic 

engineering and related fields of research, will rely 

on energy-intensive technologies to produce the 

fertilizers, pesticides, irrigation, and dissemination of 

information needed for new ideas to be widely 

implemented in fields throughout the world.  

 

 

  



 Climate Change Reconsidered II: Fossil Fuels 

322 

References  

Ausubel, J., Wernick, I., and Waggoner, P. 2013. Peak 

farmland and the prospect for land sparing. Population and 

Development Review 38: 221–42. 

Davies, W. 2003. An historical perspective from the Green 

Revolution to the Gene Revolution. Nutrition Reviews 61 

(suppl 6): S124–S134. 

Dimitri, C., Effland, A., and Conklin, N. 2005. The 20th 

Century Transformation of U.S. Agriculture and Farm 

Policy. Washington, DC: U.S. Department of Agriculture, 

Economic Research Service.  

Goklany, I.M. 2012. Humanity unbound: How fossil fuels 

saved humanity from nature and nature from humanity. 

Cato Policy Analysis #715. Washington, DC: Cato 

Institute. 

Hayat, R., Ali, S., Amara, U., Khalid, R., and Ahmed, I. 

2010 Soil beneficial bacteria and their role in plant growth 

promotion: a review. Annals of Microbiology 60 (4): 579–

98. 

Kiefer, T.A. 2013. Energy insecurity: the false promise of 

liquid biofuels. Strategic Studies Quarterly (Spring): 114–

51. 

Matiru, V.N. and Dakora, F.D. 2004. Potential use of 

Rhizobial bacteria as promoters of plant growth for 

increased yield in landraces of African cereal crops. 

African Journal of Biotechnology 3 (1): 1–7. 

McKnight, R.H. and Meyers, M.L. 2007. The History of 

Occupational Safety and Health in U.S. Agriculture. 

Lexington, KY: University of Kentucky College of Public 

Health. 

Mylona, P., Pawlowski, K., and Bisseling, T. 1995. 

Symbiotic nitrogen fixation. Plant Cell 7 (July): 869–85.  

Platt, H.L. 1991. The Electric City: Energy and the Growth 

of the Chicago Area, 1880–1930. Chicago, IL: University 

of Chicago Press. 

Sanguinetti, G., Noirel, J., and Wright, P.C. 2008. MMG: a 

probabilistic tool to identify submodules of metabolic 

pathways. Bioinformatics 24 (8): 1078–84. 

USDA. 2018. U.S. Department of Agriculture. Fertilizer 

Use and Price (website). Table 4. U.S. consumption of 

selected nitrogen materials. Economic Research Service. 

Accessed May 23, 2018. 

3.3.2 Aerial Fertilization 

Higher levels of carbon dioxide (CO2) in the 

atmosphere act as fertilizer for the world’s 

plants. 

 

Since CO2 is the basic “food” of essentially all 

terrestrial plants, the more of it there is in the 

atmosphere, the bigger and better they grow. At 

locations across the planet, the increase in the 

atmosphere’s CO2 concentration has stimulated 

vegetative productivity (Zhu et al., 2016; Cheng et 

al., 2017). Long-term studies confirm the findings of 

shorter-term experiments, demonstrating numerous 

growth-enhancing, water-conserving, and stress-

alleviating effects of elevated atmospheric CO2 on 

plants growing in both terrestrial and aquatic 

ecosystems (Idso and Idso, 1994; Ainsworth and 

Long, 2005; Bunce, 2005, 2012, 2013, 2014, 2016; 

Bourgault et al., 2017; Sanz-Sáez et al., 2017; 

Sultana et al., 2017). Chapter 5 summarizes extensive 

research in support of this finding.  

Since the start of the Industrial Revolution, it can 

be calculated on the basis of the work of Mayeux et 

al. (1997) and Idso and Idso (2000) that the 120 ppm 

increase in atmospheric CO2 concentration increased 

agricultural production per unit land area by 70% for 

C3 cereals, 28% for C4 cereals, 33% for fruits and 

melons, 62% for legumes, 67% for root and tuber 

crops, and 51% for vegetables. A nominal doubling 

of the atmosphere’s CO2 concentration will raise the 

productivity of Earth’s herbaceous plants by 30% to 

50% (Kimball, 1983; Idso and Idso, 1994), while the 

productivity of its woody plants will rise by 50% to 

80% (Saxe et al. 1998; Idso and Kimball, 2001).  

Claims that global warming will reduce global 

food output are frequently made (e.g., Challinor et 

al., 2014), but these forecasts invariably are based on 

computer models not validated by real-world data. 

Crop yields have continued to rise globally despite 

predictions and claims of higher temperatures, more 

droughts, etc. As Sylvan Wittwer (1995), the father 

of agricultural research on this topic, so eloquently 

put it more than two decades ago: 

The rising level of atmospheric CO2 could be 

the one global natural resource that is 

progressively increasing food production and 

total biological output, in a world of 

otherwise diminishing natural resources of 

land, water, energy, minerals, and fertilizer. 

It is a means of inadvertently increasing the 

productivity of farming systems and other 

http://www.dtic.mil/dtic/tr/fulltext/u2/a595813.pdf
http://www.dtic.mil/dtic/tr/fulltext/u2/a595813.pdf
https://www.ers.usda.gov/data-products/fertilizer-use-and-price/
https://www.ers.usda.gov/data-products/fertilizer-use-and-price/
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photosynthetically active ecosystems. The 

effects know no boundaries and both 

developing and developed countries are, and 

will be, sharing equally … [for] the rising 

level of atmospheric CO2 is a universally free 

premium, gaining in magnitude with time, on 

which we all can reckon for the foreseeable 

future. 

The relationship described by Wittwer is 

illustrated in Figure 3.3.1, showing anthropogenic 

CO2 emissions, food production, and human 

population all experienced rapid and interlinked 

growth over the past five decades.  
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3.3.3 Economic Value of Aerial Fertilization 

The aerial fertilization effect of rising levels 

of atmospheric CO2 produced global 

economic benefits of $3.2 trillion from 1961 

to 2011 and currently amount to 

approximately $170 billion annually. 
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Calculating the economic value of aerial fertilization 

begins with the United Nations’ Food and 

Agriculture Organization (FAO) database, called 

FAOSTAT, of historic annual global crop yield and 

production data and the monetary value associated 

with that production for more than 160 crops grown 

and used world-wide since 1961 (FAO, 2013). No 

data are available prior to that time, so the present 

analysis is limited to the 50-year time window of 

1961–2011. 

More than half of the crops in the FAOSTAT 

database each account for less than 0.1% of the 

world’s total food production. The analysis below 

focuses only on those crops that account for 95% of 

global food production. This was accomplished by 

taking the average 1961–2011 production 

contribution of the most important crop, adding to 

that the contribution of the second most important 

crop, and continuing in like manner until 95% of the 

world’s total food production was reached. The 

results of this procedure produced the list of 45 crops 

shown in Figure 3.3.3.1. 

Other data needed to estimate the economic value 

of aerial fertilization are annual global atmospheric 

CO2 values since 1961 and plant-specific CO2 growth 

response factors. The annual global CO2 data were 

obtained from the IPCC report titled Annex II: 

Climate System Scenario Tables – Final Draft 

Underlying Scientific-Technical Assessment (IPCC, 

2013). The plant-specific CO2 growth response 

factors – which represent the percent growth 

enhancement expected for each crop listed in Figure 

3.3.3.1 in response to a known rise in atmospheric 

CO2 – were acquired from the online Plant Growth 

Database (PGD) maintained by the Center for the 

Study of Carbon Dioxide and Global Change at 

www.co2science.org/ (Idso, 2013b). 

 

 

 
 

Figure 3.3.3.1 
The 45 crops that supplied 95% of the global food production from 1961 to 2011 

 

 
 

“Nes” is “not elsewhere specified.” “Clem.” is clementines. Source: Idso, 2013a, Table 1, p. 8. 

 
  

Crop % of Total Production Crop % of Total Production
Sugar cane 20.492 Rye 0.556

Wheat 10.072 Plantains 0.528

Maize 9.971 Yams 0.523

Rice, paddy 9.715 Groundnuts, with shell 0.518

Potatoes 6.154 Rapeseed 0.494

Sugar beet 5.335 Cucumbers and gherkins 0.492

Cassava 3.040 Mangoes, mangosteens, guavas 0.406

Barley 2.989 Sunflower seed 0.398

Vegetables fresh nes 2.901 Eggplants (aubergines) 0.340

Sweet potatoes 2.638 Beans, dry 0.331

Soybeans 2.349 Fruit Fresh Nes 0.321

Tomatoes 1.571 Carrots and turnips 0.320

Grapes 1.260 Other melons (inc.cantaloupes) 0.302

Sorghum 1.255 Chillies and peppers, green 0.274

Bananas 1.052 Tangerines, mandarins, clem. 0.264

Watermelons 0.950 Lettuce and chicory 0.262

Oranges 0.935 Pumpkins, squash and gourds 0.248

Cabbages and other brassicas 0.903 Pears 0.243

Apples 0.886 Olives 0.241

Coconuts 0.843 Pineapples 0.230

Oats 0.810 Fruit, tropical fresh nes 0.230

Onions, dry 0.731 Peas, dry 0.228

Millet 0.593

Sum of All Crops = 95.2%

http://www.co2science.org/
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Figure 3.3.3.2 
Mean percentage yield increases produced by a 300 ppm increase in atmospheric CO2 
concentration for crops accounting for 95 percent of global food production 

 

 
 

“Nes” is “not elsewhere specified.” “Clem.” is clementines. Source: Idso, 2013a, Table 2, p. 9. 

 

 
 

The PGD was used to calculate the mean crop 

growth response to a 300-ppm increase in 

atmospheric CO2 concentration, a simulation often 

used in experiments, for each crop listed in Figure 

3.3.3.1. In cases where no CO2 enrichment data 

appeared in the database, the mean responses of 

similar plants or groups of plants were utilized. Also, 

there were some instances where the plant category 

in the FAO database represented more than one plant 

in the PGD. For example, the designation Oranges 

represents a single crop category in the FAO 

database, yet there were two different types of 

oranges listed in PGD (Citrus aurantium and Citrus 

reticulata x C. paradisi x C. reticulata). To produce a 

single number to represent the CO2-induced growth 

response for the Oranges category, a weighted 

average from the growth responses of both orange 

species listed in the PGD was calculated. This 

procedure was repeated in other such circumstances. 

The final results for all crops appear in Figure 3.3.3.2 

above. 

Figure 3.3.3.2 reveals the significant impact a 

hypothetical rise of 300 ppm in atmospheric CO2 

concentrations would have on yields of the world’s 

45 most important crops. The increases range from 

less than 10% for pineapples and “other melons” to 

more than 60% for sugar beets, grapes, beans, fruits, 

and carrots and turnips.  

Determining the monetary benefit of atmospheric 

CO2 enrichment on historic crop production begins 

by calculating the increased annual yield for each 

crop due to each year’s increase in atmospheric CO2 

concentration above the baseline value of 280 ppm 

that existed at the beginning of the Industrial 

Revolution. Illustrating this process for wheat, in 

1961 the global yield of wheat from the FAOSTAT 

database was 10,889 hectograms per hectare 

(Hg/Ha), the atmospheric CO2 concentration was 
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317.4 ppm, representing an increase of 37.4 ppm 

above the 280 ppm baseline, and the CO2 growth 

response factor for wheat as listed in Figure 3.3.3.2 is 

34.9% for a 300 ppm increase in CO2. To determine 

the impact of the 37.4 ppm rise in atmospheric CO2 

on 1961 wheat yields, the wheat-specific CO2 growth 

response factor of 34.9% per 300 ppm CO2 increase 

(mathematically written as 34.9%/300 ppm) is 

multiplied by the 37.4 ppm increase in CO2 that has 

occurred since the Industrial Revolution. The 

resultant value of 4.35% indicates the degree by 

which the 1961 yield was enhanced above the 

baseline yield value corresponding to an atmospheric 

CO2 concentration of 280 ppm.  

The 1961 yield is then divided by this relative 

increase (1.0435) to determine the baseline yield in 

Hg/Ha (10,889/1.0435 = 10,435). The resultant 

baseline yield amount of 10,435 Hg/Ha is subtracted 

from the 1961 yield total of 10,889 Hg/Ha, revealing 

that 454 Hg/Ha of the 1961 yield was due to the 

37.4 ppm rise in CO2 since the start of the Industrial 

Revolution. Similar calculations are then made for 

each of the remaining years in the 50-year period, as 

well as for each of the 44 remaining crops accounting 

for 95% of global food production.  

The next step is to determine what percentage of 

the total annual yield of each crop in each year was 

due to CO2. This is accomplished by taking the 

results calculated in the previous step and dividing 

them by the corresponding total annual yields. For 

example, using the calculations for wheat from 

above, the 454 Hg/Ha yield due to CO2 in 1961 was 

divided by the total 10,889 Hg/Ha wheat yield for 

that year, revealing that 4.17% of the total wheat 

yield in 1961 was due to the historical rise in 

atmospheric CO2. Again, such percentage 

calculations were completed for all crops for each 

year in the 50-year period 1961–2011.  

Knowing the annual percentage influences of 

CO2 on all crop yields (production per Ha), the next 

step is to determine how that influence is manifested 

in total crop production value. This is accomplished 

by multiplying the CO2-induced yield percentage 

increases by the corresponding annual production of 

each crop, and by then multiplying these data by the 

gross production value (in constant 2004–2006 U.S. 

dollars) of each crop per metric ton, which data were 

obtained from the FAOSTAT database. The end 

result of these calculations becomes an estimate of 

the annual monetary benefit of atmospheric CO2 

enrichment (above the baseline of 280 ppm) on crop 

production since 1961. These findings appear in 

Figure 3.3.3.3. 

As can be seen from Figure 3.3.3.3, the benefit of 

Earth’s rising atmospheric CO2 concentration on 

global food production is enormous. Such benefits 

over the period 1961–2011 amounted to at least 

$1.8 billion for each of the 45 crops examined; and 

for nine of the crops the monetary increase due to 

CO2 over this period was well over $100 billion. The 

largest of these benefits is noted for rice, wheat, and 

grapes, which saw increases of $579 billion, 

$274 billion, and $270 billion, respectively. 

Figure 3.3.3.4 plots the rise in the annual total 

monetary value of the CO2 benefit for all 45 crops 

over the 50-year period from 1961 to 2011. The 

curve rises because the CO2 effect each year must be 

examined relative to the baseline value of 280 ppm. 

Thus, the CO2 benefit is getting larger each year as 

the atmospheric CO2 level rises. At 410 ppm presently, 

the CO2 effect is 40 percent greater now than it was 

around the turn of the twentieth century. Whereas the 

annual value of the CO2 benefit amounted to 

approximately $18.5 billion in 1961, by the end of 

the record it had grown to more than $140 billion 

annually. Projecting the line forward to 2015 (not 

shown in the figure) puts the annual benefit at 

approximately $170 billion. Summing these annual 

benefits across the 50-year time period of 1961–

2011, as is done in Figure 3.3.3.3, shows the 

cumulative CO2-induced benefit on global food 

production since 1961 is $3.2 trillion. 

In conclusion, aerial fertilization by higher levels 

of CO2 increased the monetary value of crop 

production by approximately $170 billion in 2015 

and the benefit is rising every year. The cumulative 

economic value of aerial fertilization since 1961 is 

more than $3.2 trillion. This is a major benefit to 

human prosperity and well-being due to the use of 

fossil fuels. 
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Figure 3.3.3.3 
Annual average monetary value of CO2 aerial fertilization on global crop production from 1961–
2011 (in constant 2004–2006 U.S. dollars) 
 

 
 
“Nes” is “not elsewhere specified.” “Clem.” is clementines. Source: Adapted from Idso, 2013a, Table 3, p. 11. 

 
 

Figure 3.3.3.4  
Annual monetary value of CO2 aerial fertilization on global crop production for 45 crops from 
1961 to 2011 
 

 
 
Source: Idso, 2013a, Figure 1, p. 12. 
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3.3.4 Future Value of Aerial Fertilization 

Over the period 2012 through 2050, the 

cumulative global economic benefit of aerial 

fertilization will be approximately 

$9.8 trillion. 

 

Future monetary benefits of rising atmospheric CO2 

concentrations on crop production also can be 

estimated. The methodology for doing so is slightly 

different from that used in calculating the historic 

values. In explaining these methods, sugar cane will 

serve as the example.  

First, the 1961–2011 historic yield data for sugar 

cane are plotted as the blue line in Figure 3.3.4.1. The 

portion of each year’s annual yield due to rising 

atmospheric CO2, as per calculations described in 

Section 3.3.3, are presented as the green line. The 

annual yield due to rising CO2 is subtracted from total 

annual yield to generate the red line, which is the 

contribution of everything else that tended to 

influence crop yield over that time period. Although 

many factors play a role in determining the 

magnitude of this latter effect, it is referred to here as 

the techno-intel effect, as it derives primarily from 

continuing advancements in agricultural technology 

and scientific research that expands our knowledge or 

intelligence base. For the most part, these advances 

were part of the three Industrial Revolutions 

discussed in Section 3.2. 

As depicted in Figure 3.3.4.1, the relative 

influence of atmospheric CO2 on the total yield of 

sugar cane is increasing with time. This fact is further 

borne out in Figure 3.3.4.2, where techno-intel yield 

values are plotted as a percentage of total sugar cane 

yield. Whereas the influence of technology and 

intelligence accounted for approximately 96% of the 

observed yield values in the early 1960s, by the end 

of the record in 2011 it accounted for only 89%. 

The three trends revealed in Figure 3.3.4.1 can be 

projected forward to the year 2050 using a second-

order polynomial fitted to the data. The results are 

depicted in Figure 3.3.4.3. By knowing the annual 

total yield, as well as the portion of the annual total 

yield that is due to the techno-intel effect between 

2012 and 2050, the part of the total yield that is due 

to CO2 can be calculated by subtracting the difference 

between them. These values appear in the figure as 

the dashed green line. 

Linear trends for each crop’s 1961–2011 

production data were next extended forward in time 

to provide projections of annual production values 

through 2050. As with the historic calculations 

discussed in the previous section, these production 

values were multiplied by the corresponding annual 

percentage influence of CO2 on 2012–2050 projected 

crop yields. The resultant values were then multiplied 

by an estimated gross production value (in constant 

2004–2006 U.S. dollars) for each crop per metric ton. 

As there are several potential unknowns that may 

influence the future production value assigned to 

each crop, a simple 50-year average of the observed 

gross production values was applied over the period 

1961–2011. The ensuing monetary values for each of 

the 45 crops over the period 2012 through 2050 are 

listed in Figure 3.3.4.4. 

The economic benefit of aerial fertilization by 

CO2 can be expressed as an annual benefit per ton of 

CO2 emitted by the combustion of fossil fuels. This is 

accomplished by dividing the annual dollar benefit of 

CO2 on global food production by annual global CO2 

emissions. The resultant values are plotted in Figure 

3.3.4.5. The social benefit was near $2 per ton of CO2 

emitted during the 1960s and 1970s. Thereafter, it 

rose in linear fashion to a value of $4.14 at the end of 

the record. Although comparisons of the social 

benefits and costs of fossil fuels are not discussed in 

this chapter (they are taken up in Chapter 8), we note 

our estimate of the annual benefit of aerial 

fertilization in 2010, $4.14, is similar to EPA’s 

Interagency Working Group’s (IWG) 2010 estimate, 

$4.70, of the “social cost of carbon” using a 5% 

discount rate (IWG, 2010). This is remarkable because 

http://www.co2science.org/education/reports/co2benefits/MonetaryBenefitsofRisingCO2onGlobalFoodProduction.pdf
http://www.co2science.org/education/reports/co2benefits/MonetaryBenefitsofRisingCO2onGlobalFoodProduction.pdf
http://www.co2science.org/education/reports/co2benefits/MonetaryBenefitsofRisingCO2onGlobalFoodProduction.pdf
http://www.co2science.org/education/reports/co2benefits/MonetaryBenefitsofRisingCO2onGlobalFoodProduction.pdf
http://www.co2science.org/data/plant_growth/plantgrowth.php
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Figure 3.3.4.1 
Sources of increasing sugar cane yields from 1961 to 2011 
 

 
 
Source: Idso, 2013, Figure 2, p. 13. 

 
 

Figure 3.3.4.2 
Percentage of the total annual yield of sugar cane from 1961 to 2011 attributable to the techno-
intel effect 
 

 
 
Source: Idso, 2013, Figure 3, p. 14. 
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Figure 3.3.4.3 
Historical and projected increases in total yield and the portion of the total yield due to the 
techno-intel and CO2 effects from 2012 to 2050 
 

 
 
Source: Idso, 2013, Figure 4, p. 13.
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Figure 3.3.4.4 
Monetary benefit (in 2004–2006 $) of Earth’s rising atmospheric CO2 concentration on 45 crops 
for the period 2012–2050 
  

 
 
Source: Adapted from Idso, 2013, Table 4, p. 17.
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Figure 3.3.4.5 
Economic benefits of aerial fertilization of CO2 in $ per ton of CO2 emissions, 1961 to 2010 
 

 
 
Source: Calculations from data in Idso, 2013. 

 
 

it means the economic benefits of aerial fertilization 

alone will offset nearly all the projected social costs 

forecast by IWG 

Figure 3.3.4.4 reveals a tremendous future 

economic benefit of Earth’s rising atmospheric CO2 

concentration. Over the period 2012 through 2050, 

the cumulative benefit is $9.8 trillion, much larger 

than the $3.2 trillion that was observed in the longer 

50-year historic period of 1961–2011. 

By incorporating the additional CO2-induced 

productivity benefits realized by the timber industry, 

along with those experienced outside the human 

timber and agricultural industries – i.e., the rest of the 

plants existing and sustaining wild nature – it is likely 

that this CO2-induced productivity benefit is 

sufficient to completely overpower all the 

hypothetical human welfare damages forecast by the 

IPCC.  
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3.3.5 Proposals to Reduce CO2 Emissions 

Reducing global CO2 emissions by 28% from 

2005 levels, the reduction President Barack 

Obama proposed in 2015 for the United 

States, would reduce aerial fertilization 

benefits by $78 billion annually. 

 

In 2015, the Obama administration proposed 

reducing CO2 emissions by 28% below 2005 levels 

(Showstack, 2015). While that proposal would have 

applied only to the United States, other countries are 

contemplating similar or larger emission reductions. 

What effect would a global 28% reduction of CO2 

http://www.co2science.org/education/reports/co2benefits/MonetaryBenefitsofRisingCO2onGlobalFoodProduction.pdf
http://www.co2science.org/education/reports/co2benefits/MonetaryBenefitsofRisingCO2onGlobalFoodProduction.pdf
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emissions have on the aerial fertilization benefits 

discussed above? 

Globally, 29.7 billion tons of CO2 were emitted 

in 2005. A 28% reduction would drop annual 

emissions to 21.4 billion tons, a value last seen more 

than 30 years ago, in 1987. As shown in Figure 

3.3.4.5, the social benefit of CO2 from increased 

agricultural productivity amounted to $2.65 per ton 

of CO2 emitted at that time, meaning the world would 

lose a minimum of $1.49 per ton of CO2 in benefits 

($4.14, the value in 2010, minus $2.65, the value in 

1987), or $78 billion annually. 

The decline in aerial fertilization by CO2 caused 

by mandated emission reductions could cause food 

shortages in countries that presently have only 

limited food supplies, causing malnutrition and 

starvation, and possibly igniting conflict and war. 

There is no reason to believe advocates of reducing 

the use of fossil fuels have taken this into 

consideration. 

 

* * * 

 

The world’s rising population and prosperity 

since the start of widespread use of fossil fuels have 

led to rising CO2 emissions and likely contribute to 

rising CO2 concentrations in the atmosphere. This 

development has benefited food production, creating 

an economic value calculated here of $3.2 trillion 

from 1961 to 2011, annual benefits as of 2015 of 

approximately $170 billion, and cumulative 

anticipated benefits worth $9.8 trillion over the 

period 2012 through 2050. 

The economic benefits of aerial fertilization 

alone will offset nearly all the social costs forecast by 

climate change activists, even granting their highly 

dubious assumptions and methodologies. Reducing 

global CO2 emissions by 28% from 2005 levels, the 

target President Barack Obama proposed for the 

United States in 2015, would reduce aerial 

fertilization benefits by $78 billion annually. 
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3.4 Why Fossil Fuels? 

Fossil fuels – coal, oil, and natural gas – 

replaced alternative energy sources because 

they have a higher power density than any 

substitute except nuclear power and are in 

abundant supply, flexible, and inexpensive. 

 

Fossil fuels have four qualities that made them 

uniquely suited to fuel the three industrial revolutions 

that created modernity: they are (1) able to deliver 

more power per unit of space (energy density) than 

any competing fuel except nuclear power, (2) 

available in sufficient supply to meet human needs, 

(3) flexible enough to support dispatchable power 

generation in a wide range of circumstances, and (4) 

so inexpensive that they make electricity and 

transportation affordable for even low-income 

households. These qualities enabled fossil fuels to 

displace other resources that were less dense, in 

shorter supply, less flexible, and more expensive. 

These qualities also explain why fossil fuels continue 

to dominate the global energy supply today. 

 

3.4.1 Power Density 

Fossil fuels have higher power density than 

all alternative energy sources except nuclear 

power. 

 

Power density was defined in Section 3.1 as energy 

flow per unit of time, which can be measured in 

joules per second (watts) divided by a unit of space, 

as in watts per square meter or W/m
2
. When energy 

sources are ranked by their relative power density, as 

shown in Figure 3.4.1.1, it quickly becomes clear that 

fossil fuels dominate all fuels except nuclear power. 

A natural gas well, for example, is nearly 50 times 

more power-dense than a wind turbine, more than 

100 times as dense as a biomass-fueled power plant, 

and 1,000 times as dense as corn ethanol. Coal (not 

shown in the figure) has an energy density 50% to 

75% that of oil, still far superior to solar, wind, and 

biofuels (Layton, 2008; Smil, 2010). 

According to Smil (2016), “fossil fuels are 

enormously concentrated transformations of biomass, 

and hence the power densities associated with their 

extraction are unrivaled by any other form of 

terrestrial energy” (p. 97). Smil also notes, 

“Obviously, the higher the density of an energy 

resource, the lower are its transportation (as well as 

http://www.co2science.org/education/reports/co2benefits/MonetaryBenefitsofRisingCO2onGlobalFoodProduction.pdf
http://www.co2science.org/education/reports/co2benefits/MonetaryBenefitsofRisingCO2onGlobalFoodProduction.pdf
http://www.co2science.org/education/reports/co2benefits/MonetaryBenefitsofRisingCO2onGlobalFoodProduction.pdf
http://www.co2science.org/education/reports/co2benefits/MonetaryBenefitsofRisingCO2onGlobalFoodProduction.pdf
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Figure 3.4.1.1 
Relative power density 
 
W/m

2
  Energy Sources 

 
56   nuclear 
53   natural gas well 
28   gas stripper well 
27   oil stripper well (10 barrels/day) 
6.7   solar PV 
5.5   oil stripper well (2 barrels/day) 
1.2   wind turbine 
0.4   biomass-fueled power plant 
0.05  corn ethanol 

 
Source: Bryce, 2010, p. 93. See sources in original. 

 
 

storage) costs, and this means that its production can 

take place farther away from the centers of demand. 

Crude oil has, at ambient pressure and temperature, 

the highest energy density of all fossil fuels (42 Gj/t), 

and hence it is a truly global resource, with 

production ranging from the Arctic coasts to 

equatorial forests and hot deserts” (Ibid., p. 12). 

High power density explains why a basket of coal 

light enough for a single person to carry can heat a 

home for an entire day and night even in the cold of 

winter, and why the lights did not go out in New 

England states in the United States during the 

exceptionally frigid winter of 2013–2014. It explains 

how a car can travel more than 300 miles on a 13-

gallon tank of gasoline, and how a pipe less than one 

inch in diameter can provide enough natural gas to 

meet the cooking, heating, and hot water needs of 

even large homes. High power density explains why 

jet airplanes powered by kerosene can make non-stop 

ocean-crossing trips and how ships can make 

similarly long trips without having to stop at ports. 

High power density means fossil fuels can be 

conveniently stockpiled near where they will be used, 

making them less vulnerable to supply interruptions 

(National Coal Council, 2014; U.S. Department of 

Energy, 2017). All of these features produce huge 

economic benefits. 

The uranium used in nuclear reactors has an 

energy density even higher than fossil fuels (80,620 

GJ/kg), but the facilities needed to harness that power 

reduce its power density to closer to that of fossil 

fuels, as shown in Figure 3.4.1.1. Unjustified public 

concern over the safety of nuclear power, fueled by 

environmental advocacy groups and yellow 

journalism, has slowed or stopped the expansion of 

nuclear power in the United States and in most other 

parts of the world, though not in China (Hibbs, 

2018).  
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3.4.2 Sufficient Supply 

Fossil fuels are the only sources of fuel 

available in sufficient quantities to meet the 

needs of modern civilization.  

 

Bithas and Kalimeris (2016) write, 

The milestone that determined the transition 

from the organic economy to the fossil fuel 

economy, the invention that characterized the 

era called “The Industrial Revolution,” was 

the steam engine. The unique process that the 

steam engine initiated was the conversion of 

chemical energy (heat) into mechanical 

energy (motion) (McNeill, 2000). The 

biomass energy stocks accumulated in the 

http://www.usclcorp.com/news/energy-docs/A%20Comparison%20of%20Energy%20Densities.pdf
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earth’s crust for hundreds of millions of years 

were now available to serve human needs for 

the first time in mankind’s history, to such an 

extent that the dawn of the fossil fuel era was 

about to begin (p. 7). 

Three figures appearing earlier in this chapter, 

Figures 3.1.4.1, 3.1.4.3, and 3.2.1.1, illustrated how 

fossil fuels were able to produce the enormous 

amounts of energy required globally and in the 

United States since the beginning of the industrial 

age. According to the U.S. Energy Information 

Administration (EIA, 2018), fossil fuels supplied 

78% of total U.S. primary energy in 2017 and 

according to the International Energy Agency (IEA, 

n.d.) they supplied 81% of global energy use in 2016.  

Fossil fuels quickly supplanted wood as the 

preeminent form of energy, rescuing millions of acres 

of forests from logging. Fossil fuels supply, as wood 

never could, the vast amount of energy needed by 

businesses using new labor-saving technologies and 

urban centers needing fuels for home and business 

heating, cooling, and lighting. Without ample 

supplies of coal, electrification of many processes 

from manufacturing to home heating, cooking, and 

laundry would not have taken place. Wood, wind 

turbines, and biofuels (and more recently solar PV 

panels) could not and still cannot provide more than a 

small fraction of total energy needs. 

The demand for energy is expected to grow 

dramatically in the years ahead. According to the 

International Energy Agency (IEA, 2017), even in its 

“New Policies Scenario” which assumes subsidies 

and tax policies that discriminate against fossil fuels 

and raise the price of energy, global energy needs 

still expand by 30% between today and 2040. “This 

is the equivalent of adding another China and India to 

today’s global demand,” the authors write. “A global 

economy growing at an average rate of 3.4% per 

year, a population that expands from 7.4 billion today 

to more than 9 billion in 2040, and a process of 

urbanisation that adds a city the size of Shanghai to 

the world’s urban population every four months are 

key forces that underpin our projections. The largest 

contribution to demand growth – almost 30% – 

comes from India, whose share of global energy use 

rises to 11% by 2040 (still well below its 18% share 

in the anticipated global population).” Figure 3.4.2.1 

illustrates where the biggest increases in energy 

demand are expected to occur between 2016 and 

2040. Note that according to the IEA, energy demand 

in the United States, Europe, and Japan is projected 

to decline. 

The growing population and per-capita incomes 

of a prosperous world underscore the importance of 

having an ample supply of high-quality energy. 

However, since supplies of fossil fuels are thought to 

be exhaustible (though there are theories to the 

contrary, see Gold (1992, 1999) and Colman et al. 

(2017)), some fear the possibility of eventual 

depletion. Similar fears were raised by economist 

William Stanley Jevons in an 1865 book ominously 

titled The Coal Question; An Inquiry Concerning the 

Progress of the Nation, and the Probable Exhaustion 

of Our Coal Mines. During the 1970s, environmental 

advocacy groups such as the Sierra Club and Club of 

Rome and even national governments proclaimed 

fossil fuels would run out or be in short supply by the 

turn of the century (Holdren, 1971; Meadows et al., 

1972; Joint Economic Committee, 1980). Pessimists 

who have followed Jevons’ lead are still prominent 

(e.g., Gore, 1992, 2007; Klare, 2012), but their 

predictions have repeatedly been found to be wrong 

(e.g., Simon, 1999; Bailey, 2015; Pinker, 2018; and 

many others). Commenting on such predictions, 

Clayton (2013) wrote, 

The logic appears unimpeachable at first 

glance. But it’s wrong. The prices of raw 

materials have not traveled the path this story 

would predict for any traded commodity 

once inflation is factored in, over long 

stretches of time. One of the most powerfully 

counter-intuitive and empirically conclusive 

findings in economic history is that the real 

prices of nearly all major resources have 

actually trended lower over very long periods 

of time, even if they’re produced at higher 

and higher rates. (Oil, once OPEC got 

involved, is the glaring exception. But even 

oil prices since OPEC came about haven’t 

simply climbed higher and higher as global 

consumption has grown.) Though non-

renewable commodity prices can rise steeply 

over years or even decades when supply and 

demand conditions warrant, over the 

centuries they’ve tended to decline after 

adjusted for inflation. 

According to the U.S. Energy Information 

Administration, as of December 31, 2014, total world 

proven recoverable reserves of coal were about 

1.2 trillion short tons, enough to last for centuries at 

projected rates of demand. In the United States alone,  
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Figure 3.4.2.1 
Change in primary energy demand, 2016–2040 (Mtoe) 

 
Source: IEA, 2017.

 
 

estimated recoverable reserves of coal totaled 

254,896 million short tons, enough to last about 348 

years. EIA estimates that as of January 1, 2016, there 

were an estimated 6,879 trillion cubic feet (Tcf) of 

total world proven reserves of gross natural gas. The 

United States had 2,462 Tcf of technically 

recoverable resources of dry (consumer-grade) 

natural gas, enough to last about 90 years, with 

advancing technology (such as the combination of 

horizontal drilling and hydraulic fracturing) and 

higher prices likely to make that reserve last for 

decades or even centuries (EIA, n.d.). In short, if 

humanity ever stops using fossil fuels it will not be 

because the supply ran out. 

One sign of fossil fuels’ continued abundance is 

its relatively stable price. According to the U.S. 

Energy Information Administration (EIA, 2018), 

“U.S. energy expenditures declined for the fifth 

consecutive year [in 2016], reaching $1.0 trillion in 

2016, a 9% decrease in real terms from 2015. 

Adjusted for inflation, total energy expenditures in 

2016 were the lowest since 2003. Expressed as a 

percent of gross domestic product (GDP), total 

energy expenditures were 5.6% in 2016, the lowest 

since at least 1970.” In the nearly half-century since 

Holdren, Meadows, and others warned of an 

imminent energy crisis, total U.S. energy 

consumption rose 44% (from 67.8 quadrillion Btu in 

1970 to 97.4 in 2016), yet spending on energy as a 

percentage of GDP did not increase at all. If fossil 

fuels – responsible for some 78% of U.S. energy 

supply – were becoming scarce, their prices would be 

rising relative to other goods and services.  

It is not only fossil fuels whose supply is 

probably inexhaustible. According to Clayton, “Raw 

materials prices show a secular deterioration relative 

to manufactured goods over long stretches of time. 

Since 1871, the Economist industrial commodity-

price index has sunk to roughly half its value in real 

terms, seeing average annual compound growth of -

0.5% per year over the ensuing 140 years. Even after 

the boom years of the 2000s – in 2008, for instance, 

as commodity indexes soared, the Economist index 

never climbed more than halfway above where it 

stood 163 years earlier, in real terms” (Ibid.). As 

explained in Chapter 1, the prices of scarce goods do 

not fall over time. Fossil fuels are becoming more, 

not less, abundant with time. 

“The exhaustion of fossil fuels on the global 

scale is not imminent,” wrote McNeill (2000). 

“Predictions of dearth have proved false since the 

1860s. Indeed, quantities of proven reserves of coal, 
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oil, and natural gas tended to grow faster than 

production in the twentieth century. Current 

predictions, which will be revised, imply several 

decades before oil or gas should run out, and several 

centuries before coal might. We can continue to live 

off the accumulated geologic capital of the eons for 

some time to come – if we can manage or accept the 

pollution caused by fossil fuels.” 
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3.4.3 Flexibility 

Fossil fuels provide energy in the forms 

needed to make electricity dispatchable 

(available on demand 24/7) and they can be 

economically transported to or stored near 

the places where energy is needed.  

 

Following their high power density and sheer 

abundance, the third reason fossil fuels have been the 

fuel of choice since the beginning of the Industrial 

Revolution is their flexibility. Fossil fuels can be 

economically transported to or stored near the places 

where energy is needed and they can power 

technologies able to generate electricity on demand 

24 hours a day, seven days a week. This feature is 

extremely valuable because modern economies 

require a constant supply of electricity 24/7, not just 

when the sun shines and the wind blows (Clack et al., 

2017). Electric grids need to be continuously 

balanced – energy fed into the grid must equal energy 

leaving the grid – which requires dispatchable (on-

demand) energy and spinning reserves (Backhaus and 
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Chertkov, 2013; Dears, 2015). Today, only fossil 

fuels and nuclear power can provide dispatchable 

power in sufficient quantities to keep grids balanced. 

Coal, the fossil fuel that takes the solid form, can 

be safely mined, processed, transported in railcars, 

and stored in outdoor piles until it needs to be used. 

Its inexpensive storage capacity makes it the fuel of 

choice for electricity generation (Stacy and Taylor, 

2016). Even natural gas is more vulnerable to supply 

interruptions than is coal, and both are more reliable 

than alternatives except for nuclear energy (U.S. 

Department of Energy, 2017; Bezdek, 2017). 

Oil, the liquid fossil fuel, is ideal for autonomous 

transportation vehicles such as cars, trucks, airplanes, 

and ships. Smil (2016) was quoted earlier in this 

chapter saying “crude oil has, at ambient pressure and 

temperature, the highest energy density of all fossil 

fuels (42 Gj/t), and hence it is a truly global resource, 

with production ranging from the Arctic coasts to 

equatorial forests and hot deserts.” Oil’s superior 

properties are apparent when modern forms of 

transportation are compared to those powered by 

wind (schooners) and biofuels (horses and horse-

drawn carriages). It is also superior to hydrogen, 

which sometimes is proposed as a substitute for 

gasoline for transportation uses. Hydrogen gas is 

highly flammable and will explode at concentrations 

in air ranging from 4% to 75% by volume in the 

presence of a flame or a spark. Because hydrogen is 

so light it must be stored under pressure, introducing 

more cost, weight, and risk, and this is difficult to do 

because hydrogen embrittles many metals. A typical 

automobile gas tank holds 15 gallons of gasoline 

weighing 90 pounds, while the corresponding 

hydrogen tank would need to hold 60 gallons and 

would need to be insulated (McCarthy, 2005). 

Natural gas, the fossil fuel in a gaseous state, is 

ideal for home heating and cooking since it burns so 

cleanly that it causes little indoor air pollution. 

Natural gas is typically compressed to about 15 times 

atmospheric pressure for pipeline distribution over 

many hundreds of miles, making it instantly available 

when needed to produce electricity or meet other 

energy needs. Pipeline pressure is reduced to about 

30% over atmospheric pressure at a customer’s 

home, making it safe for use by furnaces, water 

heaters, and stoves. Pipelines allow natural gas to be 

economically transported to areas that are far 

removed from well sites and where on-site storage of 

coal or oil would be uneconomical. The unique 

features of natural gas make it superior to coal or oil 

for specific applications, while offering the high 

energy density, abundant supply, and “always on” 

availability that make it superior to other alternatives 

(Hayden, 2015). 

High-pressure natural gas lines, transporting gas 

over long distances, have much lower loss of energy 

per unit of energy transported than high-voltage 

electric lines. A gas line is often buried in the ground, 

with a narrow safety zone around it, whereas high-

voltage power systems require wide clearances in 

forests and rural areas above ground. 
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3.4.4 Inexpensive 

Fossil fuels in the United States are so 

inexpensive that they make home heating, 

electricity, and transportation affordable for 

even low-income households.  

 

The most dense, abundant, and flexible energy source 

in the world would be little used if it came at a price 

so high that few people could afford to use it. Fossil 

fuels do not suffer from this hypothetical problem. 

Coal, oil, and natural gas are often the least expensive 

sources of energy for many applications. Despite the 
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enormous contribution of energy to industry and 

quality of life, total energy expenditures in the United 

States were only 5.6% of GDP in 2016 (EIA, 2018). 

The U.S. average energy price was $15.92 per 

million British thermal units (MBtu) in 2016. 

Expenditures on electricity accounted for 74% of 

residential expenditures, 80% of commercial 

expenditures, and 37% of industrial expenditures. 

(Ibid.).  

Electricity for home and industrial uses in the 

United States, where fossil fuels produce 78% of 

electricity, is less expensive than in many other parts 

of the world, where taxes, regulations, and forced 

reliance on alternative energies have artificially 

inflated its price. According to the National Coal 

Council (2014), “in 2013 the average price of 

residential and industrial electricity in the U.S. was 

one-half to one-third the price of electricity in 

Germany, Denmark, Italy, Spain, the UK, and 

France” (p. 1 referencing Table B-1). 

Except in areas near hydroelectric dams and in 

some cases nuclear power facilities, electricity 

generated by fossil fuels is almost always less 

expensive than alternatives. Since this is a 

contentious issue, it is discussed in detail in Section 

3.5.4. Here we can focus on why fossil fuels are able 

to generate electricity so much less expensively than 

alternatives (except nuclear power).  

The efficiencies of converting natural resources 

to energy and then using that energy differ 

dramatically from place to place and depend on many 

variables. Using hydroelectric power to generate 

electricity in the Pacific Northwest, for example, is 

more efficient than using coal or natural gas due to its 

abundant availability, while coal and natural gas are 

better choices in the Midwest where hydroelectric 

power opportunities are more limited. Nevertheless, 

it is possible to estimate and rank fuels by their 

average or typical energy return on investment 

(EROI), which is the amount of useful energy a fuel 

yields divided by how much energy is required to 

produce it. This calculation reveals the superior 

efficiency of fossil fuels compared to alternative 

energies and the reason they are so much more 

affordable. 

Kiefer (2013) conducted a thorough literature 

review of the EROIs for 12 fuels in the United States. 

Figure 3.4.4.1 reproduces the graph showing his 

results, with EROI scores on the vertical axis and the 

amount of energy each fuel produced in 2010 on the 

horizontal. According to Kiefer,  

[C]urrent petroleum diesel and gasoline 

production EROIs are variously estimated 

between 10:1 and 20:1. A conservative 

approach least favorable to petroleum is to 

postulate an 8:1 EROI, which represents the 

lowest value calculated since 1920. An 8:1 

EROI means that one barrel of liquid fuel 

energy input can support the exploration, 

drilling, extraction, and refining of enough 

crude oil to make eight new barrels of liquid 

fuel energy – which for petroleum happens to 

come with a bonus of one barrel of chemical 

feedstock for plastics, lubricants, organic 

compounds, industrial chemicals, and asphalt 

(p. 124). 

Figure 3.4.4.1 illustrates the high efficiency of 

coal (for electricity production), natural gas, and 

petroleum relative to that of any other source of 

energy save hydroelectric, the supply of which is 

limited by geography and opposition to the 

construction of new dams, and nuclear, to which 

opposition is also fierce. Wind and solar are seen as 

having highly variable EROIs, extending below 1:1 

at their low points (meaning they consume more 

energy during production than they release when 

used) and reaching the EROIs achieved by fossil 

fuels only in their best circumstances. Ethanol and 

biodiesel fuels barely reach a 3:1 EROI and often are 

below 1:1. The figure also demonstrates, by their 

position to the right of all other fuels, how fossil fuels 

dominate the supply of energy in the United States. 

More evidence of the affordability of fossil fuels 

can be seen in Figure 3.4.4.2, which plots electricity 

prices in the 50 U.S. states against the percentage of 

electric power produced with coal in each of those 

states. Except for a few states where hydropower 

produces inexpensive energy, the price of electricity 

is lowest in states where coal is the preeminent 

source of electric power. 

 

 

* * * 

 

In conclusion, fossil fuels produce 81% of the 

primary energy consumed globally and 78% in the 

U.S due to four characteristics: power density, 

abundant supply, flexibility, and low cost. These are 

the reasons fossil fuels were indispensable to the 

creation of Modernity, to the electrification of the 

world, and to the dramatic improvement in human 

well-being.  
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Figure 3.4.4.1 
Energy return on investment (EROI) of U.S. energy sources 
 

 

 
Min EROI for Growth (6:1) is minimum EROI historically required by the U.S. economy to avoid economic 
recessions. Min EROI for Survival (3:1) is the minimum quality a raw energy feedstock must have to overcome 
production costs and conversion losses and still deliver positive net energy to modern civilization. Note the 
vertical axis is a logarithmic scale, equal differences in order of magnitude are represented by equal distances 
from the value of 1. Source: Kiefer, 2013, p. 120. Sources appear in author’s footnotes 21–24 on p. 143. 

 

 
 
Figure 3.4.4.2 
Relationship between coal generation and retail electricity prices by state 
 

 
 
Source: Bezdek, 2014, p. 10, citing U.S. Energy Information Administration, Electric Power Monthly, August 2013. 
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3.5 Alternatives to Fossil Fuels 

Could today’s level of global prosperity be sustained 

without fossil fuels? The United Nations’ 

Intergovernmental Panel on Climate Change (IPCC) 

claims that avoiding a climate catastrophe requires 

“substantial cuts in anthropogenic GHG emissions by 

mid-century through large scale changes in energy 

systems and potentially land use (high confidence)” 

and “emissions levels near zero GtCO2eq or below in 

2100” (IPCC, 2014, pp. 10, 12). (Emissions can 

supposedly fall to below zero through the use of 

“carbon dioxide removal technologies.”) The IPCC 

estimates the cost of reducing emissions to meet 

these goals would be 1% to 4% (median: 1.7%) of 

global GDP in 2030, 2% to 6% (median: 3.4%) in 

2050, and 3% to 11% (median: 4.8%) in 2100 

relative to consumption in baseline scenarios (Ibid., 

pp. 15–16, text and Table SPM.2).  

The IPCC’s belief that human greenhouse gas 

emissions must be reduced to “near zero or below” to 

avoid a climate catastrophe is simply wrong, as 

shown by the science reviewed in Chapter 2 and 

elsewhere in this volume. There is no impending 

climate crisis that requires such action. Also wrong is 

the IPCC’s claim that the cost of such a draconian 

reduction in the use of fossil fuels would be only a 

few percentage points of baseline global GDP. 

Modern civilization relies on quantities and qualities 

of energy that only fossil fuels can deliver. 

Alternative energies such as wind turbines, solar PV 

cells, and biofuels do not have the features that made 

fossil fuels the fuel of choice for the past two 

centuries – high density, abundant supply, flexibility, 

and low cost. The apparent cost of a forced transition 

would be far more than the IPCC’s estimates, and the 

opportunity cost would be greater still. 
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3.5.1 Low Power Density 

The low power density of alternatives to 

fossil fuels is a crippling deficiency that 

prevents them from ever replacing fossil fuels 

in most applications. 

 

“The fundamental problem with both wind and 

biofuels,” writes Bryce, “is that they are not dense. 

Producing significant quantities of energy from either 

wind or biomass simply requires too much land. The 

problem is not one of religious belief, it’s simple 

math and basic physics” (Bryce, 2014, p. 212). “The 

punch line,” he writes, is this: 

[E]ven if we ignore wind energy’s incurable 

intermittency, its deleterious impact on 

wildlife, and how 500-foot-high wind 

turbines blight the landscape and harm the 

landowners who live next to them, its paltry 

power density simply makes it unworkable. 

Wind-energy projects require too much land 

and too much airspace. In the effort to turn 

the low power density of the wind into 

electricity, wind turbines standing about 150 

meters high [492 feet] must sweep huge 

expanses of air. (A 6-megawatt offshore 

turbine built by Siemens sports turbine 

blades with a total diameter of 154 meters 

[505 feet] that sweep an area of 18,600 

square meters [200,209 square feet]. That 

sweep area is nearly three times the area of a 

regulation soccer pitch.) By sweeping those 

enormous expanses of air, wind turbines are 
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https://www.instituteforenergyresearch.org/wp-content/uploads/2016/07/IER_LCOE_2016-2.pdf


 Climate Change Reconsidered II: Fossil Fuels 

342 

killing large numbers of bats and birds (Ibid., 

p. 212). 

Bryce estimates replacing U.S. coal-fired 

generation capacity in 2011 (300 gigawatts) with 

wind turbines at 1 watt per square meter would have 

required 300 billion square meters, roughly 116,000 

square miles (Bryce, 2014, pp. 217–218). Driessen, 

using a number of conservative assumptions, 

estimated using windmills to produce the same 

amount of energy as is currently produced globally 

by fossil fuels would require 14.4 million onshore 

turbines requiring some 570 million acres (890,625 

square miles), an area equal to 25% of the entire land 

area of the United States (30% of the lower 48 states) 

(Driessen, 2017). 

A study of the use of biofuels to replace fossil 

fuels conducted by the UK’s Energy Research Centre 

and published in 2011 found that replacing half of 

current global primary energy supply with biofuels 

would require an area ranging from twice to ten times 

the size of France. Replacing the entire current global 

energy supply with biofuels would require … 

an area of high yielding agricultural land the 

size of China. … In addition these estimates 

assume that an area of grassland and 

marginal land larger than India (>0.5Gha) is 

converted to energy crops. The area of land 

allocated to energy crops could occupy over 

10% of the world’s land mass, equivalent to 

the existing global area used to grow arable 

crops (Slade et al., 2011, p. vii). 

Kiefer (2013) wrote, “Biofuel production is a 

terribly inefficient use of land, and this can best be 

illustrated with power density, a key metric for 

comparing energy sources” (p. 131). Biodiesel and 

ethanol produced from soy and corn have power 

densities of only 0.069 and 0.315 W/m
2
 respectively, 

“300 times worse than the 90 W/m
2
 delivered by the 

average US petroleum pumpjack well on a two-acre 

plot of land” (Ibid.). Replacing the energy used by 

the United States each year just for transportation 

“would require more than 700 million acres of corn. 

This is 37% of the total area of the continental United 

States, more than all 565 million acres of forest, and 

more than triple the current amount of annually 

harvested cropland. Soy biodiesel would require 3.2 

billion acres – one billion more than all US territory 

including Alaska” (Ibid.).  

The power density estimates cited above 

probably underestimate the advantage fossil fuels 

have over renewable energies by not taking into 

account the resources needed to build wind turbines 

or the difficulty of transporting ethanol, which is 

corrosive and cannot be transported through 

pipelines. Concerning the former, Bryce (2010) 

reports, 

[E]ach megawatt of wind power capacity 

requires about 870 cubic meters of concrete 

and 460 tons of steel. For comparison, each 

megawatt of power capacity in a combined-

cycle gas turbine power plant … requires 

about 27 cubic meters of concrete and 3.3 

tons of steel. In other words, a typical 

megawatt of reliable wind power capacity 

requires about 32 times as much concrete and 

139 times as much steel as a typical natural 

gas-fired power plant (p. 90). 

Wind turbines are designed to last approximately 

35 years, and there is some evidence they frequently 

do not last that long (Hughes, 2012). It is unlikely 

that wind turbines generate enough energy in their 

lifetimes to recover the enormous amounts of energy 

used to create their enormous pads and the 

infrastructure needed to bring their power to 

businesses and consumers (Ibid.). Facts like these 

prompted even James Hansen, an outspoken global 

warming activist and former director of the NASA 

Goddard Institute for Space Studies, to admit in 2011 

that “suggesting that renewables will let us phase 

rapidly off fossil fuels in the U.S., China, India, or 

the world as a whole is almost the equivalent of 

believing in the Easter Bunny and Tooth Fairy” 

(Hansen, 2011, p. 5). 
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3.5.2 Limited Supply 

Wind, solar, and biofuels cannot be produced 

and delivered where needed in sufficient 

quantities to meet current and projected 

energy needs.  

 

Combined, geothermal, wind, solar, and other non-

hydro, non-biofuels contributed only 1.6% of global 

energy supplies in 2016 (IEA, n.d.). With the best 

locations for hydroelectric facilities already in use 

and public opposition to the building of new 

facilities, proposals to achieve a 100% renewable 

energy world rely on fantastic increases in energy 

from wind, solar, and biofuels or equally fantastic 

reductions in per-capita energy consumption, and 

more often a combination of the two.  

Renewable energy’s tiny installed capacity is not 

due to a lack of public taxpayer support; globally, 

hundreds of billions of dollars have been spent 

subsidizing solar and wind power generation. In the 

United States, many states even have laws mandating 

the public utilities pay premium prices to purchase 

power from solar and wind companies. Nor is the 

limited capacity of renewables a problem that can be 

solved by pouring more money into research and 

development, as was demonstrated in Section 3.1 and 

Figure 3.1.4.5. Rather, it is due to physical limitations 

inherent to renewable energies: 

 

 Low density: renewable energy’s low energy 

density would require unacceptably large areas 

be covered with wind turbines or solar panels, or 

planted in soy or corn destined to become 

ethanol, in order to meet even a fraction of total 

energy demand in the United States or in most 

other countries. Low density means limited 

supply because many areas cannot accommodate 

the massive industrial wind facilities or arrays of 

solar panels envisioned by their advocates 

(Bryce, 2010). 

 Intermittency: wind and solar power are 

intermittent, making their output of low or even 

no value to electric grid operators seeking 

dispatchable energy available 24/7. Wind and 

solar power require redundant coal or natural gas 

back-up generation capacity for when the wind 

does not blow and the sun does not shine, 

effectively doubling its cost (E.ON Netz, 2005). 

Ethanol must be trucked to refineries and end 

users because it corrodes pipelines, and its low 

BTU content makes it an undesirable 

transportation fuel. Wind and solar cannot supply 

power for ships or airplanes or in emergency 

situations during and after floods, winter storms, 

or natural disasters.  

 Expensive: Advocates of solar and wind power 

have claimed for decades that they are closing the 

price gap with fossil fuels, yet power from new 

investment in solar and wind (plus back-up 

power from natural gas) still costs approximately 

three times as much as power from existing long-

lived coal plants (Stacy and Taylor, 2016). 

Claims of cost parity invariably hide subsidies 

and tax breaks, ignore intermittency and the cost 

of integrating solar and wind into electric grids, 

and attribute fictional “social costs” to fossil 

fuels while ignoring the very real social costs 

imposed by wind turbines on people and on 

wildlife (Bezdek, 2014). 

Clack et al. (2017), critiquing a report by Mark 

Jacobson et al. (2015) claiming wind, solar, and 

hydropower could completely replace fossil fuels, 

illustrated how unrealistic Jacobson et al.’s forecast 

is with the graphic reproduced as Figure 3.5.2.1 

below. The graphic shows how achieving “100% 

decarbonization” in the United States would require a 

14-fold increase in wind, solar, and hydroelectric 

capacity additions (measured as watts per year per 

capita) versus the U.S. historical average every year 

from 2015 to 2047 and beyond. That expansion of 

capacity is not just unprecedented in the United 

States (as well as German) history, it is six times as 

much as has ever been added in any one year in U.S. 

history. 
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Figure 3.5.2.1 
Wind, solar, and hydroelectric capacity additions required in United States to achieve 100% 
decarbonization versus historical trends in United States, Germany, and China 
 

 

 
 
Source: Clack et al., 2017, Figure 4. 
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3.5.3 Intermittency 

Due to their intermittency, solar and wind 

power cannot power the revolving turbine 

generators needed to create dispatchable 

energy.  

 

Modern economies require a constant supply of 

electricity 24/7, not just when the sun shines and the 

wind blows. The grid needs to be continuously 

balanced – energy fed into the grid must equal energy 

leaving the grid – which requires dispatchable (on-

demand) energy and spinning reserves (Backhaus and 

Chertkov, 2013). Today, only fossil fuels and nuclear 

power can provide dispatchable power in sufficient 

quantities to keep grids balanced. Clack et al. 

observed in 2017,  
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Wind and solar are variable energy sources, 

and some way must be found to address the 

issue of how to provide energy if their 

immediate output cannot continuously meet 

instantaneous demand. The main options are 

to (i) curtail load (i.e., modify or fail to 

satisfy demand) at times when energy is not 

available, (ii) deploy very large amounts of 

energy storage, or (iii) provide supplemental 

energy sources that can be dispatched when 

needed. It is not yet clear how much it is 

possible to curtail loads, especially over long 

durations, without incurring large economic 

costs. There are no electric storage systems 

available today that can affordably and 

dependably store the vast amounts of energy 

needed over weeks to reliably satisfy demand 

using expanded wind and solar power 

generation alone. These facts have led many 

U.S. and global energy system analyses to 

recognize the importance of a broad portfolio 

of electricity generation technologies, 

including sources that can be dispatched 

when needed (p. 6722).  

Section 3.1 explained why wind and solar power 

are inevitably intermittent and Figures 3.1.5.1, 

3.1.5.2, and 3.1.5.3 showed the impact this variability 

has on energy supplies in southeastern Australia. 

South Australia, a state in the southern central part of 

Australia with a population in 2013 of 1.677 million, 

relies on renewable energy sources for 53% of its 

electric power generation. In 2016 it experienced a 

blackout caused by a series of tornadoes that lasted 

12 days, and it has since experienced numerous more, 

albeit shorter, blackouts due to the closure of coal-

fired power plants unable to compete with subsidized 

wind power and the unreliable nature of its industrial 

wind turbine installations (Orr and Palmer, 2018). 

South Australia’s reliance on renewable energy has 

also led to dramatically higher energy prices, the 

highest in the world and some three times higher than 

in the United States (Potter and Tillett, 2017).  

E-ON Netz, a global company that operates 

industrial wind facilities in Germany, the UK, and 

elsewhere, reported in 2005 that “Wind energy is 

only able to replace traditional power stations to a 

limited extent. Their dependence on the prevailing 

wind conditions means that wind power has a limited 

load factor even when technically available. It is not 

possible to guarantee its use for the continual cover 

of electricity consumption. Consequently, traditional 

power stations with capacities equal to 90% of the 

installed wind power capacity must be permanently 

online in order to guarantee power supply at all 

times” (E-ON Netz, 2005). This is a remarkably 

candid admission of a flaw in wind power which, in 

the absence of government subsidies and mandates, 

would render it useless as a supplier of energy for 

electricity production. 

The intermittency of wind and solar means 

greater reliance on them requires a correspondingly 

larger investment in back-up generating capacity 

powered by fossil fuels or nuclear power, or not-yet-

invented energy storage systems. Given the vagaries 

of wind and solar, such a storage system would have 

to be large enough to store all the energy that will be 

demanded for many days, possibly weeks, until the 

wind and solar systems come back online. The 

technology to safely and economically store such 

large amounts of electricity does not exist, at least not 

outside the few areas where large bodies of water and 

existing dams make pumped-storage hydroelectricity 

possible. The frequent announcements of 

“breakthroughs” in battery technology have not 

resulted in commercial products capable of even a 

small fraction of the storage needed to transition 

away from fossil fuels.  

To use Australia once again as an example, in 

November 2017, the world’s largest lithium ion 

battery was installed in South Australia to help avoid 

blackouts caused by the variability of wind power 

(BBC, 2017). The battery cost $50 million and, 

according to its creator, when fully charged can 

power up to 30,000 homes for one hour. While hailed 

by some as a milestone in the effort to accommodate 

the intermittency of wind and solar power, this 

battery proves just the opposite. While sufficient to 

smooth out small interruptions in power supply for 

short periods of time, it is clearly not scalable. To 

understand why, consider the following: 

 

 One hour of back-up energy is trivial compared 

to the amount of time wind and solar power are 

unavailable and during and following storms and 

natural disasters, when solar and wind power are 

most likely to be unavailable. 

 30,000 homes is trivial compared to the number 

of homes affected by blackouts due to south 

Australia’s reliance on renewable energy. The 

city of Adelaide has a population of 1.3 million 

living in 515,000 private homes, 17 times more 
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than could be served (for one hour) by the new 

battery.  

 The high cost of Musk’s battery relative to the 

benefit becomes apparent with a little math. The 

$50 million battery could power just 3.4 homes 

for one year at a cost of $14.6 million per home 

per year or $1.2 million per month per home. A 

battery large enough to power all of Adelaide for 

just one hour would cost $2.2 billion.  

 For roughly the same investment, South Australia 

(or Adelaide) could buy a state-of-the-art 650 

MW Ultra Supercritical coal-powered plant (EIA, 

2017, Table 1), which could provide continuous 

power for the entire city of Adelaide every year 

for decades to come (650 MW x 750 homes/MW 

= 487,500 homes, see California ISO Glossary, 

n.d). 

In addition to the storage problem, the variability 

of wind and solar power creates problems for 

electrical grid operators that may be unsolvable at 

high penetration rates. Clack et al. (2017) write: “In a 

system where variable renewable resources make up 

over 95% of the U.S. energy supply, renewable 

energy forecast errors would be a significant source 

of uncertainty in the daily operation of power 

systems. The LOADMATCH model does not show 

the technical ability of the proposed system … to 

operate reliably given the magnitude of the 

architectural changes to the grid and the degree of 

uncertainty imposed by renewable resources.” Hirth 

(2013) estimated the integration costs of wind energy 

to be up to 50% of total generation costs at 

penetration rates of 30% to 40%. Gowrisankaran et 

al. (2016) estimated the social cost for 20% solar 

generation is $46.00 per MWh due to intermittency. 

See also IER (2014) for a discussion of the “energy 

duck curve,” whereby increasing penetration by solar 

power during the day creates a need to rapidly ramp 

up power from fossil fuel generation in the evening 

as workers return to their homes and start using lights 

and electrical appliances.  

A power system relying on wind and solar power 

for more than 20% to 40% of total power needs 

begins to experience serious problems with frequency 

stability, voltage stability and clearing of faults in the 

power system. For frequency stability a power 

system must have turbine generators with a very 

large flywheel effect. If there is insufficient flywheel 

effect a small disturbance will result in the system 

frequency increasing or decreasing very rapidly, 

leading to a system collapse. Wind power has a very 

small flywheel effect and solar power and batteries 

have none. Conventional rotating turbine generators 

make a major contribution to voltage stability 

because, when needed, they can rapidly import or 

export what is known as “reactive power” that is 

essential for system voltage stability. Wind and solar 

power installations cannot do this to the same extent.  

If the conductors in a major transmission line 

break and fall to the ground it is essential to isolate 

the faulty section of line rapidly to avoid system 

collapse. Conventional generators provide the high 

currents for short periods needed to maintain system 

voltage and indicate that a fault has occurred and 

which line needs to be isolated. Wind, solar power 

and batteries cannot provide the necessary high 

currents. So if a fault occurs in a system dominated 

by wind and solar power the chances are that there 

will be a massive drop of voltage followed by a 

system collapse. 

Restoring the power after a collapse in a system 

supplied by wind and solar power is almost 

impossible. Conventional rotating turbine machines 

are needed to supply the step changes in electricity 

demand as the system is restored block by block. 

Wind and solar power cannot do this. For technical 

reasons turbines at a pumped storage scheme cannot 

do this either and there is always a risk that the 

pumped storage lakes will be empty when a system 

collapse occurs.  

Open cycle gas turbines that can respond rapidly 

to fluctuations caused by changing loads and 

changing generation from wind and solar are the only 

practical option. When they are operating in this 

back-up mode, carbon dioxide emissions are 

increased compared to operating at a steady high load 

and, anyway, open cycle gas turbines are 

substantially less efficient than combined cycle gas 

turbines. Unfortunately combined cycle gas turbines 

cannot change output in the time scale needed.  

A system that gets more than 50% of its energy 

from wind and solar and uses gas turbines when wind 

and solar output is low or absent also incurs huge 

losses. A system with a demand of 1000 MW would 

require 4000 – 5000 MW of wind and solar power 

and at least 800 MW of gas turbines. For quite a large 

proportion of the time wind and solar would be 

capable of providing all the energy demanded – but it 

would be unable to do so because of system stability 

problems referred to above. When the wind and solar 

generation was at a maximum, there would be 2000 – 

3000 MW of surplus power available that would have 
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to be dumped in one way or another. As a result, the 

capacity factor of the wind and solar plants would be 

much reduced, thus further increasing the cost of 

energy from them. 

In short, dispatchable baseload power is 

physically, conceptually, and economically different 

from unpredictable bursts of power. The latter has 

very few practical uses unless accompanied by 

storage. The low worth of intermittent power has 

been disguised in NW Europe where shortfalls can be 

backed up by imports and surplus production is 

readily exported at good prices. International cost-

benefit assessments are heavily influenced by the 

unique experience of this region, which has the 

world’s greatest penetration of renewables. However, 

more than 90% of countries do not import or export 

electricity. 

Since renewables cannot replace fossil fuel or 

nuclear generation stations, both renewable 

generators and traditional generators must be built 

and maintained. This forces an overcapacity of 

generation, with approximately half of all capacity 

being idle much of the time, depressing the wholesale 

price of electricity. From 1990 to 2014, Europe built 

70% more capacity, the majority of it renewables, 

while demand for electricity increased by only 26%. 

Wholesale electricity prices paid to generators 

continue to decline. Today, no new power plant, 

either renewable or conventional, can be built in 

Europe without a government subsidy. 
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3.5.4 High Cost 

Electricity from new wind capacity costs 

approximately 2.7 times as much as 

electricity from existing coal, 3 times more 

than natural gas, and 3.7 times more than 

nuclear power. 

 

Advocates of rapid decarbonization say the cost of 

wind and solar power is falling relative to fossil fuels 

and either has already reached parity or soon will. 

This has been the claim and the promise since the 

1970s, yet electricity generated by wind turbines and 

solar PV cells is still much more expensive than 

power from coal, natural gas, and nuclear-powered 

generators. Claims to the contrary invariably feature 

methodological errors that ignore or under-estimate 

real costs while heaping imaginary costs onto fossil 

fuel generation. Of course, energy costs vary among 

countries, regions, and states in the United States due 

to many factors – including local climate conditions, 

existing infrastructure, population density, and 

regulations and taxes – so no estimate applies to all 

areas and circumstances and all estimates are to some 

degree inaccurate.  

 

 

Levelized cost of electricity (LCOE) 

To accurately compare the cost of producing 

electricity with each type of fuel requires a 

methodology that takes into account “capital costs, 

fuel costs, fixed and variable operations and 
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maintenance (O&M) costs, financing costs, and an 

assumed utilization rate for each plant type” (EIA, 

2018a). The results of such comparisons, called the 

levelized cost of electricity (LCOE), are estimates of 

“per-megawatthour cost (in discounted real dollars) 

of building and operating a generating plant over an 

assumed financial life and duty cycle” (Ibid.). The 

U.S. Energy Information Administration (EIA) 

calculates the LCOE for 15 energy sources in the 

United States, divided into “dispatchable 

technologies” (generally available regardless of time 

of day or season) and “non-dispatchable 

technologies” (generally available only during 

daytime (solar) or when weather allows wind turbines 

to operate), for new generation resources only. The 

results of EIA’s latest calculations, for facilities 

entering service in 2022, appear in Figure 3.5.4.1. 

According to EIA’s projections, the LCOE of 

new coal generation with 30% carbon capture and 

storage (CCS) is $130.10/MWh, while the LCOE of 

new coal with 90% CCS is $119.10/MWh. New 

natural gas generation is substantially less, ranging 

from $49.00/MWh for advanced combined-cycle to 

$98.70/MWh for conventional combustion turbine. 

Wind and solar energy are categorized as non-

dispatchable technologies since their intermittent 

nature makes them unworkable as a source of 

baseload power. Off-shore wind at $138.00/MWh 

and solar thermal at $165.10/MWh, without tax 

credits, are more expensive than even the most 

expensive uses of fossil fuels, although tax credits 

bring the LCOE of both below the LCOE of new coal 

with 30% CCS, which does not benefit from tax 

credits. Surprisingly, EIA puts new on-shore wind 

costs at $59.10/MWh and new solar photovoltaic 

(PV) costs at $63.20/MWh without subsidies, making 

them competitive with most fossil fuels. If these 

figures are accurate, it is difficult to understand why 

government policies subsidize these facilities at all. 

EIA’s analysis is valuable, but it is frequently 

misinterpreted in the climate change debate. The 

analysis looks only at future construction, ignoring 

the enormous current investment in existing long-

lived fossil-fuel generation capacity. As Stacy and 

Taylor (2016) write, 

The approach taken by the federal Energy 

Information Administration (EIA) … ignores 

the cost of electricity from all of our existing 

resources and publishes LCOE calculations 

for new generation resources only. If no 

existing generation sources were closed 

before the end of their economic life, EIA’s 

approach would provide sufficient 

information to policymakers on the costs of 

different electricity policies. ... However, in 

the current context of sweeping 

environmental regulations on conventional 

generators – coupled with mandates and 

subsidies for intermittent resources – policies 

are indeed forcing existing generation 

sources to close early. Federal policies alone 

threaten to shutter 110 gigawatts of coal and 

nuclear generation capacity (p. 1). 

The point is an important one. Coal-powered 

stations with abundant fuel do not simply disappear 

at the end of a nominal 50-year life. Their 

infrastructure, technology, and hardware are 

continuously replaced and upgraded in much the 

same way as an electrical grid. They will continue 

producing for as long as their short-run marginal 

costs remain competitive with the long-run marginal 

costs of new generators. Even decommissioned plants 

are likely to be replaced in situ by new power plants, 

whose costs will be significantly lower than those of 

a theoretical “greenfield” site. Climate policy is said 

to be “urgent” and there is much rhetoric to the effect 

that the next 30-odd years will be crucial (e.g., 

Lovins et al., 2011). During that period, the 

generating capacity of most countries (especially 

developed countries) will be entirely dominated by 

existing sites, meaning the EIA’s LCOEs will have 

virtually no application. 

A second misinterpretation is assuming EIA’s 

LCOE calculations take into account the 

intermittency of solar and wind power, and 

consequently the need for those facilities to maintain 

additional reserve capacity of dispatchable back-up 

generation units. As explained in Sections 3.1.4 and 

3.5.3, every wind turbine and solar panel needs a 

fossil fuel-powered generator of nearly equal 

capacity standing behind it ready to generate power 

when the wind does not blow or the sun does not 

shine (Rasmussen, 2010; E.ON Netz, 2005). Joskow 

(2011) noted: 
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Figure 3.5.4.1 
Estimated levelized cost of electricity (unweighted average) for new generation resources 
entering service in the United States in 2022 (2017 $/MWh) 
 

 
 
Notes: 
 
1 The tax credit component is based on targeted federal tax credits such as the PTC [Production Tax Credit] or 
ITC [Investment Tax Credit] available for some technologies. It reflects tax credits available only for plants 
entering service in 2022 and the substantial phase out of both the PTC and ITC as scheduled under current law. 
Technologies not eligible for PTC or ITC are indicated as NA or not available. The results are based on a regional 
model, and state or local incentives are not included in LCOE calculations. 
 
2 Because Section 111(b) of the Clean Air Act requires conventional coal plants to be built with CCS [carbon 
capture and storage] to meet specific CO2 emission standards, two levels of CCS removal are modeled: 30%, 
which meets the NSPS [New Source Performance Standards], and 90%, which exceeds the NSPS but may be 
seen as a build option in some scenarios. The coal plant with 30% CCS is assumed to incur a 3 percentage-point 
increase to its cost of capital to represent the risk associated with higher emissions. 
 
3 Costs are expressed in terms of net AC power available to the grid for the installed capacity. 
 
4 As modeled, hydroelectric is assumed to have seasonal storage so that it can be dispatched within a season, 
but overall operation is limited by resources available by site and season. 
 
CCS=carbon capture and sequestration. CC=combined-cycle (natural gas). CT=combustion turbine. 
PV=photovoltaic. 
 
Source: EIA, 2018a, Table 1b, p. 5. 
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Economic evaluations of alternative electric 

generating technologies typically rely on 

comparisons between their expected 

“levelized cost” per MWh supplied. I 

demonstrate that this metric is inappropriate 

for comparing intermittent generating 

technologies like wind and solar with 

dispatchable generating technologies like 

nuclear, gas combined cycle, and coal. It 

overvalues intermittent generating 

technologies compared to dispatchable base 

load generating technologies. It also likely 

overvalues wind generating technologies 

compared to solar generating technologies. 

On the one hand, the LCOEs assume a tabula 

rasa, such as might occur in remote areas of less 

developed countries, where there are no sunk costs or 

stranded investments in fossil fuel production. But on 

the other hand, the LCOEs also assume fossil fuel 

back-up or spinning reserve exists to supply back-up 

power at zero cost when needed. The assumptions of 

the scenario are internally inconsistent. Instead, the 

capital cost of coal or natural gas back-up power 

should be added to the LCOE of wind and solar 

power along with fuel costs when they are called up 

to provide power. Crucially, back-up power capacity 

will not be maintained or built because “imposed 

costs” described later will render it uneconomic if the 

renewables have dispatch priority.  

Another problem encountered when using EIA’s 

LCOE estimates is the transmission costs for 

electricity from solar and wind do not rise fast 

enough to reflect the higher integration costs (as high 

as 50% of total generation costs) at penetration rates 

of 30% to 40% (Gowrisankaran et al., 2016; Hirth, 

2013). A fourth problem is that EIA’s LCOEs 

account for some but not all of the many subsidies, 

tax breaks, and regulatory protections renewable 

energies enjoy over fossil fuels. This is described in 

more detail below. A fifth problem is EIA already 

adds 3% to the cost of capital for coal-fired power 

and coal-to-liquids plants, equivalent to an emissions 

fee of $15 per metric ton of carbon dioxide emissions 

(EIA, 2018a, p. 3). Unless there is a national $15 per 

metric ton tax on carbon emissions, such an 

“adjustment” prejudges the answer to the very 

question LCOEs are often invoked to answer. 

Sixth and finally, LCOE estimates are sensitive 

to assumptions about realized capacity factors: the 

average power a facility delivers divided by its rated 

peak power (also known as “nameplate capacity”). 

Realized capacity factors vary for individual power 

plants, for different times of day and times of year, 

and for different locations (Boccard, 2009; Pomykacz 

and Olmsted, 2014). EIA (2018b) reported the 

following average realized capacity factors for power 

plants across the United States in June 2018: 

 

CC Natural Gas   54.8 

Coal     53.5 

Wind     36.7 

Solar PV    27.0 

Solar Thermal   21.8 

 

On average, coal and combined cycle natural gas 

have realized capacity factors substantially greater 

than wind and solar. When LCOE estimates are being 

made, an error of several percentage points in the 

capacity factor assumptions for coal and CC natural 

gas facilities would have a small effect in terms of 

the percentage change of overall capacity and hence 

energy costs. A similar error in the case of renewable 

energy, like wind, could mean a considerable 

increase or decrease in LCOE. For example, an error 

by 10 percentage points for wind would translate into 

30% lower realized capacity factor and 30% higher 

LCOE, since the main costs of wind are fixed costs, 

“fuel” costs are zero.  

Stacy and Taylor (2016) produced “much-needed 

cost comparisons between existing resources that 

face early closure and the new resources favored by 

current policy to replace them.” They used data from 

documents (known as Form 1) submitted to the 

Federal Energy Regulatory Commission (FERC) to 

estimate the LCOE of existing fossil fuel generation. 

They also added to the LCOE of alternative energies 

“the amount intermittent resources increase the 

LCOE for conventional resources by reducing their 

utilization rates without reducing their fixed costs. 

We refer to these as ‘imposed costs,’ and we estimate 

them to be as high as $25.9 per megawatt-hour of 

intermittent generation when we model combined 

cycle natural gas energy displaced by wind, and as 

high as $40.6 per megawatt-hour of intermittent 

generation when we model combined cycle and 

combustion turbine natural gas energy displaced by 

PV solar” (Stacy and Taylor, 2016, p. 1). Their 

findings appear in Figure 3.5.4.2. 

According to Stacy and Taylor’s analysis, 

existing conventional coal generation resources in 

2015 had an LCOE of only $39.9/MWh and natural 

gas of $34.4/MWh, far below the cost of electricity 

from new wind ($107.40/MWh) and new solar PV 

($140.30/MWh). The results, the authors write, 
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show the sharp contrast between the high 

cost of electricity from new generation 

resources and the average low cost from the 

existing fleet. Existing coal-fired power 

plants, for example, generate reliable 

electricity at an LCOE-E [LCOE-Existing] of 

$39.9 per megawatt-hour on average. 

Compare that to the LCOE of a new coal 

plant, which is $95.1 per megawatt-hour 

according to EIA estimates. This analysis 

also shows that, on average, continuing to 

operate existing natural gas, nuclear, and 

hydroelectric resources is far less costly than 

building and operating new plants to replace 

them. Existing generating facilities produce 

electricity at a substantially lower levelized 

cost than new plants of the same type (p. 1). 

Despite the appearance of precision, this 

calculation produces only an approximation of values 

that are highly uncertain and are not observed in the 

real world. The methodology and its use here are 

complicated by the different year-dollars used by the 

EIA (2017) and Stacy and Taylor (2013), and while 

Stacy and Taylor used numbers from EIA’s Annual 

Energy Outlook 2015, EIA reduced the cost of wind 

by 20% and the cost of solar PV by 50% in the latest, 

2018, Outlook. Such changes reflect the rising 

benefits of taxes, mandates, and subsidies and their 

growing adverse effects on fossil fuel capacity factors 

and operating costs. 

The difference between the LCOE of existing 

and new generation is salient to the current public 

policy debate because existing coal power plants are 

long-lived facilities, with useful lives estimated at 

50 years and likely to be longer, compared to only 

25 years or less for wind and solar installations 

(Pomykacz and Olmsted, 2014; IER, 2018). 

Moreover, electricity demand in the United States is 

essentially flat, with net generation falling 2.5% 

between 2008 and 2017 (from 4,119,388 thousand 

MWh to 4,014,804 thousand MWh) (EIA, 2018c). 

According to Stacy and Taylor, “absent mandates for 

new generation and the onset of new federal 

environmental regulations forcing some coal fired 

generating capacity to retire, almost no new 

generation capacity would have been necessary” 

between 2004 and 2014 (Stacy and Taylor, 2016, 

p. 6). The situation is similar in much of Europe, 

though not in developing countries. Recall from 

Section 3.4 that global energy needs are expected to 

rise by 30% between today and 2040 and total 

electricity generation will rise even more. 

Comparing the LCOE for existing fossil-fuel 

generation to new wind capacity + imposed costs 

finds wind costs 2.69 times as much as coal 

(107.4/39.9), 3.12 times as much as CC gas 

(107.4/34.4), and 3.69 times as much as nuclear 

 
 

Figure 3.5.4.2 
Levelized cost of electricity (LCOE) of existing and new generation resources, in 2013 $ / MWh 
 

Generator Type 

LCOE of EXISTING Generation 
(at actual 2015 Capacity 
Factors and Fuel Costs) 

LCOE of NEW Generation 
(at actual 2015 Capacity 
Factors and Fuel Costs) 

Dispatchable Full-Time-Capable Resources 

Conventional Coal 39.9 N/A 

Conventional Combined Cycle Gas (CC gas) 34.4 55.3 

 Nuclear 29.1 90.1 

 Hydro 35.4 122.2 

Dispatchable Peaking Resources 

 Conventional Combustion Turbine Gas (CT gas) 88.2 263.0 

Intermittent Resources – As Used in Practice 

 Wind including cost imposed on CC gas N/A 107.4 + other costs 

 PV Solar including cost imposed on CC and CT gas N/A 140.3 + other costs 

 
Source: Stacy and Taylor, 2016. 
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power (107.4/29.1). These are sizeable differences 

indeed, and important since a change of even 10% in 

the cost of electricity in the United States results in a 

loss of approximately 1.3% of GDP, about $253 

billion in 2017, as reported in Section 3.6.1 below. 

Stacy and Taylor conclude, “Electricity from the 

existing generating fleet is less expensive than from 

its available new replacements, and existing 

generators whose construction cost repayment and 

recovery obligations have been substantially or 

entirely met are often the least-cost producers in their 

resource fleet. Cost trends extracted from Form 1 

indicate the fleet average cost of electricity from 

existing resources is on track to remain a lower cost 

option than new generation resources for at least a 

decade – and possibly far longer” (p. 35). 

Stacy and Taylor’s analysis concentrated on the 

EIA’s LCOE estimate, but other estimates are 

similarly flawed. For example, an LCOE calculated 

by Lazard, a financial services company with offices 

in New York City and London, is often cited as 

providing proof that solar and wind power are 

achieving or have already achieved parity with fossil 

fuels, but the following disclaimer appears in bold 

print on the first page of the latest report: 

Other factors would also have a potentially 

significant effect on the results contained 

herein, but have not been examined in the 

scope of this current analysis. These 

additional factors, among others, could 

include: capacity value vs. energy value; 

stranded costs related to distributed 

generation or otherwise; network upgrade, 

transmission or congestion costs or other 

integration-related costs; significant 

permitting or other development costs, unless 

otherwise noted; and costs of complying with 

various environmental regulations (e.g., 

carbon emissions offsets, emissions control 

systems) (Lazard, 2017, p. 1).  

On the next page of its report, Lazard admits to 

not taking into account “reliability or intermittency-

related considerations (e.g., transmission and back-up 

generation costs associated with certain Alternative 

Energy technologies)” (Ibid., p. 2). It is precisely the 

stranded costs, integration expenses, and 

“intermittency-related considerations” that cause 

wind and solar power to incur some of their largest 

costs. Any LCOE that fails to take these matters into 

account is inaccurate and useless for public policy 

purposes.  

 

 

Subsidies 

Renewable energies sometimes appear to be cost-

competitive with fossil fuels due to the extremely 

wide and complicated web of government policies 

biased in favor of renewable energy. Consumers may 

be told they can sign up for “100% renewable 

energy” without any increase in their monthly utility 

bill, not realizing that renewable portfolio mandates 

on utilities force all ratepayers to subsidize their 

choice by paying higher rates. In the United States, 

state governments add a layer of subsidies and tax 

credits to those provided by the national government. 

Schleede (2010) notes EIA does not account properly 

for five-year double declining balance accelerated 

depreciation, state and local tax breaks, state 

mandates, and more that make wind and solar appear 

to be less costly than they really are.  

 The U.S. Energy Information Administration 

regularly reports on federal subsidies to energy 

producers and consumers. In its latest report (EIA, 

2018d), EIA estimated subsidies to producers totaled 

$7.5 billion in 2016. Additional subsidies for smart 

grid and transmission, conservation, and to end users 

totaled $7.45 billion. Of the subsidies directly to 

producers, renewables received 89%, coal received 

17%, and nuclear received 5%. Natural gas and 

petroleum liquids producers paid $940 million more 

than they received via energy-specific tax provisions 

(expensing of exploration, development, and refining 

costs), which EIA reports as a negative net subsidy to 

the industry of -$773 million. This huge subsidy 

imbalance between renewables and other fuels is 

even more apparent when the subsidies are calculated 

on a per-unit-of-output basis. According to EIA, 

hydroelectric power received no federal subsidies in 

2016. Remaining renewables generated 7.9 

quadrillion Btu of primary energy in 2016 (EIA, 

2018e). On a per-Btu basis, the subsidies to 

renewables were 10 times larger than for coal power 

and 2 times larger than for coal power. Natural gas 

and petroleum liquids received no net subsidy, and 

indeed recorded a negative subsidy of -$15 million 

per quadrillion Btu of energy produced. See Figure 

3.5.4.3. 
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Figure 3.5.4.3 
Direct U.S. federal financial interventions and subsidies, 2016 

 
Beneficiary 2016 subsidies 

and support 
(millions) 

Primary energy 
production 
(quadrillion Btu) 

% of 
subsidies 

Subsidy per 
quadrillion 
Btu (millions) 

Subsidy per Btu 
to non-hydro 
renewables: 
other fuels 

Non-hydro 
renewables 

$6,682 7.856 88.67% $850.56 -- 

Coal $1,262 14.667 16.75% $86.04 10:1 

Nuclear $365 8.427 4.84% $43.31 2:1 

Natural gas and 
petroleum liquids 

($773) 50.94 -10.26% ($15.17) -- 

Total $7,536 81.89 100.00% $92.03 -- 

 
Source: EIA, 2018d, Table 2, p. 5 and Table 3, p. 9; EIA, 2018e, Table 1.2, p. 5. 

 
 

The massive subsidization of renewables relative 

to fossil fuels in the United States is not new. During 

the years 2011–2016, renewable energy (solar, wind, 

biomass, geothermal, and hydro) received $89 billion 

in federal incentives, nearly four times the federal 

incentives for oil and natural gas combined (Bezdek, 

2017). See Figure 3.5.4.4. Notably, oil and gas 

supplied more than 61% of U.S. energy needs 

whereas wind and solar provided less than 3%. Thus, 

per unit of energy, renewables are massively 

subsidized compared to oil and gas. In much of the 

world, renewables are even more heavily favored 

than fossil fuels than in the United States. 

Stiglitz (2018) claims below-cost federal leases are 

driving prices and giving fossil fuels an advantage. 

But less than half of U.S. coal production is from 

federal leases (BLM, 2018a) and less than one-third 

for both oil and gas production (Humphries, 2016). 

Oil and gas production from federal lands is 

declining while U.S. production has increased about 

60% since 2008. This would not be the case if federal 

leases were underpriced. Stiglitz claims leases are 

sold “at prices far below what the competitive 

equilibrium price would be,” but lease winners bear 

risks (geological characteristics of reservoir, cost of 

extraction, and the future retail price for output are all 

uncertain) so the “competitive equilibrium price” is 

undefined. Underprices leases would create profitable 

opportunities for other businesses to bid for them, 

thus driving up lease prices. Further, winners pay 

royalties on oil and gas recovered, so lease price is 

not even the most relevant issue (BLM, 2018b). 

 
 

Figure 3.5.4.4 
U.S. federal tax incentives for oil, natural 
gas, and renewables, 2011–2016 
 

 

Source: Bezdek, 2017.

 

Because oil and natural gas are traded 

internationally, their prices are set by the world 

market. The U.S. government and its lessees are 

bargaining over distribution of rents, not over the 

price of the product. The United States produces 

about 15% of world petroleum and 20% of natural 

gas (EIA, 2018f). This haggling over how rents will 

be split is highly unlikely to be driving down world 

prices. Finally, proof that solar and wind are not cost-

https://www.worldoil.com/media/6494/wo0617-bezdek-capitals-col-fig-01.jpg
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competitive is seen when investment in new 

installations virtually stops when subsidies are 

interrupted. New wind and solar power can compete 

with fossil fuels only if utilities are required to buy it, 

often at prices that are two and three times as high as 

the price of coal and natural gas-generated power. 

 

 

Other Costs 

Stacy and Taylor (2016) found electricity produced 

by solar and wind generators in the United States cost 

approximately three times as much as electricity 

produced with fossil fuels. Their calculation of the 

LCOE for solar and wind is likely still too low 

because it does not take into account all the subsidies 

described above or other costs. Some unaccounted 

costs are deterioration of wind turbine output over 

time, negative environmental and neighborhood 

effects, and opportunity costs. 

The performance and capacity factors of wind 

turbines deteriorate over time. A seminal study 

analyzed the rate of aging of a national fleet of wind 

turbines using public data for the actual and 

theoretical ideal load factors from the UK’s 282 

industrial wind facilities (Staffell and Green, 2014). It 

found: 

 

 Load factors declined with age, at a rate similar 

to that of other rotating machinery. 

 Onshore wind installations’ output declines 16% 

a decade.   

 Performance declines with age occurred in all 

wind installations and all generations of turbines.  

 Decreasing output over a wind installation’s life 

increased the levelized cost of electricity. 

The study determined this degradation rate was 

consistent for different vintages of turbines and for 

individual wind installations, from those built in the 

early 1990s to early 2010s.  

The Renewable Energy Foundation, an 

organization that actually advocates in favor of 

renewable energy facilities, also conducted a 

comprehensive study of the available capacity factors 

over time for wind turbines in the UK and came to 

similar findings. Using monthly observations for 282 

onshore installations in the UK with an age range of 

zero to 19 years, it found “the normalized load factor 

for UK onshore wind farms declines from a peak of 

about 24 percent at age one to 15 percent at age 10 

and 11 percent at age 15” (Hughes 2012). In other 

words, the capacity factors for wind generators 

decline significantly every year after installation.   

Other costs attributable to renewable energy but 

not counted in the LCOE exercises include 

environmental harms such as killing birds and bats. 

According to Smallwood (2013), “I estimated 

888,000 bat and 573,000 bird fatalities/year 

(including 83,000 raptor fatalities) at 51,630 

megawatt (MW) of installed wind‐energy capacity in 

the United States in 2012.” Since wind turbine 

capacity in the United States has grown since then, it 

is certain bird and bat kills have increased apace. 

According to Hambler (2013), “Because wind 

farms tend to be built on uplands, where there are 

good thermals, they kill a disproportionate number of 

raptors. In Australia, the Tasmanian wedge-tailed 

eagle is threatened with global extinction by wind 

farms. In North America, wind farms are killing tens 

of thousands of raptors including golden eagles and 

America’s national bird, the bald eagle. In Spain, the 

Egyptian vulture is threatened, as too is the Griffon 

vulture – 400 of which were killed in one year at 

Navarra alone. Norwegian wind farms kill over ten 

white-tailed eagles per year and the population of 

Smøla has been severely impacted by turbines built 

against the opposition of ornithologists.” 

According to Taylor (2015), the Ivanpah solar 

power plant in the Mojave Desert in California killed 

3,500 birds in its first year of operation. According to 

the Institute for Energy Research (IER, 2015), “The 

[Ivanpah] facility is estimated to have killed 83 

different species of birds. The most commonly killed 

birds were mourning doves (14 percent of fatalities), 

followed by yellow-rumped warblers, tree swallows, 

black-throated sparrows and yellow warblers. Of the 

birds that died from known causes, about 47 percent 

died from being toasted by the heat of the solar flux. 

Just over half of the known deaths were attributed to 

collisions.” 

Tang et al. (2017) reported that construction of 

the wind turbines in the area of China they studied 

elevated both day (by 0.45-0.65°C) and night (by 

0.15-0.18°C) temperatures, which increase, they say, 

“suppressed soil moisture and enhanced water stress 

in the study area.” As a result, they calculated an 

approximate 14.5%, 14.8%, and 8.9% decrease in 

leaf area index (LAI), enhanced vegetation index 

(EVI), and normalized difference vegetation index 

(NDVI), respectively, over the period of study, as 

well as “an inhibiting [wind farm] effect of 8.9% on 
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summer gross primary production (GPP) and 4.0% 

on annual net primary production (NPP).” These 

several findings led Tang et al. to conclude that their 

research “provides significant observational evidence 

that wind farms can inhibit the growth and 

productivity of the underlying vegetation.” 

Increased use of biofuels (primarily wood and 

ethanol) also has negative environmental 

consequences that often go unreported. Di Fulvio et 

al. (2019) studied the ecological impact of land use 

changes expected to be made in the European Union 

to meet its goal of reducing greenhouse gas emissions 

by 80% by 2050. They estimate such changes would 

result in the extinction of approximately 1% of the 

total of all global species by 2050. Models used to 

predict extinctions are notoriously inaccurate, as 

explained in Chapter 5, but there is little doubt that 

the massive expansion of acreage devoted to the 

production of ethanol and other biofuels would have 

a negative effect on many species.  

Another uncounted cost of renewable energy is 

negative neighborhood effects, such as those caused 

by wind turbines on crop yields and property values. 

Linowes (2013) reports on soil compacting, 

destruction of irrigation piping and crops, and the end 

of aerial spraying of insecticides in fields near wind 

turbines. A study by a London School of Economics 

economist of some two million home sales in 

England and Wales from 2000 to 2011 found “Wind 

farms reduce house prices in postcodes where the 

turbines are visible; and they reduce prices relative to 

postcodes close to wind farms where the turbines are 

not visible. Averaging over wind farms of all sizes, 

prices fall by around 5–6% within 2km, by less than 

2% in the range 2–4km and by less than 1% at 14km, 

which is the limit of likely visibility” (Gibbons, 

2014).  

There are many accounts of possible negative 

health effects due to the low-frequency sound and 

vibrations produced by wind turbines. Frequencies 

below 200Hz can be generated by thunder, volcano 

eruptions, earthquakes, or storms, all events that can 

cause anxiety or fear. It is possible humans are 

“wired” to respond this way, making nearby wind 

turbines a nuisance or worse. The Sahlgrenska 

Academy Institute of Medicine at the University of 

Gothenburg in Sweden has conducted extensive 

research on the issue (Sahlgrenska Academy, n.d.). 

 

 

Opportunity cost 

Research papers claiming to show the feasibility of a 

rapid and inexpensive transition from fossil fuels, 

such as Jacobson et al. (2015) and an earlier paper by 

Jacobson and a coauthor (Jacobson and Delucchi, 

2009), fail to take into account the opportunity cost 

of abandoning the existing energy generation 

infrastructure. The sheer size of the global energy 

market makes replacing that infrastructure massively 

expensive and time consuming. The electric grids in 

the United States and around the world represent 

investments of trillions of dollars and require 

hundreds of billions of dollars a year in new 

investment simply to maintain, improve, and keep 

pace with population and consumption growth. They 

also generate hundreds of billions of dollars in 

revenue each year. Replacing them with more 

advanced grids and long-distance high-voltage power 

lines that could accommodate disbursed solar and 

wind energy or hydropower located far from urban 

centers would cost several times total past 

investments in addition to ongoing investments in 

modernization and expansion of the existing grid 

until it can be replaced, and would require decades to 

plan and implement. Given competing interests, 

decentralized government decision-making, already 

high levels of government indebtedness, and strong 

NIMBY (not in my backyard) opposition to new 

infrastructure projects around the world, such 

proposals for a 100% renewable future are no more 

than academic exercises. 

Smil (2010) notes the global oil industry 

“handles about 30 billion barrels annually or 4 billion 

tons” and operates about 3,000 large tankers and 

more than 300,000 miles of pipelines. “Even if an 

immediate alternative were available, writing off this 

colossal infrastructure that took more than a century 

to build would amount to discarding an investment 

worth well over $5 trillion – and it is quite obvious 

that its energy output could not be replaced by any 

alternative in a decade or two” (Smil, 2010, p. 140). 

Later, Smil writes the cost of a transition “would be 

easily equal to the total value of U.S. gross domestic 

product (GDP), or close to a quarter of the global 

economic product” (Ibid., p. 148).  

A second opportunity cost is living without 

affordable and convenient energy. If renewable 

energies cannot produce the quantity and quality of 

energy needed to sustain current and future levels of 

human prosperity, then the quality of life for millions 

and potentially billions of people will be diminished. 

The cost of renewables therefore includes not being 
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able to own or use a car or truck, live in a single-

family dwelling, or work more than a short distance 

from home. It could mean reduced access to fresh 

and affordable food, clean water and sanitation, 

quality health care, and educational and recreational 

opportunities. A shortage of energy, even if prices are 

government-controlled and access to energy is 

rationed, would be profoundly costly. 

 

* * * 

 

In summary, the cheapest form of energy in most 

locations in the developed world is continued 

production from existing facilities with significant 

remaining lifespans. Those facilities are 

predominantly powered by fossil fuels. Energy 

produced by solar PV cells, wind turbines, and 

ethanol can contribute to the world’s energy mix but 

they lack power density and sufficient supply, are not 

dispatchable when needed, and are too costly to meet 

more than a small fraction of the world’s energy 

needs. 

Without fossil fuels, most homes and businesses 

not located near a nuclear power plant or a river able 

to produce hydropower would be without electricity. 

While wind turbines and solar PV cells can generate 

power in some places and under some circumstances, 

only fossil fuels can produce enough energy to forge 

steel, make concrete, power locomotives and ocean-

crossing ships and airplanes, and many other 

components of modern industry. Biofuels, such as 

ethanol, cannot replace more than a small fraction of 

petroleum used around the world for transportation. 

Indeed, without fossil fuels it would be impossible to 

manufacture wind turbines and solar PV cells, or 

build the massive concrete foundations for wind 

turbines or modern hydroelectric dams, or plant and 

irrigate and harvest corn or soybeans in sufficient 

quantity to power more than a percent or two of a 

modern civilization’s daily energy consumption. 

There would also be no high-voltage power lines or 

towers to transport electricity generated by solar 

panels or wind turbines, and no batteries (or dams, in 

the case of hydropower) to store power for when it is 

needed. 
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3.5.5 Future Cost  

The cost of alternative energies will fall too 

slowly to close the gap with fossil fuels 

before hitting physical limits on their 

capacity. 

 

The research summarized above showed why 

alternative energies such as wind and solar cannot 

completely supplant fossil fuels and why their true 

cost is extremely high relative to fossil fuels. How 

will this change in the future? Short of a world 

government imposing its will by decree, will 

alternative energies ever replace fossil fuels? 

Levelized cost of electricity (LCOE) exercises 

assume the rate of price reduction previously 

experienced for wind and solar electricity generation 

will continue indefinitely. This is most unlikely as the 

reductions of the last decade are due chiefly to falling 

manufacturing costs of turbines and PV panels – as 

those items graduated from bespoke (tailor-made) 

development to mass production. They also benefited 

from large government subsidies, especially in China 

and Germany, which have proven to be unsustainable 

(Reed, 2017; Reuters, 2018). Turbines and panels 

now comprise relatively minor components of the 
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life-cycle costs of installations. The major remaining 

components (e.g., labor and raw materials) are likely 

to be much more resistant to progress. 

Cost trends for renewable energy are usually 

summarized in the form of experience curves, a 

statistical relation between the installed capacity or 

total output and the unit costs of production. The 

curves reflect “learning rates” defined as the 

percentage decline in unit costs for each doubling of 

output or capacity. The experience curves approach 

dates back to the study by Wright (1936) 

documenting unit costs decreased by 10% to 15% 

every time production of an airplane doubled. 

Experience curves have been documented in a variety 

of other industries by Bruce Henderson of the Boston 

Consulting Group (Henderson, 1970) and other 

authors since then. The Stern Report (2006), which 

greatly affected environmental policy in the United 

Kingdom, used learning rates estimated by the 

International Energy Agency (IEA, 2000) in its 

analysis of options for clean energy production. The 

United Nations’ Intergovernmental Panel on Climate 

Change (IPCC) also used learning rates in its Fourth 

Assessment Report (IPCC, 2007). More recently, 

Upstill and Hall (2018) estimated the learning rate for 

carbon sequestration and storage to be 6.3%. 

Figure 3.5.5.1 provides a summary of the 

learning rates reported in the literature based on 

works of McDonald and Schrattenholzer (2001), Neij 

et al. (2003), and Junginger et al. (2004). The 

average of study results for wind energy suggests the 

per-unit cost of electricity from that source falls by 

about 16% (with a wide range from 4% to 32%) for 

each doubling of capacity. Solar exhibits higher 

learning rates of 15% to 25% for each doubling, with 

ethanol production estimated to have learning rates 

around 20% for each doubling of production. 

An important limitation on the use of experience 

curves is the fact that one industry does not learn and 

become more efficient over time while its 

competitors are frozen in time and learn nothing at 

all. Electricity producers using coal, natural gas, and 

nuclear power are all climbing experience curves of 

their own and becoming more efficient over time. To 

use experience curves to predict when new wind 

energy + natural gas back-up will be cost-competitive 

with existing coal, for example, would require 

knowing the shape of the curves for all three energy 

producers and then estimating the difference, the net 

progress wind + natural gas would make over coal, 

over time. It is entirely possible coal will keep pace 

with the productivity gains of wind energy + natural 

gas in the coming decades – especially if the 

regulatory environment were to change so as not to 

disfavor coal (Orr and Palmer, 2018) – meaning new 

wind + natural gas would never become cost-

competitive. 

The wind energy industry faces physical limits 

on its ability to improve the efficiency of its turbines, 

regardless of learning, as explained in Section 3.1.2. 

Generally the industry has been lowering costs by 

increasing the height of the towers, but industrial 

wind facilities are facing increasing opposition from 

land owners and communities. Taller turbines will 

mean larger set-backs from houses and communities, 

constraining their ability to increase capacity. For 

many nations of Europe, recent building of wind 

systems has been offshore, despite the higher 

expense, because opposition to onshore facilities has 

been too high. The 20,000 land-based turbines in 

Denmark and Germany may not be possible to 

replace when they reach their end of life because of 

lack of subsidies and community opposition. These 

realities suggest the cost of electricity from wind 

power probably will fall by less than 16% (the 

average from studies listed in Figure 3.6.1) for each 

doubling of capacity. 

Recall that Stacy and Taylor found the LCOE of 

new wind energy in 2015 was 2.69 times as much as 

coal, 3.12 times as much as CC gas, and 3.69 times as 

much as nuclear power. Assume that the per-unit 

price of electricity from wind energy will fall 16% 

relative to the price of coal, natural gas, and nuclear 

energy for every doubling in wind’s output. How 

many doublings of wind capacity would have to 

occur before the per unit cost of wind equals or is less 

than coal, natural gas, or nuclear energy? The math is 

easy. Wind producers would need to double their 

output six times (64 times current output) to be price-

competitive with existing coal, seven times (128 

times current output) to be competitive with CC gas, 

and eight times (256 times current output) to be 

competitive with nuclear power. These are, of course, 

impossible output numbers. In the United States, 

sometime around the fourth doubling wind energy 

would hypothetically produce all of the electricity 

needed to meet demand without fossil fuels. (Four 

doublings from a base of 254 billion kWh would be 

4,064 billion kWh. Total U.S. electricity production 

in 2017 was approximately 4,015 billion kWh (EIA, 

2018)). Of course, wind by itself cannot power an 

electric grid. Given its current learning rate, the wind 

energy industry would have to produce four times the 

entire energy consumption of the United States 

before it will have lowered its cost-per-unit to the 

current cost of coal, eight times to be price-
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Figure 3.5.5.1 
Learning rates in different renewable energy technologies 
 

Type of 
Energy Region Period 

Dependent 
Variable 

Explanatory 
Variable 

Learning 
Rate Source 

Electricity from 
biomass 

EU 1980–1995 sp. prod. cost 
($/kWh) 

cum. prod. (TWh) 0.15 IEA (2000) 

Ethanol Brazil 1979–1995 sp. sale price ($/boe) cum. prod. (cubic 
meters) 

0.2 Goldemberg 
(1996) 

Ethanol Brazil 1978–1995 sp. sale price ($/boe) cum. prod. (cubic 
meters) 

0.22 IEA (2000) 

Solar PV EU 1985–1995 sp. prod. cost 
(ECU/kWh) 

cum. prod. (TWh) 0.35 IEA (2000) 

Solar PV modules EU 1976–1996 sale price ($/W peak) cum. sales (MW) 0.21 IEA (2000) 

Solar PV modules World 1976–1992 sale price ($/W peak) cum. sales (MW) 0.18 IEA (2000) 

Solar PV modules World 1968–1998 sp. inv. price ($/W 
peak) 

cum. cap. (MW) 0.2 Harmon (2000) 

Solar PV panels US 1959–1974 sp. sale price ($/W 
peak) 

cum. cap. (MW) 0.22 Maycock and 
Wakefield (1975) 

Wind Germany 1990–1998 specific investment 
price ($/kW) 

cum. cap. (MW) 0.08 Durstewitz (1999) 

Wind power Denmark 1982–1997 sp. inv. price ($/kW) cum. cap. (MW) 0.04 IEA (2000) 

Wind power EU 1980–1995 sp. prod. cost 
($/kWh) 

cum. prod. (TWh) 0.18 IEA (2000) 

Wind power Germany 1990–1998 sp. inv. price ($/kW) cum. cap. (MW) 0.08 IEA (2000) 

Wind power US 1985–1994 sp. prod. cost 
($/kWh) 

cum. prod. (TWh) 0.32 IEA (2000) 

Wind power World 1992–2001 turnkey investment 
costs for UK and 
Spain 

global installed 
cap. (MW) 

0.15–0.18 Junginger et al. 
(2004) 

Wind turbines Denmark 1982–1997 specific investment 
price ($/kW) 

cum. cap. (MW) 0.08 Neij (1999) 

Wind turbines Denmark 1981–2000 levelized production 
cost ($/kW) 

cum. cap. 
produced (MW) 

0.17 Neij et al. (2003) 

 
Sources: Authors’ summaries and interpretations as well as those by McDonald and Schrattenholzer (2001), Neij 
et al. (2003), and Junginger et al. (2004). 

 
 

competitive with CC gas, and 16 times to be 

competitive with nuclear power. 

A similar calculation could be done for solar 

power, but the point has been made. Despite 

optimistic assumptions about learning rates and 

economies of scale, wind and solar power will never 

achieve price parity with fossil fuels and nuclear 

power. They will reach the physical limits of their 

technologies long before their prices fall to that of 

competing fuels.  

In 2008, the U.S. Department of Energy set a 

more realistic goal for wind + natural gas back-up to 

provide 20% of U.S. electricity needs (USDOE, 

2008). Wind energy would achieve this with between 

one and two doublings, leaving its per-unit cost still 

between two and three times as high as power from 

coal, natural gas, and nuclear power. This finding 

contradicts the very optimistic forecasts of the wind 

industry, which were the basis for the USDOE report 

and parroted in the popular press. 

The situation in countries other than the United 

States is different. Fossil fuels are not as abundant 

(often due to government policies, not differences in 

natural endowments) and international trade in 
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electricity may substitute for the need for energy 

storage to offset the intermittency of wind and solar 

power. In many European countries, taxes are the 

largest part of the cost of energy, not production 

costs, so tax reform could keep energy affordable 

even as reliance on more expensive renewable fuels 

is increased. Issues of energy security also inform the 

international debate but are not addressed by the 

LCOE exercise. 
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3.6 Economic Value of Fossil Fuels 

The late Julian Simon, perhaps the leading resource 

economist of his time, wrote in 1981, 

Energy is the master resource, because 

energy enables us to convert one material 

into another. As natural scientists continue to 

learn more about the transformation of 

materials from one form to another with the 

aid of energy, energy will be even more 

important. Therefore, if the cost of usable 

energy is low enough, all other important 

resources can be made plentiful, as H.E. 

Goeller and A.M. Weinberg showed. ...  

On the other hand, if there were to be an 

absolute shortage of energy – that is, if there 

were no oil in the tanks, no natural gas in the 

pipelines, no coal to load onto the railroad 

cars – then the entire economy would come 

to a halt. Or if energy were available but only 

at a very high price, we would produce much 

smaller amounts of most consumer goods 

and services (p. 162). 

More recently, Aucott and Hall (2014) write, “it 

was cheap energy that led to robust growth and made 

industrial economies rich. In our view it has been a 

serious failure on the part of traditional economics to 

consider the importance of energy only as related to 

its cost share rather than its absolute necessity, 

growth in use, and power to create the infrastructure 

and activities that support and drive industrial 

economies. In our view, the physical importance of 

energy makes it different from other commodities; 

the role of energy cannot be adequately equated 

strictly to traditional financial factors” (p. 6561). 

They add, “If the price of energy goes up, almost 

everything costs more, and this ripples through the 

economy. Fertilizer may be a useful analogy. Adding 

https://www.eia.gov/tools/faqs/faq.php?id=427&t=3
https://www.eia.gov/tools/faqs/faq.php?id=427&t=3
https://www.heartland.org/_template-assets/documents/Orr%20Palmer%20Coal%20Policy%20Study%204.pdf
https://www.heartland.org/_template-assets/documents/Orr%20Palmer%20Coal%20Policy%20Study%204.pdf
https://www.nytimes.com/2017/10/07/business/energy-environment/german-renewable-energy.html
https://www.nytimes.com/2017/10/07/business/energy-environment/german-renewable-energy.html
http://apps2.eere.energy.gov/wind/windexchange/pdfs/20_percent_wind_2.pdf
http://apps2.eere.energy.gov/wind/windexchange/pdfs/20_percent_wind_2.pdf
http://apps2.eere.energy.gov/wind/windexchange/pdfs/20_percent_wind_2.pdf
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50 kg of nitrogen per hectare can change the yield of 

corn by several tons per ha. This is because nitrogen 

is typically a ‘limiting nutrient.’ It may be that energy 

is the ‘limiting nutrient’ of the economy” (p. 6568). 

Energy alone is not sufficient to create the 

conditions for prosperity, but it is absolutely 

necessary. It is impossible to operate a factory, run a 

store, grow crops, or deliver goods to consumers 

without using some form of energy. Access to 

reliable energy is particularly crucial to human 

development as electricity has, in practice, become 

indispensable for lighting, clean water and sanitation, 

refrigeration, and the running of household 

appliances.  

Since fossil fuels provide 81% of the primary 

energy consumed in the world, its economic value 

must be considerable. Monetizing that value – 

expressing it in dollars, pounds, or euros – is not a 

simple task. There are many efforts reported in the 

literature, each covering different parts of the world, 

different time periods, or different fuels, and each 

with different assumptions leading to different 

conclusions. This section first documents the close 

association between the cost of energy and gross 

domestic product (GDP), then summarizes six studies 

illustrating six different methodologies, and finally 

offers a comparison of the estimates. 
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3.6.1 Energy and GDP 

Abundant and affordable energy supplies 

play a key role in enabling economic growth.  

 

The job losses and price increases resulting from 

increased energy costs reduce incomes as firms, 

households, and governments spend more of their 

budgets on electricity and less on other items, such as 

home goods and services. Virtually all economists 

agree there is a negative relationship between energy 

price increases and economic activity, though there 

are differences of opinion in regard to the 

mechanisms through which price impacts are felt. 

Following is a sample of informed opinion on the 

issue: 

 

 “Economic growth in the past has been driven 

primarily not by ‘technological progress’ in some 

general and undefined sense, but specifically by 

the availability of ever cheaper energy – and 

useful work – from coal, petroleum, or gas” 

(Ayres and Warr, 2009). 

 “The theoretical and empirical evidence indicates 

that energy use and output are tightly coupled, 

with energy availability playing a key role in 

enabling growth. Energy is important for growth 

because production is a function of capital, labor, 

and energy, not just the former two or just the 

latter as mainstream growth models or some 

biophysical production models taken literally 

would indicate” (Stern, 2010). 

 “The bottom line is that an enormous increase in 

energy supply will be required to meet the 

demands of projected population growth and lift 

the developing world out of poverty without 

jeopardizing current standards of living in the 

most developed countries” (Brown et al., 2011). 

Aucott and Hall (2014) found “a threshold exists 

in the vicinity of 4%; if the percent of GDP spent 

on fuels is greater than this, poorer economic 

performance has been observed historically” (p. 

6567). Bildirici and Kayikci (2012a, 2012b; 2013) 

found causal relationships between electricity 

consumption and economic growth in the 

Commonwealth of Independent States countries and 

in-transition countries in Europe. Lee and Lee (2010) 

analyzed the demand for energy and electricity in 

OECD countries and found a statistically valid 

relationship between electricity consumption and 

economic growth. Baumeister et al. (2010) examined 

the economic consequences of oil shocks across a set 

of industrialized countries over time and found 

energy costs and GDP are negatively correlated.  

Blumel et al. (2009) used Chilean data to 

estimate the long-run impact of increased electricity 

and energy prices on the nation’s economy. 

Kerschner and Hubacek (2008) reported significant 

correlations between energy and GDP in a study of 

the potential economic effects of peak oil, although 

they noted sectoral impacts are more significant. 

Sparrow (2008) analyzed the impacts of coal 

utilization in Indiana and estimated electricity costs 
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significantly affect economic growth in the state. 

Figure 3.6.1.1 presents three decades of rigorous 

research on the relationship between GDP and energy 

and electricity prices. Some studies looked only at oil 

prices, others at all types of energy, and some only at 

electricity prices. These studies support price-GDP 

elasticity estimates of about -0.17 for oil, -0.13 for 

electricity, -0.14 for all sources of energy, and -0.15 

for all the studies in the table. 

A price-GDP elasticity of -0.1 implies a 10% 

increase in the price, ceteris paribus, will result in a 

1% decrease in GDP or, in the case of a state, Gross 

State Product (GSP). Thus, for example, the elasticity 

estimate for electricity of -0.13 means a 10% increase 

in the price of electricity in the United States results 

in a loss of approximately 1.3% of GDP, about $253 

billion in 2017 (BEA, 2018). Estimates of the 

impacts of oil shocks and other energy price 

perturbations have produced different results, with 

smaller time-series econometric models producing 

energy price change-output elasticities of -2.5% to -

11%, while large disaggregated macro models 

estimate much smaller impacts, in the range of -0.2% 

to -1.0% (Brown and Hunnington, 2010). 

Knowing the energy price-GDP elasticity enables 

us to determine the impact of higher energy costs on 

human prosperity and the value of fossil fuels. Those 

calculations appear in the following sections. 
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Figure 3.6.1.1 
Summary of energy- and electricity price-GDP elasticity estimates  

 

Year Analysis 
Published 

Author Type of Energy Elasticity 
Estimate 

2017 Deloitte Consulting Pty (Ltd). Electricity ~ -0.1 

2017 Huntington, Barrios, and Arora Energy -0.024 to -0.17 

2017 Lu, Wen-Cheng Electricity -0.07 

2015 Hu & Wang Energy -.087 to -0.10 

2011 Inglesi-Lotz and Blignaut Electricity -1.10 

2010 Lee and Lee  Energy and electricity -0.01 and -0.19 

2010 Brown and Huntington  Oil -0.01 to -0.08 

2010 Baumeister, Peersman, and Robays Oil -0.35 

2009 Blumel, Espinoza, and de la Luz Domper Energy and electricity -0.085 to -0.16 

2008 Kerschner and Hubacek Oil -0.03 to -0.17 

2008 Sparrow  Electricity -0.3 

2007 Maeda Energy -0.03 to -0.075 

2007 Krishna Rao Energy -0.3 to -0.37 

2007 Lescaroux Oil -0.1 to -0.6 

2006 Rose and Wei Electricity -0.1 

2006 Oxford Economic Forecasting Energy -0.03 to -0.07 

2006 Considine Electricity -0.3 

2006 Global Insight Energy -0.04 

2004 IEA  Oil -0.08 to -0.13 

2002 Rose and Yang  Electricity -0.14 

2002 Klein and Kenny Electricity -0.06 to -0.13 

2001 Rose and Ranjan  Electricity -0.14 

2001 Rose and Ranjan  Energy -0.05 to -0.25 

1999 Brown and Yucel Oil -0.05 

1996 Hewson and Stamberg Electricity -0.14 

1996 Rotemberg and Woodford Energy -0.25 

1996 Joutz and Gardner Energy -0.072 

1996 Hewson and Stamberg Electricity -0.5 and -0.7 

1996 Hooker Energy -0.07 to -0.29 

1995 Lee, Ni, and Ratti Oil -0.14 

1982 Anderson Electricity -0.14 

1981 Rasche and Tatom Energy -0.05 to -0.11 

     Sources: See References for citations. Authors’ interpretation of study results. This table necessarily over-
simplifies some complicated findings and leaves out caveats and findings unrelated to the present purpose.  

 
  



 Climate Change Reconsidered II: Fossil Fuels 

364 

industrializing economies. U.S. Energy Information 

Administration. December. 

IEA. 2004. International Energy Agency. Analysis of the 

impact of high oil prices on the global economy. Paris, 

May. 

Inglesi-Lotz, R. and Blignaut, J.N. 2011. South Africa’s 

electricity consumption: a sectoral decomposition analysis. 

Applied Energy 88 (12): 4779–84. 

Joutz, F. and Gardner, T. 1996. Economic growth, energy 

prices, and technological innovation. Southern Economic 

Journal 62 (3): 653–66. 

Kerschner, C. and Hubacek, K. 2008. Assessing the 

suitability of input-output analysis for enhancing our 

understanding of potential economic effects of peak-oil. 

Leeds, UK: Sustainability Research Institute, School of 

Earth and Environment, University of Leeds. 

Klein, D. and Kenny, R. 2002. Mortality Reductions from 

Use of Low-cost Coal-fueled Power: An Analytical 

Framework. Mclean, VA: Twenty-First Century Strategies 

and Duke University. December. 

Krishna Rao, P.V. 2007. Surviving in a World with High 

Energy Prices. New York, NY: Citigroup Energy Inc. 

September 19. 

Lee, C-C. and Lee, J-D. 2010. A panel data analysis of the 

demand for total energy and electricity in OECD countries. 

The Energy Journal 31 (1): 1–23. 

Lee, K., Ni, S., and Ratti, R.A. 1995. Oil shocks and the 

macroeconomy: the role of price variability. Energy 

Journal 16: 39–56. 

Lescaroux, F. 2007. An interpretative survey of oil price-

GDP elasticities. Oil & Gas Science and Technology 62 

(5): 663–71. 

Lu,W-C. 2017. Electricity consumption and economic 

growth: evidence from 17 Taiwanese industries. 

Sustainability 9: 50. 

Maeda, A. 2007. On the world energy price-GDP 

relationship. Presented at the 27
th

 USAEE/IAEE North 

American Conference, Houston, Texas, September 16–19. 

Oxford Economic Forecasting. 2006. DTI energy price 

scenarios in the Oxford models. May. 

Rasche, R.H. and Tatom, J.A. 1981. Energy price shocks, 

aggregate supply, and monetary policy: the theory and 

international evidence. In: Brunner, K. and Meltzer, A.H. 

(Eds.) Supply Shocks, Incentives, and National Wealth. 

Carnegie-Rochester Conference Series on Public Policy 

No. 14. Amsterdam, Netherlands: North-Holland 

Publishing Co. 

Rose, A. and Ranjan, R. 2001. The Economic Impact of 

Coal Utilization in Wisconsin. State College, PA: 

Pennsylvania State University, Department of Energy, 

Environmental, and Mineral Economics. August. 

Rose, A. and Wei, D. 2006. The Economic Impacts of Coal 

Utilization and Displacement in the Continental United 

States, 2015. Report prepared for the Center for Energy 

and Economic Development, Inc. State College, PA: 

Pennsylvania State University. July. 

Rose, A. and Yang, B. 2002. The Economic Impact of Coal 

Utilization in the Continental United States. Alexandria, 

VA: Center for Energy and Economic Development. 

Rotemberg, J.J. and Woodford, M. 1996. Imperfect 

competition and the effects of energy price increases on 

the economy. Journal of Money, Credit, and Banking 28 

(4): 550–77. 

Sparrow, F.T. 2008. Measuring the contribution of coal to 

Indiana’s economy. CCTR Briefing. West Lafayette, IN: 

Center for Coal Technology Research, Purdue University. 

December 12. 

Stern, D.I. 2010. The Role of Energy in Economic Growth. 

The United States Association for Energy Economics and 

the International Association for Energy Economics. 

USAEE-IAEE WP 10-055. November.  

 

 

3.6.2 Estimates of Economic Value 

Estimates of the value of fossil fuels vary but 

converge on very high numbers. Coal alone 

delivered economic benefits worth between 

$1.3 trillion and $1.8 trillion of U.S. GDP in 

2015. 

 

Reducing global reliance on fossil fuels by 

80% by 2050 would probably reduce global 

GDP by $137.5 trillion from baseline 

projections. 

 

There are at least six ways to calculate the past and 

present economic value of fossil fuels: 

 

1. Comparing LCOEs: Estimates of the levelized 

cost of electricity (LCOE) can be combined with 

energy price-GDP elasticity to estimate the cost 

of replacing fossil fuels with alternative fuels. 

2. Existence value: The existence value of fossil 

fuels is the value of economic activity 

http://ccep.anu.edu.au/data/2010/pdf/wpaper/CCEP-3-10.pdf
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specifically attributable to their low cost relative 

to alternative fuels. 

3. Historical relationships: The historical 

relationships between electricity costs or per-

capita energy consumption, on the one hand, and 

GDP and other measures of prosperity on the 

other hand, can be used to forecast the cost of 

switching to higher-priced and less-abundant 

alternative energies.  

4. Bottom-up estimates: Bottom-up calculations use 

data concerning the cost of existing and new 

production capacity and transmission 

infrastructure, premature retirement of existing 

resources, and economic models to estimate the 

incremental cost of reducing reliance on fossil 

fuels. 

5. Macroeconomic models: Specific policies 

designed to reduce the use of fossil fuels are 

entered into macroeconomic models to produce 

estimates of their impacts on GDP, employment, 

economic growth, and more. 

6. Modeled as a tax increase: Since increases in 

energy costs have effects similar to tax hikes, 

proposals such as the Obama administration’s 

Clean Power Plan can be treated as though they 

were taxes on carbon dioxide emissions and 

entered into macroeconomic models as such. 

In most of these methodologies, the economic 

value of fossil fuels appears as the cost avoided by 

not shifting to higher-priced, less-reliable forms of 

energy. This section describes a single example of 

each of these six methodologies and then compares 

the results of all six studies. There are many more 

studies than the ones summarized here, but the ones 

chosen are authoritative or representative of the 

findings of others. 

 

 

3.6.2.1 Comparing LCOEs 

Combining the levelized cost of electricity (LCOE) 

for electricity produced by coal and alternative 

energies reported in Section 3.5.4 with the electricity-

GDP elasticity estimate reported in Section 3.6.1 

allows us to estimate the present value, measured in 

GDP, of the current level of reliance on fossil fuels 

by the United States. The same technique allows us 

to consider a number of scenarios under which some 

or all of the electricity currently generated by coal is 

replaced by wind energy, the most cost-competitive 

alternative energy other than nuclear power. The 

results of such an analysis are reported in Figure 

3.6.2.1.1. 

Figure 3.6.2.1.1 offers stylized facts answering 

the question, “Given the current cost differences 

between existing coal resources and new wind energy 

resources, how would replacing some or all of current 

coal powered generators with wind turbines affect the 

price of electricity, and how would that affect GDP?” 

Another way of framing the question is, “How much 

do consumers benefit from relying on coal rather than 

wind to produce the electricity they use?” This is not 

a forecast of the actual cost of converting from coal 

to wind energy since (a) replacing 100% of coal 

generation with wind power is not physically 

possible, (b) such a conversion could not take place 

in a single year, (c) the length of time allowed to 

retire existing coal resources and build new wind 

energy would substantially affect the cost of such a 

conversion, and (d) the methodology assumes no 

changes in the output and cost of other energy 

sources (nuclear, hydro, and others) that would be 

strongly affected by an overall increase in the cost of 

electricity. This is also not the only way to calculate 

an existence value. Another way, illustrated by a 

study by Rose and Wei (2006), is presented in 

Section 3.6.2.2 below. 

It is also important to note the cost of replacing 

coal with wind is likely to be more logarithmic than 

what the table shows. New wind tends to be increas 

ingly expensive as the best sites have been selected 

already and major expansions of wind capacity would 

likely require positioning wind turbines offshore, 

which is considerably more expensive than onshore 

installations. Costs due to the intermittency of wind 

power escalate as its market penetration rises and 

sectors that rely on continuous high-quality energy 

must somehow accommodate intermittent power 

instead. 
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Figure 3.6.2.1.1 
Cost of replacing coal power with wind energy in the United States, LCOE method 
 

Generator Type LCOE/ 
MWh [1] 

% of 
production 
(2015) [2] 

Current 
annual 
Output 
(TWh) [2] 

Annual 
Cost 
(millions) 

Replace 20% 
of coal power 
with wind 
energy 
(millions) 

Replace 40% of 
coal power with 
wind energy 
(millions) 

Replace 100% of 
coal with wind 
energy (millions) 

Coal (existing) $39.90 39.0% 1,596 $63,680 ($12,738) ($25,476) ($61,297) 

Wind (new)* $107.4 4.4% 180 -- $34,288 $68,576 $171,439 

Other -- 56.6% 2,317 -- -- -- -- 

Totals -- 100.0% 4,093 -- -- -- -- 

Net Cost -- -- -- -- $21,550 $43,099 $110,142 

% Change in Cost -- -- -- -- 33.83% 67.67% 172.93% 

% Change in COE [3] -- -- -- -- 13.20% 26.39% 67.44% 

Loss of GDP [4] -- -- -- -- ($307,059) ($614,118) ($1,569,409) 

% of GDP lost -- -- -- -- (1.72%) (3.43%) (8.77%) 

 
Notes and sources:  
 
* Including cost imposed on CC gas for back-up power generation. 
[1] Stacy and Taylor, 2016.  
[2] EIA, 2015. 
[3] Coal’s % of production x % change in cost = change in average cost of electricity (COE). 
[4] Best estimate of electricity price-GDP elasticity in the United States of -0.13, from Figure 3.7.1.1, x 2015 GDP 
estimate of $17.9 trillion from BEA, 2015.  

 
 

With these caveats in mind, the numbers in 

Figure 3.6.2.1.1 allow us to make the following 

statements: 

 

 Coal in 2015 provided 39% of U.S. electricity 

(1,596 TWh in 2015) at a levelized cost of 

approximately $64 billion.  

 If 20% of the power generated by coal were 

generated instead by wind with natural gas back-

up generation, the annual net cost would increase 

by $22 billion and electricity prices would rise 

13%, causing a loss of GDP of approximately 

$307 billion, 1.72% of U.S. GDP in 2015. 

 If 40% of the power generated by coal were 

generated instead by wind + gas back-up, the 

annual net cost would increase by $43 billion and 

electricity prices would rise 26%, causing a loss 

of GDP of approximately $614 billion, 3.43% of 

U.S. GDP in 2015. 

 If it were physically possible for 100% of the 

power generated by coal to be generated instead 

by wind + gas back-up, the annual net cost would 

increase by $110 billion and electricity prices 

would rise 67%, causing a loss of GDP of 

approximately $1.6 trillion, 8.77% of GDP in 

2015. 

These are enormous costs. Coal today, compared 

to the next best alternative energy (other than nuclear 

power), provides a direct annual benefit in the United 

States of about $110 billion, and by lowering 

electricity rates it increases GDP by approximately 

$1.6 trillion a year, about 9% of total U.S. GDP. The 

results would be similar if the comparison used 

natural gas rather than coal, since their LCOEs are 

similar ($39.9 for coal and $34.4 for natural gas). The 

LCOE of solar PV cells is 30% higher than wind 

power ($140.3 versus $107.4) so substituting solar 

for fossil fuels would cost even more. 

As discussed in Section 3.5, the learning rate and 

economies of scale for wind energy would reduce 
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this cost if coal were phased out only as wind energy 

became economically competitive on a non-

subsidized basis, but this would cap wind’s 

penetration at about 10% or less of U.S. electricity 

needs, a level it has already achieved. This is not the 

proposal made by the United Nations’ 

Intergovernmental Panel on Climate Change (IPCC) 

or its followers. The analysis in Section 3.5 shows 

wind energy is so far from being cost-competitive 

with coal that even optimistic forecasts of costs 

falling 16% relative to coal with every doubling of 

output would mean wind would hit the physical 

limits of its production capacity and the country’s 

need for electricity long before its cost fell to the 

level of coal or natural gas. This means a forced 

transition from affordable fossil fuels to alternative 

energies would impose considerable costs, resulting 

in lost income and slower economic growth. 

Our analysis confirms the concerns expressed by 

many experts about the impact of anti-coal policies 

pursued by the Obama administration. For example, 

Ann Norman, a senior research fellow with the 

National Center for Policy Analysis, wrote in 2014: 

“Losing coal would not be as much of a problem if 

we had a cost-effective, large-scale energy alternative 

available. But the environmentalist left will not touch 

nuclear power (an energy source that produces no 

carbon emissions), and renewables are unreliable and 

expensive, hardly suited to replace coal” (Norman, 

2014). 
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3.6.2.2 Existence Values 

Rose and Wei (2006) conducted a sophisticated 

analysis of the existence impacts of coal-fueled 

electricity generation and the likely impact on GDP, 

household income, and employment of displacing 

33% and 66% of projected coal generation by 

alternative energy resources over a 10-year period 

beginning in 2006 and ending in 2015. Their analysis 

took into account the positive economic effects 

associated with alternative investments in oil, natural 

gas, nuclear, and renewable energy supplies. 

A method of capturing the locational 

attractiveness of a good or service is not to claim the 

entirety of output of its direct and indirect users, but 

only an amount relating to the price advantage of the 

input over its competitors. Rose and Wei calculated a 

price differential between coal and alternative fuels in 

electricity production, then estimated how much 

economic activity was attributable to this cost saving. 

They used an economy-wide elasticity of output with 

respect to energy prices of -0.10, meaning the 

availability of coal-fueled electricity at a price 10% 

lower than that of its nearest competitor is 

responsible for increasing total state or regional 

economic activity by 1.0%.  

Explaining the implications of this methodology, 

the authors write, “Essentially, we are measuring the 

economic activity attributable to relatively cheaper 

coal in contrast to what would take place if a state 

were dependent on more expensive alternatives, 

which we assume would be a combination of oil/gas, 

renewable, and nuclear electricity” (Rose and Wei, 

2006, p. 13). 

The authors first estimated the level of coal-

based electricity generation in each of the lower-48 

states in 2015 based on projections made in 2006 by 

the EIA and EPA. They used IMPLAN input-output 

tables to estimate the direct and indirect (multiplier) 

economic output, household income, and jobs created 

by coal-fueled electricity generation in each state. 

Two estimates were produced: (1) upper-range 

(“high”) prices for coal substitutes (nuclear, natural 

gas, and renewables) and (2) a lower-range (“low”) 

price substitutes scenario. The authors’ findings are 

summarized in Figure 3.6.2.2.1. They summarized 

their findings (depicted in the gray-shaded three 

http://www.bea.gov/newsreleases/national/gdp/gdpnewsrelease.htm
http://www.bea.gov/newsreleases/national/gdp/gdpnewsrelease.htm
http://www.bea.gov/newsreleases/national/gdp/gdpnewsrelease.htm
http://www.bea.gov/newsreleases/national/gdp/gdpnewsrelease.htm
http://www.eia.gov/tools/faqs/faq.cfm?id=427&t=3
http://www.eia.gov/tools/faqs/faq.cfm?id=427&t=3
http://environmentblog.ncpathinktank.org/power-grid-reliability-as-coal-plants-retire/#sthash.ZbSnGGVt.dpbs
http://environmentblog.ncpathinktank.org/power-grid-reliability-as-coal-plants-retire/#sthash.ZbSnGGVt.dpbs
https://www.instituteforenergyresearch.org/wp-content/uploads/2016/07/IER_LCOE_2016-2.pdf
https://www.instituteforenergyresearch.org/wp-content/uploads/2016/07/IER_LCOE_2016-2.pdf


 Climate Change Reconsidered II: Fossil Fuels 

368 

cells) as follows: “Our analysis shows that, in 2015, 

U.S. coal production, transportation and consumption 

for electric power generation will contribute more 

than $1 trillion (2005 $) of gross output directly and 

indirectly to the economy of the lower-48 United 

States. Based on an average of two energy price 

scenarios … we calculate that $362 billion of 

household income and 6.8 million U.S. jobs will be 

attributable to the production, transportation and use 

of domestic coal to meet the nation’s electric 

generation needs” (p. 4). 

The authors then evaluated the impacts of two 

scenarios in which alternative energies replaced 66% 

and 33% of coal generation over the ten-year period 

from 2006 to 2015. The found “the average impacts 

of displacing 66% of coal-fueled generation in 2015 

[would be a] $371 billion (2005 $) reduction in gross 

economic output; $142 billion reduction of annual 

household incomes; and 2.7 million job losses” (p. 4). 

The average impacts of displacing 33% of coal-based 

generation in 2015 were estimated to be “$166 billion 

(2005 $) reduction in gross economic output; 

$64 billion reduction of annual household incomes; 

 
 

Figure 3.6.2.2.1 
Regional summary of the “existence” value of U.S. coal utilization in electric generation, 2015 
(in billions of 2005 dollars and millions of jobs) 
 

Region High-Price Alternatives Low-Price Alternatives Average 

Southeast 

Output $309 $166  $238  

Earnings $106  $55  $80  

Jobs  2.2  1.1  1.6  

Northeast  

Output  $145 $65 $105  

Earnings  $56  $24  $40  

Jobs  0.9 0.4 0.6  

Midwest  

Output  $409  $199  $304  

Earnings  $137  $65  $101  

Jobs  2.4  1.2  1.8  

Central  

Output  $305  $149  $227  

Earnings  $106  $50  $78  

Jobs  2.1  1.0  1.5  

West  

Output  $213  $135  $174  

Earnings  $78  $48  $63  

Jobs  1.5  0.9  1.2  

48 States  

Output  $1,381  $714  $1,047  

Earnings  $482  $242 $362  

Jobs  9.0  4.6  6.8  

 
Source: Rose and Wei (2006), Table S-I, p. 6. 
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and 1.2 million job losses” (p. 5). Using an inflation 

calculator we can convert Rose and Wei’s 2005 $ to 

2015 $, making them comparable to the LCOE-

derived estimates reported in Section 3.6.2. Here are 

the results: 

 

 Coal in 2015 will contribute $1,275 billion of 

GDP directly and indirectly to the economy of 

the lower-48 United States and $445 billion of 

household income. 

 If 33% of the power generated by coal were 

generated instead by gas, nuclear power, and 

renewables, GDP would decline by $204 billion, 

annual household incomes would fall by $79 

billion, and 1.2 million jobs would be lost. 

 If 66% of the power generated by coal were 

generated instead by alternatives, GDP would fall 

$456 billion, annual household incomes would 

drop by $175 billion, and 2.7 million jobs would 

be lost. 

Rose and Wei’s estimates are lower than what the 

LCOE exercise reported in Section 3.6.2.1 would 

have found for 33% and 66% substitution scenarios. 

There are many reasons for the difference: use of a 

lower energy cost-GDP elasticity rate; this study’s 

time frame (10 years) versus the static analysis in 

Section 3.6.2.1; the exclusion of Alaska and Hawaii; 

including natural gas and nuclear power as possible 

substitutes for coal; and possibly not including the 

added burden of wind and solar power on natural gas 

power generators producing back-up power. 
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3.6.2.3 Historical Relationships 

Section 3.6.1 reviewed the extensive literature on the 

close relationships between energy prices and GDP. 

That literature enables us to forecast the impact on 

GDP of rising energy prices due to substitution by 

renewables assuming past correlations continue. An 

example of this methodology applied to global rather 

than U.S.-only energy is Tverberg (2012). Using 

estimates of energy consumption by Vaclav Smil, 

BP, EIA, and other sources, Tverberg plotted a 

plausible scenario in which governments force fossil 

fuel consumption to fall by 80% by 2050, the target 

endorsed by the European Union (EU). She projects 

non-fossil fuel power sources to rise more rapidly 

than their historical rate but not fast enough to offset 

the loss of fossil fuel power, requiring a decrease in 

global energy consumption of 50%. She then divides 

energy consumption by global population estimates 

and forecasts from the United Nations to estimate 

actual and projected per-capita energy consumption 

over the period. The results are shown in Figure 

3.6.2.3.1. 

Next, Tverberg created a database of the annual 

rate of change in global energy consumption, 

population, and GDP for 11 multi-year periods since 

1920 relying “on population and GDP estimates of 

Angus Maddison and energy estimates of Vaclav 

Smil, supplemented by more recent data (mostly for 

2008 to 2010) by BP, the EIA, and USDA Economic 

Research Service.” Tverberg applied regression 

analysis to the data and found a 10% increase in per-

capita energy consumption correlates with an 8.9% 

increase in per-capita GDP. Applying this finding to 

her scenario of a 50% reduction in energy 

consumption by 2050 created what Tverberg called a 

“a best-case estimate of future GDP if a decrease in 

energy supply of the magnitude shown were to take 

place.” Her results are sobering: 

 

 World per-capita energy consumption in 2050 

would fall to what it was in 1905.  

 Global per-capita GDP would decline by 42% 

from its 2010 level.  

 Global GDP would be some $137.5 trillion (in 

2015$) less in 2050 than baseline projections.  

 The average global economic growth rate from 

2012 to 2050 would be -0.59%.  

A common baseline forecast for annual global 

GDP growth is 3% (PricewaterhouseCoopers LLP 

(2015). Tverberg’s forecast could thus be stylized as 

an annual loss of 3.59% GDP from what it otherwise 

would have been. Since world GDP was 

approximately $74.4 trillion in 2015, the loss that 

year would have been $2.67 trillion. 
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Figure 3.6.2.3.1 
A forecast of global per-capita energy consumption assuming 80% reduction in fossil fuel 
consumption by 2050 

 

 
 

Assuming governments force consumption of fossil fuels to decrease by 80% by 2050, the goal set by the EU, 
and use of non-fossil fuels increases but not by enough to make up the entire gap, reducing total energy 
consumption by 50%. Amounts before the black vertical line are actual; after the black line are forecast in this 
scenario. Source: Tverberg, 2012. 

 
 

Tverberg contends her estimates represent an 

optimistic “best-case” scenario since “the issue of 

whether we can really continue transitioning to a 

service economy when much less fuel in total is 

available is also debatable. If people are poorer, they 

will cut back on discretionary items. Many goods are 

necessities: Food, clothing, basic transportation. 

Services tend to be more optional – getting one’s hair 

cut more frequently, attending additional years at a 

university, or sending grandma to an Assisted Living 

Center. So the direction for the future may be toward 

a mix that includes fewer, rather than more, services, 

and so will be more energy intensive” (Ibid.).  

“If our per capita energy consumption drops to 

the level it was in 1905,” Tverberg wrote, “can we 

realistically expect to have robust international trade, 

and will other systems hold together? While it is easy 

to make estimates that make the transition sound 

easy, when a person looks at the historical data, 

making the transition to using less fuel looks quite 

difficult, even in a best-case scenario.” She concludes 

that such a worldwide reduction in reliance on fossil 

fuels is “very unlikely” (Ibid.). 
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3.6.2.4 Bottom-up Estimates 

In 2014, the U.S. Chamber of Commerce 

commissioned IHS Energy and IHS Economics, a 

global consulting firm, to produce a bottom-up 

estimate of the incremental cost of the Obama 

administration’s proposal “to reduce gross U.S. 

greenhouse gas emissions by 42% below the 2005 

https://www.pwc.com/gx/en/issues/the-economy/assets/world-in-2050-february-2015.pdf
https://www.pwc.com/gx/en/issues/the-economy/assets/world-in-2050-february-2015.pdf
http://ourfiniteworld.com/2012/07/26/an-optimistic-energygdp-forecast-to-2050-based-on-data-since-1820/
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level by 2030 (as stated in the administration’s 2010 

submission to the UN Framework Convention on 

Climate Change associating the U.S. with the 

Copenhagen Accord)” (U.S. Chamber of Commerce, 

2014, p. 3). The administration’s proposal eventually 

became the Clean Power Plan, a regulation with 

somewhat different targets, so the Chamber’s 

analysis is not directly applicable to that regulation. 

The authors establish a “Reference Case” 

describing energy trends expected in the absence of 

the administration’s proposal. In the Reference Case, 

natural gas expands its market share due to 

“technological advancements in drilling techniques, a 

resulting reduction in unit production costs, and an 

expanded domestic resource base estimated at 

3,400 trillion cubic feet (Tcf) – enough to supply 

demand at current levels for more than 100 years. …” 

(p. 20). 

Also in the Reference Case, “generator 

retirements from 2011 through 2030 total 154 

gigawatts (GW), with 85 GW of coal-fired power 

plants retiring in this time frame” (p. 17), reducing 

coal’s share of electricity production from about 40% 

in 2013 to about 29% in 2030. U.S. total energy and 

electricity demand are forecast to grow an average of 

1.4% per year and U.S. GDP is projected to grow 

2.5% per year. The authors note, “prior to the mid-

1980s, electricity demand grew more quickly than 

GDP; during the 1960s, electric demand grew twice 

as fast as GDP. Since 1980, electricity demand has 

grown more slowly than GDP. During the previous 

decade, for every 1% increase in GDP, electricity 

demand grew roughly 0.6%” (p. 19). They attribute 

the “progressively weaker relationship” to “the 

countervailing effect of rising retail electricity prices 

and a continued strong emphasis on energy efficiency 

policies at both the U.S. federal and state levels” 

(Ibid.). 

The authors create a “Policy Case” to forecast the 

impacts of the proposal to reduce gross U.S. 

greenhouse gas emissions by 42% below the 2005 

level by 2030. They predict “baseload coal plant 

retirements would jump sharply in the Policy Case, 

with an additional 114 gigawatts – about 40% of 

existing capacity – being shut down by 2030 

compared with the Reference Case” (p. 3). They then 

do a bottom-up calculation of the incremental cost of 

such a forced transition away from coal, including 

“the costs for new incremental generating capacity, 

necessary infrastructure (transmission lines and 

natural gas and CO2 pipelines), [and] 

decommissioning stranded asset costs….” (p. 4). 

These costs are partially offset by lower fuel use and 

operation and maintenance expenses incurred by 

coal-fired electricity producers. Their findings are 

summarized in Figure 3.6.2.4.1. 

 

 
 

Figure 3.6.2.4.1 
Cost to reduce U.S. greenhouse gas 
emissions by 42% below the 2005 level by 
2030 
 

Incremental cost item Incremental cost 
(billions) 

Power plant construction $339 

Electric transmission $16 

Natural gas infrastructure $23 

CCS pipelines $25 

Coal plant decommissioning $8 

Coal unit efficiency upgrades $3 

Coal unit stranded costs $30 

Demand-side energy efficiency $106 

Operations and maintenance costs -$5 

Fuel costs -$66 

Total incremental costs $478 

 
Source: U.S. Chamber of Commerce, 2014, Table 
ES-1, p. 4. Note in the original reads: “Please see 
Appendix C for power generation addition unit costs 
and more detail on the calculation of natural gas 
pipelines, transmission, CCS pipelines, coal plant 
decommissioning, and coal unit stranded assets.” 

 
 

As shown in Figure 3.6.2.4.1 the incremental cost 

of reducing existing coal generation output by 40%, 

net of savings, would be $478 billion (in constant 

2012 dollars) by 2030. Most of the costs incurred by 

the coal industry would be passed on to consumers in 

the form of higher electricity rates. The authors 

estimate “the Policy Case will cause U.S. consumers 

to pay nearly $290 billion more for electricity 

between 2014 and 2030, or an average of $17 billion 

more per year” (p. 5). Average annual GDP during 

the same period is projected to be $51 billion less 

than in the Reference Case, “with a peak decline of 

nearly $104 billion in 2025” (p. 7). Average annual 

employment would be an average of 224,000 fewer 

per year, “with a peak decline in employment of 

442,000 jobs in 2022.” 

The U.S. Chamber of Commerce’s estimate of 
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the cost of reducing reliance on coal by 42% below 

the 2005 level by 2030, the pledge made by the 

Obama administration in 2010, $478 billion, is not 

far from what the less sophisticated LCOE 

methodology used in Section 3.6.2.1 would predict 

($644 billion, not shown in Figure 3.6.2.1.1). The 

major difference is likely that the LCOE 

methodology assumed coal would be replaced by 

wind power and not a combination of wind power, 

gas, and other less-expensive alternatives. 
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3.6.2.5 Macroeconomic Models 

In 2014, the U.S. Energy Information Administration 

(EIA, 2015a) used a macroeconomic model to 

estimate the cost of the Clean Power Plan (CPP), a 

regulation setting targets for reductions in greenhouse 

gas emissions associated with electrical generation to 

25% below 2005 levels by 2020 and 30% below by 

2030. The regulation has since been rescinded, but 

the analysis of the regulation provides an example of 

the use of macroeconomic models to forecast the cost 

of reducing reliance on fossil fuels. The report used 

EIA’s National Energy Modeling System (NEMS), 

“a modular economic modeling system used by EIA 

to develop long-term projections of the U.S. energy 

sector, currently through the year 2040.” Data on 

existing energy costs, supply, and demand were taken 

from the Annual Energy Outlook 2015, a database 

maintained by EIA (EIA, 2015b).  

The modeling exercise is complicated because 

CPP relied on states to implement emission reduction 

programs and gives them some latitude in the choice 

of tools to achieve the reductions. States did not need 

to begin to reduce CO2 emissions until 2020 and were 

expected to reach performance goals, measured in 

pounds of CO2 emitted per megawatthour of 

electricity generated from affected electric generating 

units, by 2030. Emission reduction targets and 

methods approved by the EPA to attain them are 

described in an EPA document titled “Best System of 

Emissions Reduction (BSER).” Those methods, 

which the EPA calls “building blocks,” are: 

 

1. Improving the thermal efficiency of individual 

affected sources (heat rate improvement); 

2. Dispatching the generating fleet to substitute 

less-carbon-intensive affected sources for more-

carbon-intensive affected sources (re-dispatch for 

reduced emissions); 

3. Expanding the use of low- or zero-carbon 

generation in order to displace affected sources 

(low- and zero-carbon capacity expansion). 

The modeling exercise is further complicated 

because Congress asked for consideration of nine 

scenarios (e.g., extension of the Clean Power Plan 

targets beyond 2030, treatment of future nuclear 

capacity similar to the treatment of renewable 

capacity, and sensitivities for expenditures and 

effectiveness of energy efficiency programs). It is not 

necessary for our purposes to review all of EIA’s 

findings. Instead, we focus on what EIA calls its 

“Base Policy case.” The agency found:  

Increased investment in new generating 

capacity as well as increased use of natural 

gas for generation lead to electricity prices 

that are 3% to 7% higher on average from 

2020–25 in the Clean Power Plan cases, 

versus the respective baseline cases. … 

While prices return to near-baseline levels by 

2030 in many regions, prices remain at 

elevated levels in some parts of the country. 

… Economic activity indicators, including 

real gross domestic product (GDP), industrial 

shipments, and consumption, are reduced 

relative to baseline under the Clean Power 

Plan. Across cases that start from the 

AEO2015 Reference case, the reduction in 

cumulative GDP over 2015–40 ranges from 

0.17%–0.25%, with the high end reflecting a 

tighter policy beyond 2030. 

EIA seemed to trivialize the impact of CPP on 

GDP in its summary by focusing on early years, 

before the costs are significant, and later years, when 

it claims (implausibly) that technological advances 

will lower the cost of alternative energies to below 

the cost of fossil fuels. Most other researchers use an 

electricity-GDP elasticity of around -0.13 and would 

say an increase in electricity prices of 3% to 7% 

would reduce annual GDP between 0.39% and 0.91% 

below baseline forecasts, between two and four times 

EIA’s estimate, about $69.8 billion to $162.9 billion 
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a year using an estimated U.S. 2015 GDP of 

$17.9 trillion. 

Kevin D. Dayaratna, senior statistician and 

research programmer at The Heritage Foundation 

(Dayaratna, 2015), “unpacked” EIA’s findings and 

produced a series of tables presenting the annual 

impact of CPP on manufacturing employment, 

overall employment, GDP, annual income for a 

family of four, and annual household electricity 

expenditures for four of EIA’s nine cases. Two of his 

tables, for impacts on GDP and overall employment, 

appear below as Figures 3.6.2.5.1 and 3.6.2.5.2. 

Dayaratna’s tables show EIA’s analysis found 

significant costs, but still less than previous 

methodologies would predict: more than $100 billion 

a year in GDP is lost in each of eight years (2021–

2028), cumulative GDP loss amounts to $25 trillion 

to $30 trillion, and job losses total more than 100,000 

in nine years (2021–2029). EIA’s forecast of positive 

impacts beginning in 2031 are counterintuitive, to say 

the least, given the low learning rates and physical 

limitations confronting solar and wind power and the 

almost certain decrease in energy consumption due to 

the inability of alternatives to meet population-driven 

rising electricity demand. 

One reason EIA’s analysis finds relatively low 

costs is because it accepts the U.S. Environmental 

Protection Agency’s assumption that energy 

conservation efforts will reduce the rate of increase in 

electricity consumption below historical levels 

without imposing costs on consumers. That 

assumption has been severely criticized by the 

Electric Reliability Coordinating Council (ERCC), a 

group of energy companies: 

There is no doubt that our economy is 

becoming more energy efficient, but EPA’s 

claims about future improvements are simply 

wishful thinking. We are not aware of any 

serious analysis showing, as EPA claims, that 

it will save you money by increasing your 

electricity rates. The efficiency promises 

made by environmentalist groups such as the 

NRDC [who have led the call for this 

regulatory proposal] are beyond what any 

state, no matter how green, has achieved and 

are wholly unrealistic. Further, the economy 

remains in doldrums, with growth stunted 

over the last five years. If economic recovery 

picks up – which the Administration believes 

is likely – counting on appreciably less 

energy use will not be an option. What 

happens if policies rely on energy efficiency 

beyond what is viable given economic 

conditions? The result is energy rationing 

(ERCC, 2014). 

Economic growth in the United States did in fact 

increase after 2014, validating the ERCC’s concern.  
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Figure 3.6.2.5.1 
Impact of Clean Power Plan on U.S. GDP, 2015–2040 

 

 
 
Figures in 2009 chain-weighted U.S. dollars (a method of adjusting real dollar amounts for inflation over time). 
CPP Policy Extension = a scenario in which the Clean Power Plan is extended after 2030 with additional targets. 
CPP Policy with New Nuclear = a scenario in which new nuclear power installations are accorded the same 
treatment as new eligible renewables in the compliance calculation. CPP Policy with Biomass CO

2
 = a scenario 

assuming that the emission rate for biomass fuel is 195 pounds CO2 per MMBtu in place of EIA's Reference case 
assumption that biomass is carbon-neutral. Source: Dayaratna, 2015, Table 3. 
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Figure 3.6.2.5.2 
Impact of Clean Power Plan on overall employment, 2015–2040 (negative numbers represent 
lost jobs due to slower economic growth) 
 

 
 

Figures in 2009 chain-weighted U.S. dollars (a method of adjusting real dollar amounts for inflation over time). 
CPP Policy Extension = a scenario in which the Clean Power Plan is extended after 2030 with additional targets. 
CPP Policy with New Nuclear = a scenario in which new nuclear power installations are accorded the same 
treatment as new eligible renewables in the compliance calculation. CPP Policy with Biomass CO

2
 = a scenario 

assuming that the emission rate for biomass fuel is 195 pounds CO2 per MMBtu in place of EIA's Reference case 
assumption that biomass is carbon-neutral. Source: Dayaratna, 2015, Table 2. 

 
  



 Climate Change Reconsidered II: Fossil Fuels 

376 

3.6.2.6 Modeled As a Tax Increase 

The U.S. Environmental Protection Agency (EPA) 

estimated the Clean Power Plan (CPP) would reduce 

CO2 emissions at an average cost of $30 a ton, “an 

average of the estimates for each building block, 

weighted by the total estimated cumulative CO2 

reductions for each of these building blocks over the 

2022–2030 period” (EPA, 2014, p. 446). The EPA 

estimates the cost of “building block three,” 

“Expanding the use of low- or zero-carbon generation 

in order to displace affected sources (low- and zero-

carbon capacity expansion),” to be $37 per ton on 

average from 2022 to 2030 (p. 769). This latter figure 

is most salient to the current analysis. 

Dayaratna et al. (2014) explained why CPP can 

be modeled as a tax increase: “Taxing CO2-emitting 

energy incentivizes businesses and consumers to 

change production processes, technologies, and 

behavior in a manner comparable to the Clean Power 

Plan regulatory scheme. Modeling comparable tax 

changes as a substitute for estimating the 

macroeconomic impact of complex regulatory 

schemes is a widely accepted practice.”  

Dayaratna et al. go on to treat CPP as a $37/ton 

carbon dioxide tax. The authors “employed the 

Heritage Energy Model (HEM), a derivative of the 

[EIA’s] National Energy Model System 2014 Full 

Release (NEMS). This model includes modules 

covering a variety of energy markets and integrates 

with the IHS Global Insight macroeconomic model. 

… We modeled the impact of a revenue-neutral 

carbon tax starting at $37 per ton in 2015 through 

2030.” 

“The costs,” Dayaratna et al. wrote, “turn out to 

be substantial.” If implemented, CPP would reduce 

cumulative GDP “by more than $2.5 trillion between 

now and 2030. Employment would track nearly 

300,000 jobs below the no-carbon-regulation baseline 

in an average year, with some years seeing an 

employment deficit of more than 1 million jobs.” The 

researchers also found CPP, modeled as a tax on 

carbon dioxide emissions, would cause a peak 

employment shortfall of more than 1 million jobs and 

total income loss of more than $7,000 per person 

(inflation-adjusted) by the year 2030. They point out 

that EIA “analyzed the economic impact of a carbon 

tax using essentially the same model and found 

similarly devastating results. Comparing the EIA’s 

$25-carbon-tax estimate with the baseline shows 

more than $2 trillion in lost GDP from 2014 to 2030 

and a peak employment differential of 1 million lost 

jobs,” referencing EIA’s Annual Energy Outlook 

2014 (EIA, 2014). 

The Heritage Foundation analysis is valuable, but 

like other methodologies described in this section it 

has drawbacks and limits. A carbon tax may be more 

efficient than the arbitrary caps, timelines, and 

technology mandates contained in CPP, so modeling 

CPP as a tax underestimates the cost of displacing 

fossil fuels and consequently their current value. The 

carbon tax in the model was assumed to be “revenue 

neutral,” meaning its revenues would be offset by 

reductions in other tax collections, and consequently 

its impact on GDP would be less. Examples of new 

taxes that were “revenue neutral” are difficult to find 

in human history (see Chapter 1, Section 1.4 for some 

reasons why this is the case), so it is fair to guess that 

a new carbon tax would have a larger negative effect 

on economic growth than forecast by either EIA or 

Dayaratna et al. 
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3.6.3 Comparison of Estimates 

The six studies summarized in this section are 

difficult to compare or reconcile since they vary in 

what was measured and over what time periods. For 

example, the first estimate using LCOEs looked only 

at the case of replacing existing coal resources in the 

United States with new wind energy ceteris paribus, 

with no time frame and no consideration of the 

effects on other sources of electricity generation. 

Rose and Wei looked at only the lower-48 states and 

envisioned a ten-year transition (from 2006 to 2015) 

away from coal to natural gas, nuclear, and 

renewable fuels. Tverberg looked at global costs of 

reducing fossil fuel consumption by 80% and 

estimated effects in the year 2050. Figure 3.6.3.1 

presents a summary of the findings in a table that 

makes the results easier to interpret. 

http://www.eia.gov/oiaf/aeo/tablebrowser/#release=AEO2014&subject=5-AEO2014&table=18-AEO2014®ion=0-0&cases=co2fee25-d011614a,ref2014-d102413a
http://www3.epa.gov/airquality/cpp/cpp-final-rule.pdf
http://www3.epa.gov/airquality/cpp/cpp-final-rule.pdf
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Figure 3.6.3.1 
Summary of six estimates of the cost of replacing fossil fuels with alternatives, measured as 
percentage of GDP, U.S.-only unless specified as global 
 

Authors Methodology 
Time 
period 

Current 
value of 
fossil fuels  

Replace  
20% by 2020 
and 32% by 
2025 

Replace 
33%  Replace 40%  

Replace 
66%  

Replace 
80% 
(global) 

NIPCC 
(2018) 

Comparison of 
LCOEs in the U.S. 

2015  +$1.57 trillion 
GDP 

-$307 billion 
GDP (20%) 
-$491 billion 
GDP (32%) 
(annual) 

-$506 
billion 
GDP 
(annual) 

-$614 billion 
GDP 
(annual) 

-$1.01 
trillion 
GDP 
(annual) 

-- 

Rose and 
Wei (2006) 

Existence value of 
coal in the U.S. 

2006–
2015 

+$1.275 
trillion GDP  
 (cumulative) 
+6.8 million 
jobs 
 

-- -$166 
billion 
GDP 
(annual) 
-1.2 
million 
jobs 

-- -$371 
billion 
GDP 
(annual) 
-2.7 
million 
jobs 
 

-- 

Tverberg 
(2012) 
(global) 

Historical 
relationship of 
energy 
consumption and 
global GDP 

2012–
2050 

-- -- -- -- -- -$137.5 
trillion 
global 
GDP 
(2050) 

U.S. 
Chamber of 
Commerce 
(2014) 

Cost of Clean 
Power Plan, 
bottom-up estimate 

2015–
2030 

-- -- -- -$478 billion 
GDP 
(cumulative)  
-224,000 jobs 
per year 
(average) 

-- -- 

EIA (2015) Cost of Clean 
Power Plan, 
macroeconomic 
model 

2015–
2030 

-- - $1.1 trillion 
GDP 
(cumulative) 
-196,00 jobs 
per year 
(average) 

-- -- -- -- 

Davaratna, 
Loris, and 
Kreutzer 
(2014) 

Cost of Clean 
Power Plan, 
modeled as a tax 
increase 

2015–
2030 

-- -$2.5 trillion 
GDP 
(cumulative) 
- 300,000 
jobs per year 
(average) 

-- -- -- -- 

 
This table significantly simplifies the findings of six reports and therefore leaves out many caveats and other 
findings. In some cases these are static estimates that do not reflect the likely incremental cost of replacing 
fossil fuels over time. Sources: See References. NIPCC (2018) refers to this volume of Climate Change 
Reconsidered IIs. 
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A few generalizations can be offered: 

 

 Use of coal in the United States delivered 

economic benefits worth between $1.275 trillion 

and $1.57 trillion in 2015. Fossil fuels support 

approximately 6.8 million jobs in the United 

States. 

 Replacing 20% of the energy produced with 

fossil fuels in the United States with wind power 

would cost approximately $300 billion and 

replacing 32% would cost approximately $491 

billion. Achieving these reductions by 2020 and 

2025, the stated goals of the Clean Power Plan 

(CPP), would cost between $1.1 trillion and $2.5 

trillion in cumulative lost GDP and destroy 

between 196,000 and 300,000 jobs each year 

between 2015 and 2030.  

 Replacing 33% of the energy produced by coal in 

the United States in 2006 with alternatives 

(including natural gas and nuclear power) by 

2015 would have cost $166 billion a year and 

1.2 million jobs. Replacing this same amount of 

coal generation with wind power would cost 

$506 billion a year. 

 Replacing 40% of the energy produced by coal in 

the United States in 2012 with alternatives by 

2030, the goal proposed by the Obama 

administration in 2010, would cost $478 billion 

and an average of 224,000 jobs each year. 

Replacing it with wind power would cost 

$614 billion a year. 

 Replacing 66% of the energy produced by coal in 

the United States in 2006 with alternatives by 

2015 would have cost $371 billion a year and 2.7 

million jobs. Replacing it with wind power would 

have cost $1.0 trillion a year. 

 Reducing global reliance on fossil fuels by 80% 

by 2050 would cause the loss of $137.5 trillion of 

global GDP in 2050. 

Given the great variation in and independence of 

the methodologies used to reach these conclusions, as 

well as known and unknown limitations and flaws in 

several of the studies, it may be surprising the results 

are at least somewhat consistent. Fossil fuels deliver 

economic benefits to the United States of between 

$1.275 trillion (for coal alone) and $1.76 trillion (for 

all fossil fuels) a year in added GDP and some 

6.8 million jobs (for coal alone). Continued reliance 

on fossil fuels in the year 2050 would be worth 

approximately 42% of global GDP, about $137.5 

trillion in today’s dollars. 

Relying on fossil fuels and using alternative 

energies only as they become cost-competitive would 

save consumers the enormous expenses documented 

by these studies. Reducing our dependency on fossil 

fuels is costly, measured as hundreds of billions of 

dollars of GDP and hundreds of thousands of jobs 

annually. As the world’s population continues to 

grow and billions of people rise out of poverty, using 

abundant and affordable fossil fuels is more 

important than ever. 
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3.7 Conclusion 

Despite much compelling evidence of the progress 

made in human well-being thanks to the use of fossil 

fuels, sometimes we wish for the “good old days.” 

But our ancestors didn’t think of horse-drawn 

carriages, open-hearth fires in homes, and stifling 

heat during warm summer nights that way. To them, 

safe and affordable transportation, clean and reliable 

home heating, and air conditioning would have been 

unmitigated blessings leading to tremendous 

improvements in their quality of life. 

http://www.eia.gov/analysis/requests/powerplants/cleanplan/
http://ourfiniteworld.com/2012/07/26/an-optimistic-energygdp-forecast-to-2050-based-on-data-since-1820/
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Fossil fuels make a dramatic contribution to 

public health by reducing poverty by supporting the 

technologies we rely on to keep us safe and well, 

making electrification of many processes possible, 

and helping to create a safe and plentiful food supply. 

Replacing fossil fuels with alternative energies that 

are more costly or less reliable would mean losing 

many of these benefits. 

Fossil fuels created the modern era. They raised 

the standard of living, dramatically improved human 

health, increased human lifespan, and helped elevate 

billions of persons out of poverty. What we recognize 

today as modernity – modern cities, fast and 

affordable transportation, television and the Internet – 

are all products of fossil fuels. In the words of energy 

historian Vaclav Smil (2005), “The most fundamental 

attribute of modern society is simply this: Ours is a 

high energy civilization based largely on combustion 

of fossil fuels.” 

The research presented in this chapter supports 

Smil’s observation. Renewable fuels such as wind 

turbines, solar PV cells, and ethanol cannot replace 

fossil fuels. None is sufficiently energy-dense, 

available in sufficient quantities, dispatchable 

(always available on demand), or affordable to play 

more than a small role in meeting the world’s 

growing energy needs. Multiple methodologies 

aimed at monetizing the benefits of fossil fuels place 

their value at trillions of dollars a year.  

In Chapter 1, “opportunity cost” was defined as 

the value of foregone uses of the funds or time spent 

following a choice. Every choice has an apparent 

cost, say the higher price of electricity produced by 

choosing to rely on wind or solar power instead of 

coal or natural gas. Research presented in Sections 

3.4.4 and 3.4.5 found electricity generated by new 

wind capacity in the United States costs 

approximately  2.7 times as much as coal, 3 times as 

much as combined cycle gas, and nearly four times as 

much as nuclear power. This is the apparent cost of 

the choice, but the opportunity cost is far greater. The 

high prices and intermittency of alternative energies 

raise the cost of electricity, slowing economic 

growth, and their limited supply raises the prospect of 

living with much less energy. What would that look 

like? 

Deming (2013) speculated about “what would 

happen to the U.S. today if the fossil fuel industry 

went on a strike of indefinite duration?” Some of the 

consequences he described include: 

 

 “With no diesel fuel, the trucking industry would 

grind to a halt. Almost all retail goods in the U.S. 

are delivered by trucks. Grocery shelves would 

begin to empty. Food production at the most 

basic levels would also stop. Without gasoline, 

no farm machinery would function, nor could 

pesticides or fertilizers be produced on an 

industrial scale. The U.S. cannot feed 315 million 

people with an agricultural technology based on 

manure and horse-drawn plows. After two weeks 

mass starvation would begin. 

 “Locomotives once ran on coal but today are 

powered by diesel engines. With no trains or 

trucks running there would be no way to deliver 

either raw materials or finished products. All 

industrial production and manufacturing would 

stop. Mass layoffs would ensue. At this point, it 

would hardly matter. With virtually all 

transportation systems out, the only people who 

could work would be those who owned horses or 

were capable of walking to their places of 

employment. 

 “42% of electric power in the U.S. is produced 

by burning coal. With natural gas also out of the 

picture, we would lose another 25%. … With 

two-thirds of the electric power gone, the grid 

would shut down entirely. [Probably not 

entirely… electricity would still be available in 

some areas near dams and nuclear power plants.] 

No electricity also means no running water and 

no flush toilets. When the bottled water ran out, 

people would drink from streams and ponds and 

epidemic cholera would inevitably follow. 

 “Hospitals could continue to function for a few 

days on backup generators. But with no diesel 

fuel being produced, the backups would also fail. 

Emergency surgeries would have to be conducted 

by daylight in rooms with windows. Because 

kerosene is a petroleum byproduct, lighting by 

kerosene lamps would not be an option. Even 

candles today are made of paraffin, another 

petroleum byproduct. It is doubtful if sufficient 

beeswax could be found to manufacture enough 

candles to light the 132 million homes in the U.S. 

 “With no electricity, little to no fuel, and no way 

to transport either people or commodities, the 

U.S. would revert to the eighteenth century 
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within a matter of days to weeks. The industrial 

revolution would be reversed. The gross 

domestic product would shrink by more than 

95%. Depending on the season and location, 

people would begin to either freeze or swelter in 

their homes.”  

This dark tale of a future without fossil fuels may 

be easy to criticize, but it is hardly less scientific or 

less credible than the even darker predictions of a 

climate Armageddon coming from the United 

Nations’ Intergovernmental Panel on Climate Change 

(IPCC) and many advocacy groups that echo its 

views. Deming’s narrative has the virtue of relying 

on actual data consistent with what is reported in this 

chapter and the predictable consequences of abruptly 

ending the use of fossil fuels, whereas IPCC’s 

forecasts rest on assumptions and computer models. 

Unlike the IPCC and its allies, Deming did not claim 

to be making a scientific forecast. If only for that 

reason, Deming seems to be the more trustworthy of 

the parties. 
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Key Findings 

Key findings of this chapter include the following: 

 

 

Modernity and Public Health 

 Fossil fuels improved human well-being and 

safety by powering labor-saving and life-

protecting technologies such as cars and trucks, 

plastics, and modern medicine. 

 Fossil fuels play a key and indispensable role in 

the global increase in life expectancy. 

Mortality Rates 

 Cold weather kills more people than warm 

weather. A warmer world would see a net 

decrease in temperature-related mortality in 

virtually all parts of the world, even those with 

tropical climates. 

 Weather is less extreme in a warmer world, 

resulting in fewer injuries and deaths due to 

storms, hurricanes, flooding, etc. 
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Cardiovascular Diseases  

 Higher surface temperatures would reduce the 

incidence of fatal coronary events related to low 

temperatures and wintry weather by a greater 

degree than they would increase the incidence 

associated with high temperatures and summer 

heat waves.  

 Non-fatal myocardial infarction is also less 

frequent during unseasonably warm periods than 

during unseasonably cold periods. 

 

Respiratory Disease 

 Climate change is not increasing the incidence of 

death, hospital visits, or loss of work or school 

time due to respiratory disease. 

 Low minimum temperatures are a greater risk 

factor than high temperatures for outpatient visits 

for respiratory diseases. 

 

Stroke 

 Higher surface temperatures would reduce the 

incidence of death due to stroke in many parts of 

the world, including Africa, Asia, Australia, the 

Caribbean, Europe, Japan, Korea, Latin America, 

and Russia. 

 Low minimum temperatures are a greater risk 

factor than high temperatures for stroke incidence 

and hospitalization. 

 

Insect-borne Diseases 

 Higher surface temperatures are not leading to 

increases in mosquito-transmitted and tick-borne 

diseases such as malaria, yellow fever, viral 

encephalitis, and dengue fever. 

 Extensive scientific information and 

experimental research contradict the claim that 

malaria will expand across the globe and 

intensify as a result of CO2-induced warming. 

 Concerns over large increases in dengue fever as 

a result of rising temperatures are unfounded and 

unsupported by the scientific literature, as 

climatic indices are poor predictors for dengue 

fever. 

 Climate change has not been the most significant 

factor driving recent changes in the distribution 

or indicence of tick-borne diseases. 

 

Conclusion 

 Fossil fuels directly benefit human health and 

longevity by powering labor-saving and life-

protecting technologies and perhaps indirectly by 

contributing to a warmer world. 

 

Introduction 

Fossil fuels directly benefit human health and 

longevity by powering labor-saving and life-

protecting technologies such as cars and trucks, 

plastics, and modern medicine. They may also 

indirectly benefit human health by contributing to 

some part of the increase in surface temperatures that 

the United Nations’ Intergovernmental Panel on 

Climate Change (IPCC) claims occurred during the 

twentieth and early twenty-first centuries and may 

continue for the rest of the twenty-first century and 

beyond. How much warming has occurred and will 

occur, and how much can be attributed to the 

combustion of fossil fuels, are unsolved scientific 

puzzles, as explained in Chapter 2. Whereas the 

IPCC predicts a global temperature increase of 

between 2°C and 4°C by 2100 (compared to the 

1850–1900 average) (IPCC, 2013, p. 20), the 

Nongovernmental International Panel on Climate 

Change (NIPCC) says its best-guess forecast is of  

~0.3 to 1.1°C (NIPCC, 2013).  

In the Working Group II contribution to its Fifth 

Assessment Report, the IPCC admits “at present the 

world-wide burden of human ill-health from climate 

change is relatively small compared with effects of 

other stressors and is not well quantified,” but it also 

claims “impacts from recent climate-related 

extremes, such as heat waves, droughts, floods, 

cyclones, and wildfires, reveal significant 

vulnerability and exposure of some ecosystems and 

many human systems to current climate variability 

(very high confidence)” (IPCC, 2014, p. 6). It further 

claims to have “high confidence” that climate change 

will contribute to eight “risk factors” including “risk 
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of severe ill-health” and “mortality and morbidity 

during periods of extreme heat” (Ibid., p. 13). 

As has been common throughout its history, the 

IPCC’s claims have been repeated by legacy news 

media, politicians, environmental activists, and 

subsidy-seekers in the renewable energy industry, 

while its more cautious findings, qualifications, and 

admissions of uncertainty are unreported or even 

hidden. This has led to widespread fear of the health 

effects of global warming (Schulte, 2008) and even 

political attack ads claiming people are dying of 

“carbon pollution” (WMC, 2015).  

Independent researchers who should know better 

have also overlooked the IPCC’s errors and 

admissions of uncertainties. This failure is illustrated 

by an otherwise commendable effort to quantify the 

health and other effects of global warming by 

Richard S.J. Tol, a professor of economics at the 

University of Sussex and professor of the economics 

of climate change at the Vrije Universiteit 

Amsterdam who is otherwise an outspoken critic of 

the IPCC (Tol, 2013). Tol developed the Climate 

Framework for Uncertainty, Negotiation, and 

Distribution (FUND) model, which he said “is a fully 

integrated model, including scenarios of population, 

economy, energy use, and emissions; a carbon cycle 

and simple climate model; and a range of impact 

models” (Tol, 2011, p. 4).  

Tol’s model forecasts the decline in the number 

of deaths due to cold temperatures would exceed the 

increase in the number of deaths due to warm 

temperatures in the year 2055 and beyond, a finding 

supported by extensive research summarized in this 

chapter. But Tol also contends “Climate change has 

caused the premature deaths of a substantial number 

of people over the 20th century – on average 7.5 per 

million per year. In 2000, according to FUND, 

90,000 people died because of climate change” (p. 

13). These numbers, drawn from the IPCC and public 

health advocacy groups, are not empirical data and 

should not be treated as though they were. They are 

derived from computer models that assume more 

local warming than actually occurred, assume 

causation when medical evidence says otherwise, and 

contradict actual public health data showing falling 

numbers of deaths due to respiratory and 

cardiovascular diseases and insect-borne diseases 

such as malaria. 

Chapter 3 already explained some of the human 

health benefits produced by the prosperity made 

possible by fossil fuels. In this chapter, those benefits 

are explained in greater detail. Section 4.1 documents 

the direct human health benefits due to the prosperity 

and technologies made possible by fossil fuels. 

Section 4.2 documents how medical science and 

observational research in Asia, Europe, and North 

America confirm that global warming is associated 

with lower, not higher, temperature-related mortality 

rates. Sections 4.3, 4.4, and 4.5 report research 

showing warmer temperatures lead to decreases in 

premature deaths due to cardiovascular and 

respiratory disease and stroke occurrences. Section 

4.6 finds global warming has little if any influence on 

mosquito-borne diseases such as malaria and dengue 

fever or tick-borne diseases. Section 4.7 is a brief 

summary and conclusion. 

The health benefits of climate change were the 

subject of Chapter 7 of a previous volume in the 

Climate Change Reconsidered II series, subtitled 

Biological Effects (NIPCC, 2014). The authors of that 

chapter provided a more comprehensive survey of the 

literature than is presented here, including older 

studies excluded from this review and detailed 

summaries of the methodologies utilized by the 

authors. A summary of that chapter appears below as 

Figure 4.1. This new chapter features research 

published as recently as 2018. 

 

 
 
Figure 4.1 
Impacts on human health 
 

 Warmer temperatures lead to a decrease in temperature-related mortality, including deaths associated with 

cardiovascular disease, respiratory disease, and strokes. The evidence of this benefit comes from research 

conducted in every major country of the world.  

 In the United States the average person who died because of cold temperature exposure lost in excess of 

10 years of potential life, whereas the average person who died because of hot temperature exposure likely 

lost no more than a few days or weeks of life. 
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 In the United States, some 4,600 deaths are delayed each year as people move from cold northeastern states to 

warm southwestern states. Between 3% and 7% of the gains in longevity experienced over the past three 

decades was due simply to people moving to warmer states. 

 Cold-related deaths are far more numerous than heat-related deaths in the United States, Europe, and almost 

all countries outside the tropics. Coronary and cerebral thrombosis account for about half of all cold-related 

mortality. 

 Warmer temperatures are reducing the incidence of cardiovascular diseases related to low temperatures and 

wintry weather by a much greater degree than they increase the incidence of cardiovascular diseases 

associated with high temperatures and summer heat waves. 

 A large body of scientific examination and research contradicts the claim that malaria will expand across the 

globe and intensify as a result of CO2-induced warming. 

 Concerns over large increases in vector-borne diseases such as dengue as a result of rising temperatures are 

unfounded and unsupported by the scientific literature, as climatic indices are poor predictors for dengue 

disease. 

 Whereas temperature and climate largely determine the geographical distribution of ticks, they are not among 

the significant factors determining the incidence of tick-borne diseases. 

Source: Chapter 7. “Human Health,” Climate Change Reconsidered II: Biological Impacts (Chicago, IL: The 
Heartland Institute, 2014). 
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4.1 Modernity and Public Health 

Fossil fuels improved public health in developed 

countries around the world by making electrification, 

safe transportation, plastics, and modern medicine 

possible. None of these technological advances 

would have occurred without fossil fuels providing 

the abundant, convenient, and affordable energy 

needed to power them or the critical feedstock used 

to create them. Proof of fossil fuels’ success in 

advancing public health can be seen in the rising 

lifespans of people living all around the world, but 

especially those living with the most abundant 

supplies of energy. 
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4.1.1 Technology and Health 

Fossil fuels improved human well-being and 

safety by powering labor-saving and life-

protecting technologies such as cars and 

trucks, plastics, and modern medicine. 

 

Fossil fuels produce the quantity and quality of 

energy needed to fuel technologies that produce 

enormous human health benefits. Electricity, whose 

widespread use is possible only with fossil fuels, 

made and continues to make the biggest contributions 

to public health. Electricity makes food safer, more 

plentiful, and more affordable by making possible 

refrigeration from fields to grocery stores and 

freezers for long-term storage of food, and powering 

the modern canning industry, dramatically reducing 

waste. Electricity promotes good health by greatly 

facilitating the sharing of information, allowing 

people in need of help to call family members or 

emergency medical services, patients to communicate 

with doctors and other medical professionals between 

visits to hospitals and clinics, and doctors to share 

insights and discoveries with one another across long 

distances. Electricity continues to revolutionize 

health care with electronic medical records, robotic 

surgery, and remote diagnosis.  

Safe and clean transportation is a second example 

of health benefits made possible by fossil fuels. The 

development and widespread use of cars and trucks 

averted a public health crisis. According to Smith 

(1990), “a horse produces approximately 45 pounds 

of manure each day. In high-density urban 

environments, massive tonnages accumulated, 

requiring constant collection and disposal. Flies, 

dried dung dust, and the smell of urine filled the air, 

spreading disease and irritating the lungs. On rainy 

days, one walked through puddles of liquid wastes. 

Occupational diseases in horse-related industries 

were common” (p. 25). According to Smith, New 

York City was disposing of 15,000 dead horses every 

year in the 1890s, a task that posed major threats to 

public health. Tenner (1997) offered a sobering 

reprise of the bad old days of horses in the streets 

causing diseases and deaths by accidents, and the 

public health revolution made possible by 

automobiles: 

Less remembered today than the sanitary 

problems caused by horses were the safety 

hazards they posed. Horses and horse-drawn 

vehicles were dangerous, killing more riders, 

passengers, and pedestrians than is generally 

appreciated. Horses panicked. In frequent 

urban traffic snarls, they bit and kicked some 

who crossed their path. Horse-related 

accidents were an important part of surgical 

practice in Victorian England and no doubt in 

North America as well. In the 1890s in New 

York, per capita deaths from wagons and 

carriage accidents nearly doubled. By the end 

of the century they stood at nearly six per 

hundred thousand of population. Added to 

the five or so streetcar deaths, the rate of 

about 110 per million is close to the rates of 

motor vehicle deaths in many industrial 

countries in the 1980s. On the eve of 

motorization, the urban world was not such a 

gentle place. 

The automobile was an answer to disease and 

danger. In fact, private internal-combustion 

transportation was almost utopian (pp. 333–

4). 

A third way fossil fuels-enabled technology has 

contributed to human health is by allowing the use of 

plastic products instead of metal, glass, or wooden 

products (Avery, 2000; North and Halden, 2013). 

Natural gas is the primary feedstock of plastic 

products made in the United States while oil is used 

by most Eurpean and Asian producers. See, for 

example, the representation of the production process 

of polyvinyl chloride (PVC) in Figure 4.1.1.1. 

According to the American Chemistry Council 

(ACC, 2015), falling prices of natural gas and oil in 

the United States made possible by the development 

of shale oil produced “a flood of new investment in 

U.S. plastics capacity announced since 2010. New 

factories are being built to produce more plastic 

resins, about half of that new resin production will be 

exported. In addition, with newly-available supplies 

of low-cost resin, producers of plastic products are 

building new production facilities” (p. 3). 

While it is fashionable to minimize the benefits 

plastics bring to society, they are undeniably 

immense. Andrady and Neal (2009) write, “Plastics 

deliver unparalleled design versatility over a wide 

range of operating temperatures. They have a high 

strength-to-weight ratio, stiffness and toughness, 

ductility, corrosion resistance, bio-inertness, high 

thermal/electrical insulation, non-toxicity and 

outstanding durability at a relatively low lifetime cost 

compared with competing materials; hence plastics 

are very resource efficient.” 
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Figure 4.1.1.1 
Production process of polyvinyl chloride (PVC) in the United States 

 
Source: PVC.org, n.d. 

 
 

Plastic components make up a growing 

percentage of the total composition of airplanes, cars, 

ships, buildings, and many other important 

technologies of the modern age. PVC is a 

maintenance-free and non-combustible material that 

is now essential for buildings, furniture, piping, and 

upholstery. Computers, cellphones, and the Internet 

itself would be impossible without plastics. A new 

technology – 3D printing – is using plastics to further 

revolutionize the manufacturing of consumer 

products. 

Plastics contribute directly to improving public 

health in many ways. Plastic film helps protect food 

and other products in inventory and during shipping 

while dramatically reducing weight and cost relative 

to other types of containers. Plastic containers, plates, 

and cups replace glass containers that can cause 

injuries when broken. Plastic bottles with childproof 

caps reduce instances of accidental poisoning. Plastic 

airbags and seatbelts save lives every day by 

protecting passengers of cars and trucks from impact 

during accidents. Plastic insulation of electric wiring 

dramatically reduces the incidence of home and 

business fires and death and injury by electrocution.  

Plastics have extensive applications in medicine, 

including disposable surgical gloves, masks, gowns, 

syringes, and petri dishes; flexible tubing and bags 

for plasma; tamper-resistent packaging for drugs; and 

parts for innumerable medical devices. Plastic contact 

lenses restore vision to millions of people without the 

inconvenience of glasses, and plastic makes glasses 

lighter, break-resistant, and more affordable. Plastic 

prostheses are lighter, last longer, cost less than 

alternatives, and look more life-like. North and 

Halden (2013) write, “Plastics are cost-effective, 

require little energy to produce, and are lightweight 

and biocompatible. This makes them an ideal 

material for single-use disposable devices, which 

currently comprise 85% of medical equipment. 

Plastics can also be soft, transparent, flexible, or 

biodegradable and many different types of plastics 

function as innovative materials for use in engineered 

tissues, absorbable sutures, prosthetics, and other 

medical applications.” 

Plastics infused with antibiotics, called 

antimicrobial plastic, can help stop the spread of 

diseases in hospitals, a major global public health 

threat. Surfaces containing antimicrobial plastic repel 

or kill bacteria on surfaces that doctors and patients 

touch, such as furniture in emergency and 

examination rooms. Sterile plastics can replace glass 

and steel containers used to store medicines and 

medical waste. Plastics speed the invention and wider 

use of new medical devices by making prototypes 

dramatically less expensive to create and modify. 

Plastic joints are typically longer-lasting than metal 
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joints, thereby reducing pain and the need for repeat 

surgeries. Because plastic devices are cheaper to 

produce than the metal or wood products they 

replace, they reduce the cost of many steps in the 

patient care cycle, thereby lowering the cost of and 

increasing public access to health care. 

A fourth way fossil fuels contribute to human 

health is by enabling the world’s farmers to increase 

their output faster than population, resulting in less 

hunger and starvation around the world. In 2015, the 

Food and Agriculture Organization of the United 

Nations (FAO) reported “the number of hungry 

people in the world has dropped to 795 million – 

216 million fewer than in 1990–92 – or around one 

person out of every nine” (FAO, 2015). In 

developing countries, the share of the population that 

is undernourished (having insufficient food to live an 

active and healthy life) fell from 23.3 percent 

25 years earlier to 12.9 percent. A majority of the 129 

countries monitored by the FAO reduced 

undernourishment by half or more since 1996 (Ibid.). 

Chapter 3, Section 3.3.1, explained how fossil 

fuels created and sustain the use of fertilizers and 

machines that make possible the Green Revolution 

and the more recent “Gene Revolution”; documented 

how rising levels of atmospheric CO2 promote plant 

growth, increasing agricultural yields beyond levels 

farmers would otherwise achieve; and estimated the 

current and future value of aerial fertilization. 

Despite all this good news, concern has been 

expressed that increases in the quantity of food 

produced has come at a cost in lower quality food. 

There is some evidence that while aerial fertilization 

promotes crop yields, it may lower the level of key 

nuitrients relative to total plant mass, making crops 

less nutritious. What does the latest science say about 

this? 

It is possible to contrive growing conditions in 

which something other than CO2 limits plant growth 

and health, or in which a shortage of some soil 

nutrient causes better crop yields to be accompanied 

by reduced levels of some nutrient, but such 

contrived conditions are easily avoided through 

normal agricultural fertilization practices. In real-

world greenhouses, additional CO2 is dramatically 

beneficial for agriculture at levels far beyond what 

are likely to be reached in the outdoor atmosphere, 

and the nutrient value of such crops grown with extra 

CO2 is not significantly different from other crops. 

Dong et al. (2018) write, “a comprehensive 

review of recent studies explaining and targeting the 

key role of the effect of elevated CO2 on vegetable 

quality is lacking.” To remedy this knowledge gap, 

the team of five researchers performed a meta-

analysis of existing studies on the topic. In all, they 

examined 57 published works, which included CO2 

enrichment studies on root vegetables (carrot, radish, 

sugar beet, and turnip), stem vegetables (broccoli, 

celery, Chinese kale, ginger, onion, potato, and 

scallion), leafy vegetables (cabbage, Chinese 

cabbage, chives, fenugreek, Hongfengcat, lettuce, 

oily sowthistle, palak, and spinach) and fruit 

vegetables (cucumber, hot pepper, strawberry, sweet 

pepper, and tomato). The specific focus of their 

analysis was to examine measurements of nutritional 

quality on the vegetables, including measurements of 

soluble sugars, organic acids, protein, nitrates, 

antioxidants, and minerals. 

The results of the analysis, shown in Figure 

4.1.1.2, reveal elevated CO2 “increased the 

concentrations of fructose, glucose, total soluble 

sugar, total antioxidant capacity, total phenols, total 

flavonoids, ascorbic acid, and calcium in the edible 

part of vegetables by 14.2%, 13.2%, 17.5%, 59.0%, 

8.9% 45.5%, 9.5%, and 8.2%, respectively, but [that 

it] decreased the concentrations of protein, nitrate, 

magnesium, iron, and zinc by 9.5%, 18.0%, 9.2%, 

16.0%, and 9.4%. The concentrations of titratable 

acidity, total chlorophyll, carotenoids, lycopene, 

anthocyanins, phosphorus, potassium, sulfur, copper, 

and manganese were not affected.” 

In commenting on their findings, Dong et al. say 

that “overall, elevated CO2 promotes the 

accumulation of antioxidants in vegetables, thus 

improving vegetable quality,” while adding that the 

CO2-induced stimulation of total antioxidant 

capacity, total phenols, total flavonoids, ascorbic 

acid, and chlorophyll b indicate “an improvement of 

beneficial compounds in vegetables.” 

For those concerned about the decreases in 

protein, nitrate, magnesium, iron, and zinc that were 

also observed in the meta-analysis, these slight 

declines can be reduced, if not reversed, through the 

application of several management approaches that 

were investigated and discussed by the authors, 

including “(1) selecting vegetable species or cultivars 

that possess greater ability in carbon fixation and 

synthesis of required quality-related compounds; (2) 

optimizing other environmental factors (e.g., 

moderate CO2 concentrations, moderate light 

intensity, increased N availability, or increased 

fertilization of Fe or Zn) to promote carbon fixation 

and nutrient uptake interactively when growing 

plants under elevated CO2; (3) harvesting vegetable 

products earlier in cases of over maturity and reduced 

benefit of elevated CO2 to vegetative growth; and (4) 
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Figure 4.1.1.2 
Effects of elevated CO2 on the concentrations of various plant compounds and minerals in 
vegetables 

 
 

Data are means of percent change (relative to ambient CO2) with 95% confidence intervals. Green squares and 
error bars represent positive changes, blue negative and grey indicate no significant change. Source: Adapted 
from Dong et al., 2018. 

 
 

combining elevated CO2 with mild environmental 

stress (e.g., ultraviolet-B radiation or salinity) in 

instances when this enhances vegetable quality and 

might counteract the dilution effect or direct 

metabolic pathways toward the synthesis of health-

beneficial compounds.” 

The findings of Dong et al. clearly show that 

CO2-induced plant nutritional enhancements 

outweigh CO2-induced plant nutritional declines. 

Thus, it can reasonably be concluded that rising 

atmospheric CO2 concentrations will yield future 

health benefits to both human and animal plant 

consumers. 

A fifth contribution of fossil fuels to human 

health, ironic in light of current debates, is to protect 

mankind from the climate. As Goklany wrote, “these 

technologies, by lowering humanity’s reliance on 

living nature, inevitably ensured that human well-
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being is much less subject to whims of nature (as 

expressed through the weather, climate, disease, and 

other natural disasters)” (Goklany, 2012, p. 1). 

Writing in 2011, Goklany noted, 

[E]xtreme weather events ... now contribute 

only 0.07% to global mortality. Mortality 

from extreme weather events has declined 

even as all-cause mortality has increased, 

indicating that humanity is coping better with 

extreme weather events than it is with far 

more important health and safety problems. 

The decreases in the numbers of deaths and 

death rates reflect a remarkable improvement 

in society’s adaptive capacity, likely due to 

greater wealth and better technology, enabled 

in part by use of hydrocarbon fuels. Imposing 

additional restrictions on the use of 

hydrocarbon fuels may slow the rate of 

improvement of this adaptive capacity and 

thereby worsen any negative impact of 

climate change. At the very least, the 

potential for such an adverse outcome should 

be weighed against any putative benefit 

arising from such restrictions (p. 4.). 

Epstein (2014) pointed out, “Climate is no longer 

a major cause of death, thanks in large part to fossil 

fuels” (p. 126). “Historically, drought is the number-

one climate related cause of death. Worldwide it has 

gone down by 99.98% in the last eighty years for 

many energy-related reasons: oil-powered drought-

relief convoys, more food in general because of more 

prolific, fossil-fuel-based agriculture, and irrigation 

systems” (Ibid.). Environmentalists, Epstein wrote, 

have the issue backward: “[W]e don’t take a safe 

climate and make it dangerous; we take a dangerous 

climate and make it safe. High-energy civilization, 

not climate, is the driver of climate livability. No 

matter what, climate will always be naturally 

hazardous – and the key question will always be 

whether we have the adaptability to handle it, or 

better yet, master it” (Ibid.). 
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4.1.2 Public Health Trends 

Fossil fuels play a key and indispensable role 

in the global increase in life expectancy. 

 

Historically, humankind was besieged by epidemics 

and other disasters that caused frequent widespread 

deaths and kept the average lifespan to less than 35 

years (Omran, 1971). The average lifespan among the 

ancient Greeks was apparently just 18 years, and 

among the Romans, 22 years (Bryce, 2014 p. 59, 

citing Steckel and Rose, 2002). The discovery of uses 

for fossil fuels in the late-eighteenth and early-

nineteenth century dramatically changed the world, a 

story told in Chapter 3.  
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The evidence of progress in public health in the 

United States and other developed countries in the 

twentieth and early-twenty-first centuries is 

overwhelming (Lehr, 1992; Lomborg, 2001). 

Economist Julian Simon edited a series of volumes 

(Simon, 1981, 1995, 1998; Simon and Kahn, 1984) 

and coauthored a book published posthumously 

(Moore and Simon, 2000) providing extensive data 

showing long-term trends for everything from 

mortality and longevity to food supplies, air and 

water quality, and the affordability of housing. 

Nearly every trend showed dramatic improvement 

over time. As Simon wrote in the introduction to his 

1995 book, “Most important, fewer people are dying 

young. And life expectancy in the rich countries has 

increased most sharply in the older age cohorts, 

among which many thought there was no 

improvement. Perhaps most exciting, the quantities 

of education that people obtain all over the world are 

sharply increasing, which means less tragic waste of 

human talent and ambition” (Simon, 1995, p. 2). The 

trend Simon observed in 1995 continues today. 

According to the U.S. Census Bureau: 

 

 “The world average age of death has increased by 

35 years since 1970, with declines in death rates 

in all age groups, including those aged 60 and 

older (Institute for Health Metrics and 

Evaluation, 2013; Mathers et al., 2015). From 

1970 to 2010, the average age of death increased 

by 30 years in East Asia and 32 years in tropical 

Latin America, and in contrast, by less than 10 

years in western, southern, and central Sub-

Saharan Africa (Institute for Health Metrics and 

Evaluation, 2013; Figure 4-1) ; 

 “In the mean age at death between 1970 and 

2010 across different WHO regions, all regions 

have had increases in mean age at death, 

particularly East Asia and tropical Latin 

America; 

 “Global life expectancy at birth reached 68.6 

years in 2015. A female born today is expected to 

live 70.7 years on average and a male 66.6 years. 

The global life expectancy at birth is projected to 

increase almost 8 years, reaching 76.2 years in 

2050” (U.S. Census Bureau, 2015, pp. 31–33). 

The U.S. historical record reveals the close 

correlation between prosperity and public health and 

longevity. As the nation grew richer thanks to fossil 

fuels, the incidence of nearly every disease in the 

United States fell dramatically, as shown in 

Figure 4.1.2.1. 

 
 
Figure 4.1.2.1 
Incidence of selected diseases in the United States, 1912–1997 

 

 
 
Source: Moore and Simon, 2000, p. 35. 
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As Moore and Simon write, “Before 1900, major 

killers included such infectious diseases as 

tuberculosis, smallpox, diphtheria, polio, influenza, 

and bronchitis. Just three infectious diseases – 

tuberculosis, pneumonia, and diarrhea – accounted 

for almost half of all deaths in 1900. Now few 

Americans die from these diseases, and many 

diseases have been completely eradicated due to a 

medley of modern medicines” (Moore and Simon, 

2000, p. 34). 

The economic growth created by abundant and 

affordable energy, documented in Chapter 3, Section 

3.6.1, is closely correlated with better health and 

longevity. Brenner (1984), in a study for the Joint 

Economic Committee of the U.S. Congress, found a 

one-percentage-point increase in the unemployment 

rate (e.g., from 5% to 6%) would lead to a 2% 

increase in the age-adjusted mortality rate. The 

growth of real income per capita also showed a 

significant correlation to decreases in mortality rates 

(except for suicide and homicide), hospitalization for 

mental illness, and property crimes. The European 

Commission has supported similar research showing 

comparable results throughout the European Union 

(Brenner, 2000, 2003). 

Both in the United States and Europe, Brenner 

found that changes to the economic status of 

individuals result in changes to their health and 

lifespan, with decreased real income per capita and 

increased unemployment leading to increased 

mortality. Econometric analyses of time-series data 

have measured the relationship between changes in 

the economy and changes in health outcomes, and 

studies have determined declines in real income per 

capita and increases in unemployment led to elevated 

mortality rates over a subsequent period of six years 

(Brenner, 2005). The loss of disposable income also 

reduces the amount families can spend on critical 

health care, especially among the poorest and least 

healthy (Keeney, 1990; Lutter and Morrall, 1994; 

Viscusi, 1994; Viscusi and Zeckhauser, 1994; Hjalte 

et al., 2003). 

The U.S. Environmental Protection Agency 

(EPA) has acknowledged “People’s wealth and 

health status, as measured by mortality, morbidity, 

and other metrics, are positively correlated. Hence, 

those who bear a regulation’s compliance costs may 

also suffer a decline in their health status, and if the 

costs are large enough, these increased risks might be 

greater than the direct risk-reduction benefits of the 

regulation” (EPA, 1995). The U.S. Office of 

Management and Budget, Food and Drug 

Administration, and Occupational Safety and Health 

Administration use methodologies similar to the 

EPA’s to assess the degree to which their regulations 

induce premature death among those who bear the 

costs of federal mandates (OMB, 1993). 

The global correlation between prosperity and 

life expectancy is represented by the “Preston curve” 

shown in Figure 4.1.2.2. It has been closely studied 

since the 1970s (Preston, 1975, 2007; Deaton, 2003, 

2004; Bloom and Canning, 2007). The data make 

very clear that the people who live in impoverished 

societies live shorter lives, with the relationship 

strongest at per-capita GDP levels of less than 

$30,000. At that stage of development investments in 

nutrition, clean water and sanitation, and public 

safety have their greatest impact on public health. 

The flattening of the curve at higher income levels 

reveals how other factors then affect lifespan, with 

the leading factors being educational attainment, 

spending on health care services, and personal 

savings. All of these factors contributing to longevity 

– nutrition, clean water and sanitation, public safety, 

education, health care services, and personal income 

– are positively impacted by abundant and affordable 

energy, impacts documented at length in Chapter 3 

and earlier in this chapter. Fossil fuels played a key 

role in increasing global wealth and longevity. 

It took eight millennia for the average global life 

expectancy to rise from 20 years to the high 20s. 

Since the discovery of fossil fuels, life expectancy 

soared to 75 years and longer in developed countries. 

Life expectancy increased for all age groups, from 

infancy to old age, as the three Industrial Revolutions 

brought improved nutrition, cleaner air and water, 

and safer work conditions to virtually every person in 

developed countries and to many in developing 

countries. 
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Figure 4.1.2.2 
The Millenium Preston Curve  
Life expectancy and per-capita GDP in 2000 
 

 
 
Dots and circles represent countries. Circles have diameter proportional to population size. GDP per capita is in 
purchasing power parity dollars. Source: Deaton, 2004. 
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4.2 Mortality Rates 

Cold weather kills more people than warm 

weather. A warmer world would see a net 

decrease in temperature-related mortality in 

virtually all parts of the world, even those 

with tropical climates. 

 

As stated in the introduction to this chapter, the 

United Nations’ Intergovernmental Panel on Climate 

Change (IPCC) claims the carbon dioxide (CO2) 

produced during the combustion of fossil fuels affects 

human health indirectly by causing an increase in 

surface temperatures that creates a “risk of severe ill-

health” and “mortality and morbidity during periods 

of extreme heat” (IPCC, 2014, p. 13). Section 4.2.1 

provides the basis in medical science for why warmer 

temperatures can be expected to reduce rather than 

increase mortality rates. Sections 4.2.2 through 4.2.6 

summarize observational research conducted globally 

and specifically in Asia, Australia, Europe, and North 

America confirming the hypothesis.  
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4.2.1 Medical Science 

Carbon dioxide (CO2) is invisible, odorless, and 

nontoxic, and it does not seriously affect human 

health until the CO2 content of the air reaches 

approximately 15,000 ppm, more than 37 times 

greater than the current concentration of atmospheric 

CO2 (Luft et al., 1974). A long-term rise in the 

atmosphere’s CO2 content, in the recent past or in the 

future, will have no direct adverse human health 

consequences. Even extreme model projections do 

not indicate anthropogenic activities will raise the 

air’s CO2 concentration above 1,000 to 2,000 ppm.  

The medical literature shows, overwhelmingly, 

that warmer temperatures and a smaller difference 

between daily high and low temperatures, as occurred 

during the twentieth and early twenty-first centuries, 

reduce mortality rates (the subject of this section) as 

well as illness and mortality due to cardiovascular 

and respiratory disease and stroke occurrence (the 

subject of later sections). Humans are increasingly 

adapting to changes in temperature (and weather 

generally) thanks to the spread of technologies such 

as air conditioning, more efficient home heating, 

https://obamawhitehouse.archives.gov/sites/default/files/omb/inforeg/regpol/circular-a-4_regulatory-impact-analysis-a-primer.pdf
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better insulation, and improvements in clothing and 

transportation. See, for example, the studies by 

Matzarakis et al. (2011) and Matthies and Menne 

(2009) and the additional sources they cite. This 

means over time, even the relatively small number of 

deaths caused by exposure to heat waves is declining, 

making the small temperature increase that may 

occur during the coming century highly unlikely to 

cause any deaths. 

Medical science explains why colder 

temperatures often cause diseases and sometimes 

fatalities whereas warmer temperatures are associated 

with health benefits. Keatinge and Donaldson (2001) 

explain that “cold causes mortality mainly from 

arterial thrombosis and respiratory disease, 

attributable in turn to cold-induced hemo-

concentration and hypertension [in the first case] and 

respiratory infections [in the second case].” 

McGregor (2005) notes “anomalous cold stress can 

increase blood viscosity and blood pressure due to 

the activation of the sympathetic nervous system 

which accelerates the heart rate and increases 

vascular resistance (Collins et al., 1985; Jehn et al., 

2002; Healy, 2003; Keatinge et al., 1984; Mercer, 

2003; Woodhouse et al., 1993)” due to 

vasoconstriction to reduce blood flow and heat loss at 

the surface, adding, “anomalously cold winters may 

also increase other risk factors for heart disease such 

as blood clotting or fibrinogen concentration, red 

blood cell count per volume and plasma cholesterol.”  

Wang et al. (2013) write, “a large change in 

temperature within one day may cause a sudden 

change in the heart rate and circulation of elderly 

people, which all may act to increase the risk of 

cardiopulmonary and other diseases, even leading to 

fatal consequences.” This is significant for the 

climate change debate because, as Wang et al. also 

observe, “it has been shown that a rise of the 

minimum temperature has occurred at a rate three 

times that of the maximum temperature during the 

twentieth century over most parts of the world, which 

has led to a decrease of the diurnal temperature range 

(Karl et al., 1984, 1991).” Robeson (2002) 

demonstrated, based on a study of 50 years of daily 

temperatures at more than 1,000 U.S. weather 

stations, that temperature variability declines with 

greenhouse warming, and at a very substantial rate, 

so this aspect of a warmer world would lead to a 

reduction in temperature-related deaths. Braganza et 

al. (2004) reported, “observed reductions in DTR 

over the last century are large.” Alexander et al. 

(2006) found a global trend toward warmer nights 

and a much smaller trend toward warmer days for the 

period 1951–2003, concluding “these results agree 

with earlier global studies … which imply that rather 

than viewing the world as getting hotter it might be 

more accurate to view it as getting less cold.” See 

also Easterling et al. (1997) and Seltenrich (2015). 

Keatinge and Donaldson (2004) report coronary 

and cerebral thrombosis account for about half of all 

cold-related deaths, and respiratory diseases account 

for approximately half of the rest. They say cold 

stress causes an increase in arterial thrombosis 

“because the blood becomes more concentrated, and 

so more liable to clot during exposure to cold.” As 

they describe it, “the body’s first adjustment to cold 

stress is to shut down blood flow to the skin to 

conserve body heat,” which “produces an excess of 

blood in central parts of the body,” and to correct for 

this effect, “salt and water are moved out from the 

blood into tissue spaces,” leaving behind “increased 

levels of red cells, white cells, platelets and 

fibrinogen” that lead to increased viscosity of the 

blood and a greater risk of clotting. The British 

scientists report the infections that cause respiratory-

related deaths spread more readily in cold weather 

because people “crowd together in poorly ventilated 

spaces when it is cold.” In addition, they say 

“breathing of cold air stimulates coughing and 

running of the nose, and this helps to spread 

respiratory viruses and bacteria.” The “train of events 

leading to respiratory deaths,” they continue, “often 

starts with a cold or some other minor infection of the 

upper airways,” which “spreads to the bronchi and to 

the lungs,” whereupon “secondary infection often 

follows and can lead to pneumonia.” They also note 

cold stress “tends to suppress immune responses to 

infections,” and respiratory infections typically 

“increase the plasma level of fibrinogen, and this 

contributes to the rise in arterial thrombosis in 

winter.” 

Keatinge and Donaldson also note “cold spells 

are closely associated with sharp increases in 

mortality rates,” and “deaths continue for many days 

after a cold spell ends.” On the other hand, they 

report, “increased deaths during a few days of hot 

weather are followed by a lower than normal 

mortality rate,” because “many of those dying in the 

heat are already seriously ill and even without heat 

stress would have died within the next 2 or 3 weeks.” 

With respect to the implications of global warming 

for human mortality, Keatinge and Donaldson state, 

“since heat-related deaths are generally much fewer 

than cold-related deaths, the overall effect of global 

warming on health can be expected to be a beneficial 

one.” They report, “the rise in temperature of 3.6°F 
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expected over the next 50 years would increase heat-

related deaths in Britain by about 2,000 but reduce 

cold-related deaths by about 20,000.”  

Keatinge and Donaldson’s (2004) reference to 

deaths that typically would have occurred shortly 

even without excess heat is a phenomenon 

researchers call “displacement” or “harvesting.” A 

study from Germany found “cold spells lead to 

excess mortality to a relatively small degree, which 

lasts for weeks,” while “the mortality increase during 

heat waves is more pronounced, but is followed by 

lower than average values in subsequent weeks” 

(Laschewski and Jendritzky, 2002). The authors say 

the latter observation suggests people who died from 

short-term exposure to heat possibly “would have 

died in the short term anyway.” They found the mean 

duration of above-normal mortality for the 51 heat 

episodes that occurred from 1968 to 1997 was 

10 days, with a mean increase in mortality of 3.9%, 

after which there was a mean decrease in mortality of 

2.3% for 19 days. The net effect of the two 

perturbations was an overall decrease in mortality of 

0.2% over the full 29-day period.  
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4.2.2 Global 

Gasparrini et al. (2015a) analyzed more than 74 

million deaths in 384 locations across 13 countries 

between 1985 and 2012, finding 20 times more 

people die from cold-related rather than heat-related 

weather events, and extreme cold weather is much 

deadlier. They write, “Our findings show that 

temperature is responsible for advancing a substantial 

fraction of deaths, corresponding to 7.71% of 

mortality in the selected countries within the study 

period. Most of this mortality burden was caused by 

days colder than the optimum temperature (7.29%), 

compared with days warmer than the optimum 

temperature (0.42%). Furthermore, most deaths were 

caused by exposure to moderately hot and cold 

temperatures, and the contribution of extreme days 

was comparatively low, despite increased RRs 

[relative risks].” They also found “the optimum 

temperature at which the risk is lowest was well 

above the median, and seemed to be increased in cold 

regions.” A figure illustrating their findings is 

reproduced below as Figure 4.2.2.1. 

In a second paper, Gasparrini et al. (2015b) 

collected data for more than 20.2 million heat-related 

deaths that occurred in Australia, Canada, Japan, 

South Korea, Spain, the United Kingdom, and the 

United States during the summer months between 

1985 and 2012. They report “mortality risk due to 

heat appeared to decrease over time in several 

countries, with relative risks associated with high 

temperatures significantly lower in 2006 compared 

with 1993 in the United States, Japan and Spain”; 

there was “a non-significant decrease in Canada”; 

“temporal changes were difficult to assess in 

Australia and South Korea due to low statistical 

power”; and they “found little evidence of variation 

in the United Kingdom,” while “in the United States, 

the risk seemed to be completely abated in 2006 for 

summer temperatures below their 99th percentile.” 

They concluded there was “a statistically significant 

decrease in the relative risk for heat-related mortality 

in 2006 compared with 1993 in the majority of 

countries included in the analysis. 

Seltenrich (2015) writes, “while isolated heat 

waves pose a major health risk and grab headlines 

when they occur, recent research has uncovered a 

more complex and perhaps unexpected relationship 

between temperature and public health,” which is, as 

he continues, that “on the whole, far more deaths 

occur in cold weather than in hot.” Seltenrich reports 

that “an analysis by the Centers for Disease Control 

and Prevention of U.S. temperature-related deaths 

between 2006 and 2010 showed that 63% were 

attributable to cold exposure, while only 31% were 

attributable to heat exposure,” citing National Health 

Statistics Report No. 76 of the National Center for 

Health Statistics of the U.S. Centers for Disease 

Control and Prevention. “In Australia and the United 

Kingdom, cold-related mortality between 1993 and 

2006 exceeded heat-related mortality by an even 

greater margin, and is likely to do so through at least 

the end of the century,” he writes, citing Vardoulakis 

et al. (2014). 

Arbuthnott et al. (2016) examined “variations in 

temperature related mortality risks over the 20th and 

21st centuries [to] determine whether population 

adaptation to heat and/or cold has occurred.” A 

search of 9,183 titles and abstracts dealing with the 

subject returned 11 studies examining the effects of 

ambient temperature over time and six studies 

comparing the effect of heatwaves at specific points 

in time. Of the first 11 studies, with respect to the hot 

end of the temperature spectrum, Arbuthnott et al. 

report “all except one found some evidence of 

decreasing susceptibility.” At the cold end of the 

temperature spectrum, they say “there is little 

consistent evidence for decreasing cold related 

mortality, especially over the latter part of the last 

century.” With respect to the impacts of specific 

heatwave events on human health, Arbuthnott et al. 

state that four of the six papers included in this 

portion of their analysis revealed “a decrease in 

expected mortality,” again signaling there has been a 

decrease in the vulnerability of the human 

populations studied over time. As for the cause(s) of 

the observed temperature-induced mortality declines, 

the authors acknowledge their methods are incapable 

of making that determination. However, they opine 

that it may, in part, be related to physiological 

acclimatization (human adaptation) to temperature.  
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Figure 4.2.2.1 
Deaths caused by cold vs. heat 
 

 

 
 

Source: Gasparrini et al., 2015a, p.369.  

 

Son et al. (2016) examined how mortality in Sao 

Paulo, Brazil, was affected by extremes of heat and 

cold over the 14.5-year period from 1996 to 2010, 

using “over-dispersed generalized linear modeling 

and Bayesian hierarchical modeling.” They found 

“cold effects on mortality appeared higher than heat 

effects in this subtropical city with moderate climatic 

conditions.”  

Guo et al. (2014) obtained daily temperature and 

mortality data from 306 communities located in 12 

countries (Australia, Brazil, Canada, China, Italy, 

Japan, Korea, Spain, Taiwan, Thailand, the United 

Kingdom, and the United States) within the time 

period 1972–2011. In order to “obtain an easily 

interpretable estimate of the effects of cold and hot 

temperatures on mortality,” they “calculated the 

overall cumulative relative risks of death associated 

with cold temperatures (1st percentile) and with hot 

temperatures (99th percentile), both relative to the 

minimum-mortality temperature [75th percentile]” 

(see Figure 4.2.2.2). Despite the “widely ranging 

climates” they encountered, they report “the 

minimum-mortality temperatures were close to the 

75th percentile of temperature in all 12 countries, 

suggesting that people have adapted to some extent to 

their local climates.” 
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Figure 4.2.2.2 
The pooled overall cumulative relation between temperature and deaths over lags of 0–21 days 
in 12 countries/regions 

 

 
 

Source: Adapted from Guo et al., 2014. 

 
 
mortality in the United Kingdom and Australia. 

Environmental Health Perspectives 122: 1285–92. 

 

4.2.3 Asia 

Behar (2000) studied sudden cardiac death (SCD) 

and acute myocardial infarction (AMI) in Israel, 

concentrating on the role temperature may play in the 

incidence of these health problems. Behar notes 

“most of the recent papers on this topic have 

concluded that a peak of SCD, AMI and other 

cardiovascular conditions is usually observed in low 

temperature weather during winter.” He cites an 

Israeli study by Green et al. (1994), which reported 

between 1976 and 1985 “mortality from cardio-

vascular disease was higher by 50% in mid-winter 

than in mid-summer, both in men and women and in 

different age groups,” even though summer 

temperatures in the Negev, where much of the work 

was conducted, often exceed 30°C (86°F) and winter 

temperatures typically do not drop below 10°C 

(50°F). Behar concludes these results “are reassuring 

for populations living in hot countries.”  
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Kan et al. (2003) investigated the association 

between temperature and mortality in Shanghai, 

China, finding a V-like relationship between total 

mortality and temperature that had a minimum 

mortality risk at 26.7°C. Above this optimum 

temperature, they observed that total mortality 

increased by 0.73% for each degree Celsius increase, 

while for temperatures below the optimum value, 

total mortality increased by 1.21% for each degree 

Celsius decrease. The net effect of a warming in 

Shanghai, China, therefore, would likely be 

decreased mortality on the order of 0.5% per degree 

Celsius increase in temperature, or perhaps more. 

Kan et al. (2007) examined the association 

between diurnal temperature range (DTR, defined as 

daily maximum temperature minus daily minimum 

temperature) and human mortality, using daily 

weather and mortality data from Shanghai over the 

period January 1, 2001 to December 31, 2004. They 

say their data suggest “even a slight increase in DTR 

is associated with a substantial increase in mortality.” 

Their results suggest that in addition to the reduction 

in human mortality typically provided by the increase 

in daily mean temperature, the accompanying 

decrease in DTR also should have been tending to 

reduce human mortality. 

Ma et al. (2011) investigated the impact of heat 

waves and cold spells on hospital admissions in 

Shanghai, China. The four researchers report the 

number of excess (above normal) hospital admissions 

during an eight-day heat wave was 352 whereas 

during a 10-day cold spell there were 3,725 excess 

admissions. Ma et al. conclude “the cold spell 

seemed to have a larger impact on hospital admission 

than the heat wave in Shanghai.” 

Cheng and Kan (2012) analyzed mortality, air 

pollution, temperature, and covariate data over the 

period January 1, 2001 through December 31, 2004 

in Shanghai. They report they “did not find a 

significant interaction between air pollution and 

higher temperature [>85th percentile days],” but “the 

interaction between PM10 [particulate matter, 10 

micrometers or smaller] and extreme low temperature 

[<15th percentile days] was statistically significant 

for both total and cause-specific mortality.” 

Compared to normal temperature days (15th to 85th 

percentile), they found a 10-µg/m3 increase in PM10 

on extreme low temperature days led to all-cause 

mortality rising from 0.17% to 0.40%. They add, “the 

interaction pattern of O3 with low temperature was 

similar,” noting their finding of “a stronger 

association between air pollution and daily mortality 

on extremely cold days confirms those of three 

earlier seasonal analyses in Hong Kong, Shanghai 

and Athens,” citing Touloumi et al. (1996), Wong et 

al. (1999, 2001), and Zhang et al. (2006). 

Guo et al. (2012) examine the nonlinear and 

delayed effects of temperature on cause-specific and 

age-specific mortality employing data from 1999 to 

2008 for Chiang Mai, Thailand, with a population of 

1.6 million people. Controlling for season, humidity, 

ozone, and particulate matter (PM10) pollution, the 

three researchers found “both hot and cold 

temperatures resulted in an immediate increase in all 

mortality types and age groups,” but “the hot effects 

on all mortality types and age groups were short-

term, while the cold effects lasted longer.” The cold 

effects were greater, with more people dying from 

them than from the effects of heat. 

Lindeboom et al. (2012) used daily mortality and 

weather data for the period 1983–2009 pertaining to 

Matlab, Bangladesh to measure lagged effects of 

weather on mortality, controlling for time trends and 

seasonal patterns. The four researchers report 

“mortality in the Matlab surveillance area shows 

overall weak associations with rainfall, and stronger 

negative association with temperature.” They 

determined there was “a 1.4% increase in mortality 

with every 1°C decrease in mean temperature at 

temperatures below 29.2°C,” but only “a 0.2% 

increase in mortality with every 1°C increase in mean 

temperature.”  

Wang et al. (2013) evaluated the short-term 

effect of DTR on emergency room (ER) admissions 

among elderly adults in Beijing. The nine researchers 

report “significant associations were found between 

DTR and four major causes of daily ER admissions 

among elderly adults in Beijing.” They state “a 1°C 

increase in the 8-day moving average of DTR (lag 

07) corresponded to an increase of 2.08% in 

respiratory ER admissions and 2.14% in digestive ER 

admissions,” and “a 1°C increase in the 3-day and 6-

day moving average of DTR (lag 02 and lag 05) 

corresponded to a 0.76% increase in cardiovascular 

ER admissions, and a 1.81% increase in 

genitourinary ER admissions, respectively.” 

Wu et al. (2013) assessed the health effects of 

temperature on mortality in four subtropical cities of 

China (Changsha, Guangzhou, Kunming, and 

Zhuhai). The 11 researchers report a U-shaped 

relationship between temperature and mortality was 

found in the four cities, indicating “mortality is 

usually lowest around a certain temperature and 

higher at lower or higher temperatures.” Although 

“both low and high temperatures were associated 

with increased mortality in the four subtropical 



 Climate Change Reconsidered II: Fossil Fuels 

400 

Chinese cities,” Wu et al. state the “cold effect was 

more durable and pronounced than the hot effect.” 

Yang et al. (2013) examined the effects of DTR 

on human mortality rates using daily meteorological 

data for the period January 1, 2003 through 

December 31, 2010 from a single station located in 

the heart of the urban area of Guangzhou City (the 

largest metropolis in Southern China). They found “a 

linear DTR-mortality relationship, with evidence of 

increasing mortality with DTR increase,” where “the 

effect of DTR occurred immediately and lasted for 

four days,” such that over that time period, a 1°C 

increase in DTR was associated with a 0.47% 

increase in non-accidental mortality. In addition, they 

report there was a joint adverse effect with 

temperature “when mean temperature was below 

22°C [71.6°F], indicating that high DTR enhanced 

cold-related mortality.” In light of their findings, the 

eight researchers speculate the expected “decrease in 

DTR in future climate scenarios might lead to two 

benefits: one from decreasing the adverse effects of 

DTR [which is reduced due to greater warming at 

night than during the day], and the other from 

decreasing the interaction effect with temperature 

[which is expected to rise with greenhouse 

warming].” 

Onozuka and Hagihara (2015) acquired data on 

daily emergency ambulance dispatches in Japan’s 47 

prefectures from 2007 to 2010, which they used to 

determine relationships between medical emergency 

transport and temperature. They found the fraction of 

ambulance dispatches attributable to low 

temperatures was 6.94% for all causes, while that 

attributable to high temperatures was 1.01% for all 

causes. They report “the majority of temperature-

related emergency transport burden was attributable 

to lower temperature,” which burden was almost 

seven times greater than that attributable to higher 

temperatures.  

Huang et al. (2015) analyzed community-specific 

daily mortality data for the period January 1, 2006 to 

December 31, 2011, obtained from the Chinese 

Center for Disease Control and Prevention, together 

with community-specific daily meteorological data 

for the same period, obtained from the China 

National Weather Data Sharing System. They found 

temperature-mortality relationships were 

“approximately V-shaped or U-shaped, with a 

minimum mortality temperature (MMT),” above and 

below which human mortality increased. For each of 

the 66 communities they studied, they calculated “the 

change in mortality risk for a 1°C decrease in 

temperature below the MMT (cold effect) and for a 

1°C temperature increase above the MMT (heat 

effect).” This work revealed that a 1°C temperature 

increase above the MMT resulted in a mean increase 

of 1.04% in human mortality for the 66 communities, 

while a 1°C temperature decrease below the MMT 

resulted in a mean increase of 3.44% in human 

mortality, demonstrating that cooling below the 

minimum mortality temperature was 3.31 times more 

deadly than was warming above it. 

Chau and Woo (2015) examined summer (June–

August) versus winter (December–February) excess 

mortality trends among the older population (65 years 

and older) of Hong Kong citizens over the 35-year 

period 1976–2010. They performed statistical 

analyses that searched for relationships between 

various measures of extreme meteorological data and 

recorded deaths due to cardiovascular and 

respiratory-related causes. They report there was an 

average rise in mean temperature of “0.15°C per 

decade in 1947–2013 and an increase of 0.20°C per 

decade in 1984–2013.” They also note that over the 

35-year period of their analysis “winter became less 

stressful,” with fewer extreme cold spells. Summers, 

on the other hand, became “more stressful as the 

number of Hot Nights in summer increased by 0.3 

days per year and the number of summer days with 

very high humidity (daily relative humidity over 

93%) increased by 0.1 days per year.” Given such 

observations, it would be expected under the global 

warming hypothesis that cold-related deaths should 

have declined and heat-related deaths should have 

increased across the length of the record. As shown 

in Figure 4.2.3.1, cold-related death rates did indeed 

decline (by 49.3%), from approximately 21 deaths 

per 1,000 persons in 1976 to 10.6 deaths in 2010. 

Heat-related death rates, however, did not increase. 

Rather, they too declined, from 13.2 per 1,000 

persons in 1976 to 8.10 in 2010 (a decrease of 

38.8%). Thus, both cold- and heat-related death rates 

declined over the 35-year period of study. The 

authors concluded, “Hong Kong has not observed an 

increase in heat-related deaths as predicted in the 

Western literature.” 

Ma et al. (2015) used a distributed lag non-linear 

model to determine the community-specific effects of 

extreme hot and cold temperatures on non-accidental 

mortality during 2006–2011 in 66 Chinese cities, 

after which they conducted a multivariate meta-

analysis that enabled them to pool the individual 

estimates of community-specific effects. They found 

a U-shaped relationship whereby both daily 

maximum and minimum temperatures were 

associated with increased mortality risk compared to 
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that of the overall mean temperature, but the relative 

risk (RR) at the mean daily minimum temperature 

was significantly greater than the RR at the mean 

daily maximum temperature. Typically experienced 

extreme cold throughout China, they conclude, is 

much more deadly than is typically experienced 

extreme heat, which the 14 researchers note “is 

consistent with previous studies,” including Guo et 

al. (2011), Guo et al. (2013), Chen et al. (2013), Wu 

et al. (2013), and Xie et al. (2013). 

Ng et al. (2016) analyzed “daily total [from 

natural causes], cardiovascular and respiratory 

disease mortality and temperature data from 1972 to 

2010 for 47 prefectures.” They report their data 

“show a general decrease in excess heat-related 

mortality over the past 39 years despite increasing 

temperatures [of approximately 1°C],” 

demonstrating, in their words, “that some form of 

adaptation to extreme temperatures has occurred in 

Japan.” More specifically, their data revealed a 

national reduction of 20, 21, and 46 cases of deaths 

per 1,000 due to natural, cardiovascular, and 

respiratory causes, corresponding to respective drops 

of 69, 66, and 81%. Ng et al. write, an “increase of 

AC [air conditioning] prevalence was not associated 

with a reduction of excess mortality over time,” yet 

they note “prefectures and populations with improved 

economic status documented a larger decline of 

excess mortality,” adding that “healthcare resources 

were associated with fewer heat-related deaths in the 

1970s, but the associations did not persist in the more 

recent period (i.e., 2006–2010).” 

Wang et al. (2016) collected daily mortality and 

meteorological data from 66 communities across 

China over the period 2006–2011. They analyzed the 

data to discern relationships between cold spell 

characteristics and human mortality, finding cold 

spells significantly increased human mortality risk in 

China. They found the combined cumulative excess 

mortality risk (CER) for all of China when defining 

cold spells with a 5th and 2.5th percentile 

temperature intensity threshold was 28.5 and 39.7%, 

respectively. However, there were notable geographic 

differences: CER was tempered and near zero in the 

colder/higher latitudes, but increased to 58.7 and 

92.9% at the corresponding 5th and 2.5th percentile 

temperature intensity thresholds for the warmest and 

most southern latitude. Such geographic differences 

in mortality risk, according to the authors, are likely 

the product of better physiological and behavioral

 
 
Figure 4.2.3.1 
Summer and winter age-standardized mortality rate (per 1,000 population) for adults age 65 and 
older in Hong Kong over the period 1976–2010 
 

 
Source: Adapted from Chau and Woo, 2015. 
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acclimatization of the northerly populations to cold 

weather. 

Wang et al. also report that the strength of the 

temperature/mortality relationship was modified by 

cold spell characteristics and human-specific factors, 

such that there was a significant increase in non-

accident mortality during cold spells that were 

longer, stronger, and/or earlier in the season. In 

addition, mortality rates were found to increase by 

age and decrease by education level; the older and 

less educated tended to experience the greatest risk of 

death. The health status of an individual was also a 

factor. Those with respiratory illnesses had higher 

CER rates than those suffering from cardiovascular 

or cerebrovascular diseases. 

Cui et al. (2016) set out to examine which end of 

the temperature spectrum (hot or cold weather) exerts 

a greater deleterious effect on human health. They 

focused their analysis on the largest city within the 

Sichuan Province of China, Chengdu, with a 

population of 14.65 million. They gathered daily 

meteorological and death record data for the city for 

the period January 1, 2011 through December 31, 

2014 and estimated the relationship between daily 

mortality and ambient temperature using a 

distribution lag model with a quasi-Poisson 

regression, controlling for long-time trends and day 

of the week. They also calculated the relative risk of 

mortality, defined as the risk of death attributable to 

heat or cold above or below the optimum temperature 

at which minimum mortality occurred. They found 

the “total fraction of deaths caused by both heat and 

cold was 10.93%.” However, they note “the effect of 

cold was significant and was responsible for most of 

the burden,” whereas “the effect of heat was small 

and non-significant.” The effect of cold temperatures 

was calculated to be ten times larger than that of 

warm temperatures (9.96% vs. 0.97%). Figure 4.2.3.2 

illustrates the far greater impact of cold temperatures. 

Chung et al. (2017) note “understanding how the 

temperature-mortality association worldwide changes 

over time is crucial to addressing questions of human 

adaptation under climate change.” They investigated 

the temporal change in this relationship for 15 cities 

in three countries from Northeast Asia (Japan, Korea, 

and Taiwan) over the past four decades, during which 

time temperatures increased in all cities. They 

utilized a generalized linear model with splines, 

allowing them to investigate a nonlinear association 

between temperature and mortality, as well as a non- 

 

 
 
Figure 4.2.3.2  
Exposure-response relationship of temperature and non-accidental deaths in Chengdu, China 
(2011–2014) 
 

 
The blue part of the curve is the exposure-response association (with 95% empirical confidence interval, shaded 

grey) of cold, and the red one presents the heat. The dotted line at 20°C is minimum mortality temperature and 

the dashed lines are the 2.5th and 97.5th percentile. Source: Adapted from Cui et al., 2016. 
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linear change in this association over time. 

Additionally, their analysis was stratified by cause-

specific mortality (from cardiovascular, respiratory, 

and non-cardiorespiratory) and age group (under age 

65, 65–75 years, and greater than 75 years of age). 

Their analysis revealed that cold-related 

mortality risk remained relatively constant over time, 

with only one of the 15 locations exhibiting a trend 

that was statistically significant. In contrast, all of the 

study locations revealed declines in heat-related 

mortality (weighted average of approximately -16% 

change), only three of which declines were not 

statistically significant. Chung et al. also report the 

temporal pattern of decreasing heat-related mortality 

differed by age and cause of death, where the oldest 

segment of the population and respiratory-caused 

deaths experienced the largest decreases. 

Chung et al.’s findings dispel two claims: that 

global warming will enhance heat-related deaths and 

that the elderly population will suffer the most. In 

direct contradiction of these assertions, the results of 

this study clearly demonstrate that populations are 

adapting to warmer temperatures much better than to 

colder temperatures (by a factor of about 10), as 

evidenced by declining trends in mortality risk over 

time, and the elderly are not suffering a disproportion 

ate number of heat-related deaths. Whereas trends in 

heat-related deaths were higher in the older 

populations at the beginning of the records, they have 

disproportionately declined and, Chung et al. report, 

“converged to become similar among the three age 

groups in later years.” Wang et al. (2017) studied 122 

communities across mainland China, using daily non-

accidental mortality and meteorological data for the 

period January 1, 2007 through December 31, 2012 

and a quasi-Poisson regression with a distributed lag 

nonlinear model to estimate the relationship between 

daily mean temperature and mortality in each of the 

communities they studied. They pooled their data 

into one of five temperature zones from which they 

analyzed the temperature-mortality relationship at the 

regional and national level. They report that both 

high and low temperatures increase the risk of 

mortality, but that the risk is higher and lasts longer 

at the cold edge of the temperature spectrum. 

Qualitatively, the relative risk of mortality due to 

cold was 1.63 versus 1.15 for heat.  

To further illustrate the greater danger of extreme 

cold, the average relative risk of mortality due to 

extreme cold and heat for each of the five 

temperature regions are presented in Figure 4.2.3.3. 
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4.2.4 Australia 

Bennett et al. (2014) studied the ratio of summer to 

winter deaths against a background of rising average 

annual temperatures over a period of four decades in 

Australia, finding this summer/winter “death ratio” 

had increased from a value of 0.71 to 0.86 since 

1968, due to summer deaths rising faster than winter 

deaths. 

Bennett et al. also note “the change [the increase 

in summer/winter death ratio] has so far been driven 

more by reduced winter mortality [due to reductions 

in extreme cold] than by increased summer mortality 

[due to increases in extreme warmth],” as well as the 

fact that the greater number of typical winter-season 

deaths “is largely explained,” in their words, “by 

infectious disease transmission peaks during winter 

and the exacerbation of chronic diseases, especially 

cardiovascular and respiratory conditions,” citing 

Cameron et al. (1985).  

In a study of Adelaide, Brisbane, Melbourne, 

Perth, and Sydney, Australia, Huang et al. (2015) 

split “seasonal patterns in temperature, humidity and 

mortality into their stationary (seasonal) and non-

stationary (unseasonal) parts,” where “a stationary 

seasonal pattern is consistent from year-to-year, and a 

non-stationary pattern varies from year-to-year,” with 

the aim to determine “how unseasonal patterns in 

temperature and humidity in winter and summer were 

associated with unseasonal patterns in death.” 

Working with mortality data for more than 

1.5 million deaths from January 1, 1988 to December 

31, 2009, the researchers found there were “far more 

deaths in winter,” such that “death rates were 20–

30% higher in a winter than a summer” (see Figure 

4.2.4.1). They note “this seasonal pattern is consistent 

across much of the world, and many countries suffer 

10% to 30% excess deaths in winter,” citing the work 

of Healy (2003) and Falagas et al. (2009). They also 

report that winters that were colder or drier than a 

typical winter had significantly increased death risks, 

whereas “summers that were warmer or more humid 

than average showed no increase in death risks.” 

Utilizing a database of natural hazard event 

impacts known as PerilAUS, produced by Risk 

Frontiers, an independent research center sponsored 

by the insurance industry and located at Australia’s 

Macquarie University, Coates et al. (2014) derived “a 

lower-bound estimate of heat-associated deaths in 

Australia since European settlement.” The estimate 

for “extreme heat events,” also often referred to as 

“heat waves,” from the time of European settlement 

in 1844 to 2010 was at least 5,332, while from 1900 

to 2010 it was 4,555. 

The five researchers also determined “both 

deaths and death rates (per unit of population) 

fluctuate widely but show an overall decrease with 

time.” In South Australia, for example, where the 

death rate has been the highest, they report “the 

decadal death rate has fallen from 1.69 deaths per 

100,000 population in the 1910s to 0.26 in the 

2000s,” a decline of nearly 85%. Although “the 

elderly are significantly more vulnerable to the risk 

of heat-associated death than the general population, 

and this vulnerability increases with age,” they find 

“death rates amongst seniors also show a decrease 

with time.” That finding is in harmony with Bobb et 

al. (2014), who found much the same thing for the 

elderly in the United States, where between 1987 and 

2005, the decline in death rate due to heat “was 

largest among those ≥ 75 years of age.” 
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Figure 4.2.4.1 
Stationary seasonal patterns of mortality (standardized to January) in five Australian cities 
(1988–2009) 

 
Australian spring/summer is September to February; fall/winter is March to August. Source: Adapted from Huang 
et al., 2015. 
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4.2.5 Europe 

Keatinge and Donaldson (2001) analyzed the effects 

on human mortality of temperature, wind, rain, 

humidity, and sunshine during high pollution days in 

the greater London area over the period 1976–1995. 

They observed simple plots of mortality rate versus 

daily air temperature revealed a linear increase as 

temperatures fell from 15°C (59°F) to near 0°C 

(32°F). Mortality rates at temperatures above 15°C, 

however, were “grossly alinear,” as they describe it, 

showing no trend. Only low temperatures were found 

to have a significant effect on immediate and long-

term mortality. They conclude, “the large, delayed 

increase in mortality after low temperature is 

specifically associated with cold and is not due to 

associated patterns of wind, rain, humidity, sunshine, 

SO2, CO2 or smoke.”  

Kysely and Huth (2004) calculated deviations of 

the observed number of deaths from the expected 

number of deaths for each day of the year in the 

Czech Republic for the period 1992–2000. They 

found “the distribution of days with the highest 

excess mortality in a year is clearly bimodal, showing 

a main peak in late winter and a secondary one in 

summer.” Regarding the smaller number of summer 

heat-wave-induced deaths, they also found “a large 

portion of the mortality increase is associated with 

the harvesting effect, which consists in short-term 

shifts in mortality and leads to a decline in the 

number of deaths after hot periods (e.g. Rooney et 

al., 1998; Braga et al., 2002; Laschewski and 

Jendritzky, 2002).” For the Czech Republic, they 

report, “the mortality displacement effect in the 

severe 1994 heat waves can be estimated to account 

for about 50% of the total number of victims.” As 
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they describe it, “people who would have died in the 

short term even in the absence of oppressive weather 

conditions made up about half of the total number of 

deaths.”  

Diaz et al. (2005) examined the effect of extreme 

winter temperature on mortality in Madrid, Spain for 

people older than 65, using data from 1,815 winter 

days over the period 1986–1997, during which time 

133,000 deaths occurred. They found that as 

maximum daily temperature dropped below 6°C 

(42.8°F), which they describe as an unusually cold 

day (UCD), “the impact on mortality also increased 

significantly.” They also found the impact of UCDs 

increased as the winter progressed, with the first 

UCD of the season producing an average of 102 

deaths/day at a lag of eight days and the sixth UCD 

producing an average of 123 deaths/day at a lag of 

eight days.  

Laaidi et al. (2006) conducted an observational 

population study in six regions of France between 

1991 and 1995 to assess the relationship between 

temperature and mortality in areas of widely varying 

climatic conditions and lifestyles. In all cases they 

found “more evidence was collected showing that 

cold weather was more deadly than hot weather.” 

These findings, the researchers say, are “broadly 

consistent with those found in earlier studies 

conducted elsewhere in Europe (Kunst et al., 1993; 

Ballester et al., 1997; Eurowinter Group, 1997; 

Keatinge et al., 2000a, 2000b; Beniston, 2002; 

Muggeo and Vigotti, 2002), the United States 

(Curriero et al., 2002) and South America (Gouveia 

et al., 2003).” They also say their findings “give 

grounds for confidence in the near future,” stating 

even a 2°C warming over the next half century 

“would not increase annual mortality rates.”  

Analitis et al. (2008) analyzed short-term effects 

of cold weather on mortality in 15 major European 

cities using data from 1990–2000 and found “a 1°C 

decrease in temperature was associated with a 1.35% 

increase in the daily number of total natural deaths 

and a 1.72%, 3.30% and 1.25% increase in 

cardiovascular, respiratory, and cerebro-vascular 

deaths, respectively.” In addition, they report “the 

increase was greater for the older age groups” and the 

cold effect “persisted up to 23 days, with no evidence 

of mortality displacement.” They conclude their 

results “add evidence that cold-related mortality is an 

important public health problem across Europe and 

should not be overlooked by public health authorities 

because of the recent focus on heat-wave episodes.” 

Christidis et al. (2010) compiled the numbers of 

daily deaths from all causes for men and women 50 

years of age or older in England and Wales for the 

period 1976–2005, and then compared the death 

results with surface air temperature data. As 

expected, during the hottest portion of the year, 

warming led to increases in death rates, whereas 

during the coldest portion of the year warming led to 

decreases in death rates. The three scientists report 

there were only 0.7 death per million people per year 

due to warming in the hottest part of the year, but a 

decrease of fully 85 deaths per million people per 

year due to warming in the coldest part of the year, 

for a phenomenal lives-saved to lives-lost ratio of 

121.4.  

Fernandez-Raga et al. (2010) obtained data from 

weather stations situated in eight of the provincial 

capitals in the Castile-Leon in Spain for the period 

1980–1998, and they obtained contemporary 

mortality data for deaths associated with 

cardiovascular, respiratory, and digestive system 

diseases. For all three of the disease types studied, 

they found “the death rate is about 15% higher on a 

winter’s day than on a summer’s day,” which they 

describe as “a result often found in previous studies,” 

citing Fleming et al. (2000), Verlato et al. (2002), 

Grech et al. (2002), Law et al. (2002), and Eccles 

(2002). Their data, plotted in Figure 4.2.5.1, clearly 

demonstrate the people of the Castile-Leon region of 

Spain are much more likely to die from a 

cardiovascular disease in the extreme cold of winter 

than in the extreme heat of summer. The same holds 

true with respect to dying from respiratory and 

digestive system diseases. 

Wichmann et al. (2011) investigated the 

association between the daily three-hour maximum 

apparent temperature (which reflects the 

physiological experience of combined exposure to 

humidity and temperature) and deaths due to 

cardiovascular disease (CVD), cerebrovascular 

disease (CBD), and respiratory disease (RD) in 

Copenhagen over the period 1999–2006. During the 

warm half of the year (April–September), they found 

a rise in temperature had an inverse or protective 

effect with respect to CVD mortality (a 1% decrease 

in death in response to a 1°C increase in apparent 

temperature). This finding is unusual but also has 

been observed in Dublin, Ireland, as reported by 

Baccini et al. (2008, 2011). Wichmann et al. found 

no association with RD and CBD mortality. At the 

other end of the thermal spectrum, during the cold 

half of the year, all three associations were inverse or 

protective. This finding, according to the researchers, 

is “consistent with other studies (Eurowinter Group, 

1997; Nafstad et al., 2001; Braga et al., 2002; 



 Climate Change Reconsidered II: Fossil Fuels 

408 

O’Neill et al., 2003; Analitis et al., 2008).” 

Matzarakis et al. (2011) studied the relationship 

between heat stress and all-cause mortality in the 

densely populated city of Vienna, Austria. Based on 

data from 1970–2007, and after adjusting the long-

term mortality rate to account for temporal variations 

in the size of the population of Vienna, temporal 

changes in life expectancy, and the changing age 

structure of Vienna’s population, the three 

researchers found a significant relationship between 

heat stress and mortality. However, over this 38-year 

period, “some significant decreases of the sensitivity 

were found, especially in the medium heat stress 

levels,” they report. These decreases in sensitivity, 

they write, “could indicate active processes of long-

term adaptation to the increasing heat stress.” In the 

discussion section of their paper, they write such 

sensitivity changes “were also found for other 

regions,” citing Davis et al. (2003b), Koppe (2005), 

Tan et al. (2007), and Donaldson and Keatinge 

(2008). In the conclusion of their paper, they refer to 

these changes as “positive developments.” 

Kysely and Plavcova (2012) write, “there is 

much concern that climate change may be associated 

with large increases in heat-related mortality,” but 

“growing evidence has been emerging that the 

relationships between temperature extremes and 

mortality impacts are nonstationary,” and “most of 

these studies point to declining heat-related mortality 

in developed countries, including the US, Australia, 

the UK, the Netherlands and France (Davis et al., 

2002, 2003a, 2003b; Bi and Walker, 2001; 

Donaldson et al., 2001; Garssen et al., 2005; Carson 

et al., 2006; Fouillet et al., 2008; Sheridan et al., 

2009).” This is true, they note, despite “aging 

populations and prevailing rising trends in 

temperature extremes.” 

Kysely and Plavcova then examined “temporal 

changes in mortality associated with spells of large 

positive temperature anomalies (hot spells) in 

extended summer season in the population of the 

Czech Republic (Central Europe) during 1986–

2009.” They found declining mortality trends in spite 

of rising temperature trends, just the opposite of what 

the IPCC claims will occur in response to global

 

 
 

Figure 4.2.5.1 
Monthly deaths in the Castile-Leon Region of Spain attributable to cardiovascular disease 
 

 
 
Source: Adapted from Fernandez-Raga et al., 2010. 
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warming. The Czech scientists add, “the finding on 

reduced vulnerability of the population remains 

unchanged if possible confounding effects of within-

season acclimatization and mortality displacement 

are taken into account,” and “neither does it depend 

on the changing age structure of the population, since 

similar (and slightly more pronounced) declines in 

the mortality impacts are found in the elderly (age 

group 70+ years) when examined separately.” 

Carmona et al. (2016) determined the impact of 

daily minimum temperatures on mortality in each of 

Spain’s 52 provincial capitals; they report this effort 

revealed relative cold-induced mortality increases of 

1.13 due to natural causes, 1.18 due to circulatory 

causes, and 1.24 due to respiratory causes, all of 

which they found to be “slightly greater than those 

obtained to date for heat.” They note, “from a public 

health standpoint, there is a need for specific cold 

wave prevention plans at a regional level which 

would enable mortality attributable to low 

temperatures to be reduced.” 

Minimum mortality temperature (MMT) is 

defined as the temperature at which the lowest 

mortality rate for a given location occurs over a given 

time period of examination. Above and below this 

value mortality rates increase as temperatures rise 

and fall, respectively. Todd and Valleron (2015) note 

MMT values in comparative studies from different 

latitudes are repeatedly shown to be higher in 

locations where the mean summer temperature is 

higher. Such observations, according to the two 

French researchers, have led to the interpretation that 

humans are capable of adapting to local climatic 

conditions. However, they additionally note that 

“drawing conclusions from this geographic 

observation about the possible adaptability of human 

populations to future climate change requires 

observing that, similarly, MMT at a given location 

changes over time when climate changes.” With this 

caveat in mind, Todd and Valleron investigated 

whether MMT for a given location does indeed 

change over time as climate changes. 

Todd and Valleron examined the change in MMT 

in France over the 42-year period from 1968–2009 

and over three 14-year subsets: 1968–1981, 1982–

1995, and 1996–2009. Their data included 228 0.5 x 

0.5 degree latitude/longitude grid squares of daily 

mean temperature and individual death certificate 

information for persons > 65 years old who died in 

France over the 42-year period of examination 

(approximately 16.5 million persons). 

Their results indicate MMT was strongly 

correlated with, and had a positive linear relationship 

with, mean summer temperature over the entire 

period. They also determined that mean MMT 

increased from 17.5°C in the first 14-year period 

(1968–2981) to 17.8°C and 18.2°C in the second 

(1982–1995) and third (1996–2009) time periods 

examined. Todd and Valleron conclude their 

“spatiotemporal analysis indicated some human 

adaptation to climate change, even in rural areas.” 

Ballester et al. (2016) analyzed a host of climate 

variables against daily regional counts of mortality 

from 16 European countries over the period 1998–

2005. They report their analyses “highlight the strong 

association between year-to-year fluctuations in 

winter mean temperature and mortality, with higher 

seasonal cases during harsh winters.” Exceptions 

were noted for Belgium, the Netherlands, and the 

United Kingdom, which lack of correlation was 

likely explained by socioeconomic factors (e.g., 

higher housing efficiency, better health care, reduced 

economic and fuel poverty, etc.). Upon further 

analysis, Ballester et al. determined that, despite the 

lack of mortality association in those three countries, 

“it can be concluded that warmer winters will 

contribute to the decrease in winter mortality 

everywhere in Europe.” 

Citing the IPCC, Díaz et al. (2018) note climate 

models predict heat waves will become more 

frequent and intense in the future. However, they say 

the impact of such events on human health “is not so 

clear,” as human adaptation, improved health 

services, and the implementation of advance warning 

systems can minimize the impacts of heat waves on 

health. They investigated whether there has been a 

temporal change in the relative risk of human 

mortality in response to these and other mitigating 

factors. 

Díaz et al. examined the relationship between 

temperature and mortality for three time periods 

(1983–1992, 1993–2003, and 2004–2013) using data 

from ten Spanish provinces, carried out for the 

summer period only (June–September) in each year. 

They found “there has been a sharp decrease in 

mortality attributable to heat over the past 10 years” 

in Spain. More specifically, they found an identical 

relative risk of mortality due to heat of 1.15 across 

the first (1983–1992) and second (1993–2003) time 

periods, which thereafter experienced a statistically 

significant decline to 1.01 during the third period 

(2004–2013).  

Díaz et al. write their work shows “a drastic 

decrease in the impact of heat, with a decline in 

attributable risk per degree of Tthreshold values from 

14% to 1%; a decrease of around 93%,” which they 
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note “is similar to the decline in the heat-related 

mortality rate found in Australia (Coates et al., 2014) 

of 85% and above, though also around 70% in the 

U.S. (Barreca et al., 2016).”  

The temporal variation in relative risk observed 

by Díaz et al. calls into question the results of 

numerous model-based studies that project the future 

impact of heat on mortality to be constant over time. 

As observed by Díaz et al. and others in different 

parts of the world (Coates et al., 2014; Petkova et al., 

2014; Gasparrini et al., 2015; Åström et al., 2016, 

Barreca et al., 2016) such projections are likely to 

overestimate the true impact of heat on human 

mortality. If results observed for Spain apply to the 

rest of the world, humankind has little to fear, for its 

relative risk of mortality declined to such a point in 

the most recent period (1.01; 95% confidence interval 

of 1.00 to 1.01) that there was no significant heat-

related mortality risk. 
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4.2.6 North America 

Goklany and Straja (2000) examined trends in United 

States death rates over the period 1979–1997 due to 

excessive hot and cold weather. They report there 

were no trends in deaths due to either extreme heat or 

extreme cold in the entire population or in the older, 

more-susceptible age groups, those aged 65 and over, 

75 and over, and 85 and over. Deaths due to extreme 

cold in these older age groups exceeded those due to 

extreme heat by as much as 80 to 125%. With respect 

to the absence of trends in death rates attributable to 

either extreme heat or cold, Goklany and Straja say 

this “suggests that adaptation and technological 

change may be just as important determinants of such 

trends as more obvious meteorological and 

demographic factors.” 

Davis et al. (2002) studied changes in the impact 

of high temperatures on daily mortality rates over a 

period of four decades in six major metropolitan 

areas (Atlanta, Boston, Charlotte, Miami, New York 

City, and Philadelphia) along a north-south transect 

in the eastern United States. They found few 

significant weather-mortality relationships for any 

decade or demographic group in the three 

southernmost cities examined, where warmer weather 

is commonplace. In the three northernmost cities, 

however, there were statistically significant decreases 

in population-adjusted mortality rates during hot and 

humid weather between 1964 and 1994. The authors 

write, “these statistically significant reductions in 

hot-weather mortality rates suggest that the populace 

in cities that were weather-sensitive in the 1960s and 

1970s have become less impacted by extreme 

conditions over time because of improved medical 

care, increased access to air conditioning, and 

biophysical and infrastructural adaptations.” They 

further note, “this analysis counters the paradigm of 

increased heat-related mortality rates in the eastern 

US predicted to result from future climate warming.” 

Davis et al. (2003) evaluated “annual excess 

mortality on days when apparent temperatures – an 

index that combines air temperature and humidity – 

exceeded a threshold value for 28 major metropolitan 

areas in the United States from 1964 through 1998.” 

They found “for the 28-city average, there were 41.0 

± 4.8 excess heat-related deaths per year (per 

standard million) in the 1960s and 1970s, 17.3 ± 2.7 

in the 1980s, and 10.5 ± 2.0 in the 1990s,” a 

remarkable decline. They conclude, “heat-related 

mortality in the United States seems to be largely 

preventable at present.”  

Davis et al. (2004) examined the seasonality of 

mortality due to all causes, using monthly data for 28 

major U.S. cities from 1964 to 1998, then calculated 

the consequences of a future 1°C warming of the 

conglomerate of those cities. At all locations studied, 

they report “warmer months have significantly lower 

mortality rates than colder months.” They calculate 

“a uniform 1°C warming results in a net mortality 

decline of 2.65 deaths (per standard million) per 

metropolitan statistical area” (italics added). The 

primary implication of Davis et al.’s findings, in their 

words, “is that the seasonal mortality pattern in US 

cities is largely independent of the climate and thus 

insensitive to climate fluctuations, including changes 

related to increasing greenhouse gases.”  
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O’Neill et al. (2005) assessed the influence of air 

pollution and respiratory epidemics on empirical 

associations between apparent temperature, which 

“represents an individual’s perceived air 

temperature,” and daily mortality in Mexico’s largest 

and third-largest cities: Mexico City and Monterrey, 

respectively. They found “in Mexico City, the 7-day 

temperature mortality association has a hockey stick 

shape with essentially no effect of higher 

temperatures,” whereas in Monterrey the function 

they fit to the data “shows a U-shape,” with “a higher 

mortality risk at both ends of the distribution,” 

although the effect is much weaker at the high-

temperature end of the plot than at the low-

temperature end, and the absolute value of the slope 

of the mortality vs. temperature relationship is 

smaller across the high-temperature range of the data.  

Interestingly, the researchers also found that 

“failure to control for respiratory epidemics and air 

pollution resulted in an overestimate of the impact of 

hot days by 50%,” whereas “control for these factors 

had little impact on the estimates of effect of cold 

days.” They note “most previous assessments of 

effects of heat waves on hot days have not controlled 

for air pollution or epidemics.” Stedman (2004) made 

a similar claim after analyzing the impact of air 

pollutants present during a 2003 heat wave in the 

United Kingdom, claiming to have found 21% to 

38% of the total excess deaths claimed to be due to 

high temperatures were actually the result of elevated 

concentrations of ozone and PM10 (particulate matter 

of diameter less than 10µm). Likewise, Fischer et al. 

(2004) claimed 33% to 50% of the deaths attributed 

to the same heat wave in the Netherlands were caused 

by concurrent high ozone and PM10 concentrations.  

O’Neill et al., Stedman, and Fischer et al. are 

correct in pointing to factors other than temperature 

contributing to deaths during periods of very warm or 

very cold temperatures. However, attributing 

fatalities to air pollution in developed countries is a 

dubious exercise at best. As explained in detail in 

Chapter 6, epidemiological studies purporting to 

show such attribution are easily manipulated, cannot 

prove causation, and often do not support a 

hypothesis of toxicity with the small associations in 

uncontrolled observational studies. Exaggeration of 

effects and certainty has been the rule in that field, 

just as has been in the climate debate.  

Deschenes and Moretti (2009) analyzed the 

relationship between weather and mortality, based on 

“data that include the universe of deaths in the United 

States over the period 1972–1988,” in which they 

“match each death to weather conditions on the day 

of death and in the county of occurrence.” They 

discovered “hot temperature shocks are indeed 

associated with a large and immediate spike in 

mortality in the days of the heat wave,” but “almost 

all of this excess mortality is explained by near-term 

displacement.” As a result, “in the weeks that follow 

a heat wave, we find a marked decline in mortality 

hazard, which completely offsets the increase during 

the days of the heat wave,” so “there is virtually no 

lasting impact of heat waves on mortality.” In the 

case of cold temperature days, they also found “an 

immediate spike in mortality” but “there is no 

offsetting decline in the weeks that follow,” so “the 

cumulative effect of one day of extreme cold 

temperature during a thirty-day window is an 

increase in daily mortality by as much as 10%.”  

Vuteovici et al. (2014) studied the impact of 

variations of diurnal temperature on daily mortality 

of residents of Montreal aged 65 years and older 

during the period 1984–2007, finding “a 5.12% 

increase in the cumulative effects on mortality for an 

increase of the diurnal temperature range from 6°C to 

11°C.” When the diurnal temperature range increased 

from 11°C to 17.5°C, they found an 11.27% increase 

in mortality. 

Petkova et al. (2014) “examined adaptation 

patterns by analyzing daily temperature and mortality 

data spanning more than a century in New York 

City,” where using a distributed-lag nonlinear model 

they analyzed the heat-mortality relationship in 

people 15 years of age or older during two periods – 

1900–1948 and 1973–2006 – in order to “quantify 

population adaptation to high temperatures over 

time.” The three researchers report that “during the 

first half of the century, the decade-specific relative 

risk of mortality at 29°C vs. 22°C ranged from 1.30 

in the 1910s to 1.43 in the 1900s.” Since 1973, 

however, they found “there was a gradual and 

substantial decline in the relative risk, from 1.26 in 

the 1970s to 1.09 in the 2000s.” In addition, they say 

“age-specific analyses indicated a greater risk for 

people of age 65 years and older in the first part of 

the century,” but “less evidence for enhanced risk 

among this older age group in more recent decades.” 

Petkova et al.’s discovery that the excess mortality 

originally experienced at high temperatures fell 

substantially over the course of the century they 

studied is indicative, in their words, of “population 

adaptation to heat in recent decades,” which they 

attribute primarily to “the rapid spread and 

widespread availability of air conditioning.” 

Bobb et al. (2014) note increasing temperatures 

are anticipated to have health impacts but “little is 
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known about the extent to which the population may 

be adapting.” They examined “the hypothesis that if 

adaptation is occurring, then heat-related mortality 

would be deceasing over time,” using “a national 

database of daily weather, air pollution, and age-

stratified mortality rates for 105 U.S. cities (covering 

106 million people) during the summers of 1987–

2005.” They found, “on average across cities, the 

number of deaths (per 1,000 deaths) attributable to 

each 10°F increase in same-day temperature 

decreased from 51 in 1987 to 19 in 2005” (see Figure 

4.2.6.1). They report “this decline was largest among 

those ≥ 75 years of age, in northern regions, and in 

cities with cooler climates.” In addition, they write 

that “although central air conditioning (AC) 

prevalence has increased, we did not find statistically 

significant evidence of larger temporal declines 

among cities with larger increases in AC prevalence.” 

They conclude the U.S. population has “become 

more resilient to heat over time.” 

White (2017) used daily hospital visit and 

meteorological data to examine the dynamic 

relationship between temperature and morbidity in 

California over the period 2005–2014. He determined 

that the 31-day cumulative impact of a cold day with 

a mean temperature under 40°F (4.5°C) resulted in an 

11% net increase in total morbidity (defined by the 

number of emergency department visits), which value 

rose to 17% when the cumulative impact was 

extended another month. (See Figure 4.2.6.2.) 

The most influential disease category driving 

cumulative cold temperature morbidity was 

respiratory disease (including influenza and 

pneumonia), which far exceeded any other cause and 

amounted to approximately 6 of the 8.5 increased 

hospital visits per 100,000 persons that were due to 

cold temperatures. Stratifying the effect of cold 

temperatures by age group, White further reports the 

greatest risk of morbidity fell within the youngest age 

group (children under 5 years of age), which group 

experienced a 27.7% increase in hospital visits above 

the mean daily visit rate – a value four times as large 

as that observed for the least affected group (non-

elderly adults aged 25–64). 

With respect to the warm end of the temperature 

spectrum, White found the 31-day cumulative impact 

of a hot day (with mean temperature above 80°F 

(26.7°C) was to increase human morbidity by 5.1%. 

Several disease categories contributed to this overall 

relationship, including injuries, nervous system, and

 
 
Figure 4.2.6.1 
Excess U.S. deaths (per 1,000) attributable to 
each 10°F increase in the same day’s 
summer temperature, 1987–2005 

 

 
 
Shaded region represents 95% confidence intervals. 
Source: Adapted from Bobb et al., 2014. 

 
 

 

 
 
Figure 4.2.6.2 
Cumulative (one month) effect of 
temperature (°F) on emergency department 
visits in California (2005–2014) 

  

 
Shaded regions represent 95% confidence intervals. 
Source: White, 2017. 
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genitourinary problems. As with cold weather, hot 

weather morbidity was also influenced by age, and 

the effect was more pronounced in the youngest age 

categories, where morbidity risk was 8.6% and 9.5% 

for the under 5 and 5–14 age groups, respectively. 

White also reported finding evidence of an early 

harvesting effect (an initial morbidity increase that is 

offset by a later decrease) on the elderly during hot 

days. The over 64 age group, for example, 

experienced an initial contemporaneous increase of 

3.7% in morbidity on days where the mean 

temperature was above 80°F. However, the 

cumulative morbidity effect fell to 2.7% at the end of 

31 days. 

White also calculated the health care cost impacts 

associated with both hot and cold morbidity, 

reporting that a day over 80°F mean temperature is 

associated with an approximate $8,000 increase in 

hospital costs per 100,000 persons, whereas cost 

impacts from a mean daily temperature below 40°F 

amount to a much larger $12,000 per 100,000 people. 

Lastly, White also estimated the potential effects of 

climate change on human morbidity and its 

associated health care costs using future temperature 

projections derived from climate model output 

produced under the IPCC’s RCP8.5 greenhouse gas 

emission scenario. Results of that exercise revealed 

“the effects of climate change on hospital visits and 

costs in California to be negligible.” 

Allen and Sheridan (2018) investigated the 

relationship between all-cause mortality and extreme 

temperature events for 50 metropolitan areas in the 

United States with populations from 1.0 million to 

19.5 million for the period 1975–2004. They assessed 

mortality impacts in response to three-day means of 

daily apparent temperature for a cumulative 14-day 

period following hot and cold events. They also 

subdivided their calculations to discern such effects 

from both heat and cold events (95th and 5th 

percentiles) and extreme heat and cold events (97.5th 

and 2.5th percentiles) that occurred both early and 

late in the summer and winter seasons, respectively. 

They also determined the impact on mortality of the 

length of heat and cold spells (short = events lasting 

two days or less, long = events lasting for three or 

more days). 

Allen and Sheridan found the highest relative risk 

of mortality is for extreme cold events that occur 

early in the winter season and last for two days or 

less, which risk is double that observed for extreme 

heat events that occur in the summer. They also 

found the cumulative relative risk of mortality values 

from both short and long temperature events decline 

over the course of the winter and summer seasons, 

suggesting there is a seasonal human adaptation to 

extreme weather events occurring at both ends of the 

temperature spectrum.  
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4.3 Cardiovascular Disease 

Higher surface temperatures would reduce 

the incidence of fatal coronary events related 

to low temperatures and wintry weather by a 

greater degree than they would increase the 

incidence associated with high temperatures 

and summer heat waves. 

 

Non-fatal myocardial infarction is also less 

frequent during unseasonably warm periods 

than during unseasonably cold periods. 

 

Cardiovascular diseases (CVDs) affect the heart or 

blood vessels. They include arrhythmia, 

arteriosclerosis, congenital heart disease, coronary 

artery disease, diseases of the aorta and its branches, 

disorders of the peripheral vascular system, 

endocarditis, heart valve disease, hypertension, 

orthostatic hypotension, and shock. According to the 

Working Group II contribution to the 

Intergovernmental Panel on Climate Change (IPCC) 

Fifth Assessment Report, “Numerous studies of 

temperature-related morbidity, based on hospital 

admissions or emergency presentations, have 

reported increases in events due to cardiovascular, 

respiratory, and kidney diseases (Hansen et al., 2008; 

Knowlton et al., 2009; Lin and Chan, 2009) and the 

impact has been related to the duration and intensity 

of heat (Nitschke et al., 2011) (IPCC, 2014, p. 721). 

The IPCC overlooks the fact that cooler temperatures 

cause an even larger number of premature deaths, 

with the result that a warmer world would experience 

fewer deaths in total. 

Nafstad et al. (2001) examined the effects of 

temperature on mortality due to all forms of 

cardiovascular disease for citizens of New South 

Wales, Australia, over the period 1990 to 1995. Their 

analysis showed the average daily number of 

cardiovascular-related deaths was 15% higher in the 

winter months (October–March) than in the summer 

months (April–September), leading them to conclude 

“a milder climate would lead to a substantial 

reduction in average daily number of deaths.” This 

confirmed an earlier finding by Enquselassie et al. 

(1993) of the Hunter region of New South Wales 

which covered July 1, 1985 to June 30, 1990 and 

found “fatal coronary events and non-fatal definite 

myocardial infarction were 20–40% more common in 

winter and spring than at other times of year.” With 

respect to daily temperature effects, they found “rate 

ratios for deaths were significantly higher for low 

temperatures,” noting “on cold days coronary deaths 

were up to 40% more likely to occur than at moderate 

temperatures.” 

Hajat and Haines (2002) analyzed data obtained 

between January 1992 and September 1995 for 

registered patients aged 65 and older from several 

medical practices in London, England. They found 

the number of general practitioner consultations was 

higher in the cool-season months (October–March) 

than in the warm-season months (April–September) 

for all CVDs. 

Braga et al. (2002) determined both the acute 

effects and lagged influence of temperature on 

cardiovascular-related deaths in a study of both “hot” 

and “cold” cities in the United States: Atlanta, 

Georgia; Birmingham, Alabama; and Houston, Texas 

comprised the “hot” group, and Canton, Ohio; 

Chicago, Illinois; Colorado Springs, Colorado; 

Detroit, Michigan; Minneapolis-St. Paul, Minnesota; 

New Haven, Connecticut; Pittsburgh, Pennsylvania; 

and Seattle and Spokane, Washington comprised the 

“cold” group. They found in the hot cities neither hot 

nor cold temperatures had much impact on mortality 

related to CVDs. In the cold cities, on the other hand, 

both high and low temperatures were associated with 

increased CVD deaths. The effect of cold 

temperatures persisted for days, whereas the effect of 

high temperatures was restricted to the day of the 

death or the day before. For all CVD deaths, the hot-

day effect was five times smaller than the cold-day 

effect. In addition, the hot-day effect included some 

“harvesting,” where Braga et al. observed a deficit of 

deaths a few days later, which they did not observe 

for the cold-day effect. 

Gouveia et al. (2003) determined the number of 

cardiovascular-related deaths in adults aged 15–64 in 

Sao Paulo, Brazil over the period 1991–1994 

increased by 2.6% for each 1°C decrease in 

temperature below 20°C (68°F), while they found no 

evidence for heat-induced deaths due to temperatures 

rising above 20°C. In the elderly (65 years of age and 

above), a 1°C warming above 20°C led to a 2% 

increase in deaths, but a 1°C cooling below 20°C led 
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to a 6.3% increase in deaths, more than three times as 

many cardiovascular-related deaths due to cooling 

than to warming in the elderly. 

McGregor et al. (2004) obtained and analyzed 

data on ischaemic heart disease (IHD) and 

temperature for five English counties aligned on a 

north-south transect (Tyne and Wear, West 

Yorkshire, Greater Manchester, West Midlands, and 

Hampshire) for the period 1974–1999. They 

determined “the seasonal cycles of temperature and 

mortality are inversely related,” and “the first 

harmonic accounts for at least 85% (significant at the 

0.01 level) of the variance of temperature and 

mortality at both the climatological and yearly time 

scales.” They also report “years with an exaggerated 

mortality peak are associated with years 

characterized by strong temperature seasonality,” and 

“the timing of the annual mortality peak is positively 

associated with the timing of the lowest 

temperatures.” 

Chang et al. (2004) studied the effects of 

monthly mean temperature on rates of hospitalization 

for arterial stroke and acute myocardial infarction 

(AMI) among young women aged 15–49 from 17 

countries in Africa, Asia, Europe, Latin America, and 

the Caribbean. These efforts revealed “among young 

women from 17 countries, the rate of hospitalized 

AMI, and to a lesser extent stroke, was higher with 

lower mean environmental air temperature.” They 

report, “on average, a 5°C reduction in mean air 

temperature was associated with a 7 and 12% 

increase in the expected hospitalization rates of 

stroke and AMI, respectively.” Finally, they note, 

“lagging the effects of temperature suggested that 

these effects were relatively acute, within a period of 

a month.” 

Bartzokas et al. (2004) “examined the 

relationship between hospital admissions for 

cardiovascular (cardiac in general including heart 

attacks) and/or respiratory diseases (asthma etc.) in a 

major hospital in Athens [Greece] and meteorological 

parameters for an 8-year period.” Over the study 

period, “there was a dependence of admissions on 

temperature” and low temperatures were “responsible 

for a higher number of admissions,” they found. 

Specifically, “there was a decrease of cardiovascular 

or/and respiratory events from low to high values [of 

temperature], except for the highest temperature class 

in which a slight increase was recorded.” 

Nakaji et al. (2004) evaluated seasonal trends in 

deaths in Japan from 1970 to 1999 and recorded 

mean monthly temperature. The nine researchers note 

Japan has “bitterly cold winters,” and their analysis 

indicates the numbers of deaths due to infectious and 

parasitic diseases – including tuberculosis, 

respiratory diseases including pneumonia and 

influenza, diabetes, digestive diseases, and 

cerebrovascular and heart diseases – rise to a 

maximum during that cold time of year. Of the latter 

two categories, they found peak mortality rates due to 

heart disease and stroke were one-and-a-half to two 

times greater in winter (January) than in August and 

September, when mortality rates for those conditions 

are at their yearly minimums.  

Sharovsky et al. (2004) investigated 

“associations between weather (temperature, 

humidity, and barometric pressure), air pollution 

(sulfur dioxide, carbon monoxide, and inhalable 

particulates), and the daily death counts attributed to 

myocardial infarction” in Sao Paulo, Brazil, where 

12,007 deaths were observed from 1996 to 1998. As 

mean daily temperature dropped below 18°C, death 

rates rose in essentially linear fashion to attain a 

value at 12°C (the typical lower limit of observed 

temperature in Sao Paulo) more than 35% greater 

than the minimum baseline value registered between 

21.6°C and 22.6°C. Sharovsky et al. say “myocardial 

infarction deaths peak in winter not only because of 

absolute low temperature but possibly secondary to a 

decrease relative to the average annual temperature.”  

Kovats et al. (2004) analyzed patterns of 

temperature-related hospital admissions and deaths in 

Greater London during the mid-1990s. For the three-

year period 1994–1996, cardiovascular-related deaths 

were approximately 50% greater during the coldest 

part of the winter than during the peak warmth of 

summer, whereas respiratory-related deaths were 

nearly 150% greater in the depths of winter cold than 

at the height of summer warmth. With respect to heat 

waves, the mortality impact of the notable heat wave 

of July 29 to August 3, 1995 was so tiny it could not 

be discerned among the random scatter of plots of 

three-year-average daily deaths from cardiovascular 

and respiratory problems versus day of year. 

Carder et al. (2005) investigated the relationship 

between outside air temperature and deaths due to all 

non-accident causes in the three largest cities of 

Scotland (Glasgow, Edinburgh, and Aberdeen) 

between January 1981 and December 2001. They 

observed “an overall increase in mortality as 

temperature decreases,” which “appears to be steeper 

at lower temperatures than at warmer temperatures,” 

while “there is little evidence of an increase in 

mortality at the hot end of the temperature range.” 

The seven scientists found, for temperatures below 

11°C, a 1°C drop in the daytime mean temperature on 
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any one day was associated with an increase in 

cardiovascular-caused mortality of 3.4% over the 

following month. At any season of the year a decline 

in air temperature in the major cities of Scotland 

leads to increases in deaths due to cardiovascular 

causes, whereas there is little or no such increase in 

mortality associated with heat waves. 

Cagle and Hubbard (2005) examined the 

relationship between temperature and cardiac-related 

deaths in King County, Washington (USA) over the 

period 1980–2000. They determined there was an 

average of 2.86 cardiac-related deaths per day for all 

days when the maximum temperature fell within the 

broad range of 5–30°C. For days with maximum 

temperatures less than 5°C, the death rate rose by 

15% to a mean value of 3.30, whereas on days with 

maximum temperatures greater than 30°C, death rates 

fell by 3% to a mean value of 2.78. In addition, “the 

observed association between temperature and death 

rate is not due to confounding by other 

meteorological variables,” and “temperature 

continues to be statistically significantly associated 

with death rate even at a 5-day time lag.” 

Tam et al. (2009) employed daily mortality data 

in Hong Kong for the years 1997 to 2002 to examine 

the association between diurnal temperature range 

(DTR) and cardiovascular disease among the elderly 

(age 65 and older). They report “a 1.7% increase in 

mortality for an increase of 1°C in DTR at lag days 

0–3” and describe these results as being “similar to 

those reported in Shanghai.” The four researchers 

state “a large fluctuation in the daily temperature – 

even in a tropical city like Hong Kong – has a 

significant impact on cardiovascular mortality among 

the elderly population.”  

Cao et al. (2009) assessed the relationship 

between DTR and coronary heart disease (CHD) 

deaths of elderly people (66 years of age or older) 

occurring in Shanghai between January 1, 2001 and 

December 31, 2004. They found “a 1°C increase in 

DTR (lag = 2) corresponded to a 2.46% increase in 

CHD mortality on time-series analysis, a 3.21% 

increase on unidirectional case-crossover analysis, 

and a 2.13% increase on bidirectional case-crossover 

analysis,” and “the estimated effects of DTR on CHD 

mortality were similar in the warm and cool seasons.” 

The seven scientists conclude their “data suggest that 

even a small increase in DTR is associated with a 

substantial increase in deaths due to CHD.” 

Bayentin et al. (2010) analyzed the standardized 

daily hospitalization rates for ischemic heart disease 

(IHD) and their relationship with climatic conditions 

up to two weeks prior to the day of admission to 

determine the short-term effects of climate conditions 

on the incidence of IHD over the period 1989–2006 

for 18 health regions of Quebec. The authors report 

“a decline in the effects of meteorological variables 

on IHD daily admission rates” that “can partly be 

explained by the changes in surface air temperature,” 

which they describe as warming “over the last few 

decades.”  

Toro et al. (2010) used data on 7,450 

cardiovascular-related deaths in Budapest, Hungary 

between 1995 and 2004 to find potential relationships 

between those deaths and daily maximum, minimum, 

and mean temperature, air humidity, air pressure, 

wind speed, and global radiation. The six Hungarian 

scientists report “on the days with four or more death 

cases, the daily maximum and minimum 

temperatures tend to be lower than on days without 

any cardiovascular death events,” “the largest 

frequency of cardiovascular death cases was detected 

in cold and cooling weather conditions,” and “we 

found a significant negative relationship between 

temperature and cardiovascular mortality.”  

Bhaskaran et al. (2010) explored the short-term 

relationship between ambient temperature and risk of 

heart attacks (myocardial infarction) in England and 

Wales by analyzing 84,010 hospital admissions from 

2003 to 2006. They found a broadly linear 

relationship between temperature and heart attacks 

that was well characterized by log-linear models 

without a temperature threshold, such that each 1°C 

reduction in daily mean temperature was associated 

with a 2.0% cumulative increase in risk of 

myocardial infarction over the current and following 

28 days. They also report heat had no detrimental 

effect, as an increased risk of myocardial infarction at 

higher temperatures was not detected.  

Kysely et al. (2011) used a database of daily 

mortality records in the Czech Republic that cover 

the 21-year period 1986–2006 – which, in their 

words, “encompasses seasons with the hottest 

summers on record (1992, 1994, 2003) as well as 

several very cold winters (1986/87, 1995/96, 

2005/06)” – to compare the effects of hot and cold 

periods on cardiovascular mortality. The four Czech 

scientists report “both hot and cold spells are 

associated with significant excess cardiovascular 

mortality,” but “the effects of hot spells are more 

direct (unlagged) and typically concentrated in a few 

days of a hot spell, while cold spells are associated 

with indirect (lagged) mortality impacts persisting 

after a cold spell ends.” Although they report “the 

mortality peak is less pronounced for cold spells,” 

they determined “the cumulative magnitude of excess 
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mortality is larger for cold than hot spells.” They 

conclude, “in the context of climate change, 

substantial reductions in cold-related mortality are 

very likely in mid-latitudinal regions, particularly if 

the increasing adaptability of societies to weather is 

taken into account (cf. Christidis et al., 2010),” and 

“it is probable that reductions in cold-related 

mortality will be more important than possible 

increases in heat-related mortality.” 

Lim et al. (2012) assessed the effects of 

increasing DTR on hospital admissions for the most 

common cardiovascular and respiratory diseases in 

the four largest cities of Korea (Seoul, Incheon, 

Daegu, and Busan) for the period 2003–2006. 

According to the three South Korean researchers, the 

data showed “the area-combined effects of DTR on 

cardiac failure and asthma were statistically 

significant,” and the DTR effects on asthma 

admissions were greater for the elderly (75 years or 

older) than for the non-elderly group. “In particular,” 

they write, “the effects on cardiac failure and asthma 

were significant with the percentage change of 

hospital admissions per 1°C increment of DTR at 

3.0% and 1.1%, respectively.”  

Wanitschek et al. (2013), noting Austria’s 

2005/2006 winter was very cold whereas the 

2006/2007 winter was extraordinarily warm, studied 

the cases of patients who were suffering acute 

myocardial infarctions and had been referred for 

coronary angiography (CA). They compared the 

patients’ risk factors and in-hospital mortality rates 

between these two consecutive winters and found 

nearly identical numbers of CA cases (987 vs. 983), 

but 12.9% of the CA cases in the colder winter were 

acute, while 10.4% of the cases in the warmer winter 

were acute. They conclude, “the average temperature 

increase of 7.5°C from the cold to the warm winter 

was associated with a decrease in acute coronary 

angiographies …” 

Vasconcelos et al. (2013) studied the health-

related effects of a daily human-biometeorological 

index known as the Physiologically Equivalent 

Temperature (PET), which is based on the input 

parameters of air temperature, humidity, mean 

radiant temperature, and wind speed, as employed by 

Burkart et al. (2011), Grigorieva and Matzarakis 

(2011), and Cohen et al. (2012), focusing their 

attention on Lisbon and Oporto Counties in Portugal 

over the period 2003–2007. The five Portuguese 

researchers report there was “a linear relationship 

between daily mean PET, during winter, and the risk 

of myocardial infarction, after adjustment for 

confounding factors,” thus confirming “the thermal 

environment, during winter, is inversely associated 

with acute myocardial infarction morbidity in 

Portugal.” They observed “an increase of 2.2% of 

daily hospitalizations per degree fall of PET, during 

winter, for all ages.” In Portugal and many other 

countries where low winter temperatures “are 

generally under-rated compared to high temperatures 

during summer periods,” Vasconcelos et al. conclude 

cold weather is “an important environmental hazard” 

that is much more deadly than the heat of summer. 

Hart (2015) writes, “warm temperatures are 

thought to be associated with increased death rates,” 

citing the works of Longstreth (1991) and Zanobettia 

et al. (2012). Rather than accepting the assumption at 

face value, Hart conducted a statistical analysis to test 

it. Using linear multiple regression analysis of data 

from all 67 counties in Alabama (USA), he analyzed 

the relationship between daily mean air temperature 

and land elevation (both as predictor variables) and 

death rates from cancer and heart disease (the two 

response variables) over the periods 2006–2010 and 

2008–2010, respectively. Hart reports there was no 

“statistically significant adverse health effects for 

either predictor with these response variables” (see 

Figure 4.3.1). However, as evident in the figure, his 

analysis did reveal an inverse relationship between 

temperature and heart disease death rates, such that a 

one degree Fahrenheit rise in temperature would have 

the effect of reducing heart disease death rates by 12 

persons per 100,000 over the temperature range 

analyzed in his study. The findings, Hart writes, 

“contradict dire predictions of adverse health 

consequences as a result of global warming,” yet are 

“consistent with a previous report that indicated a 

beneficial association between warmer temperatures 

and decreased mortality (Idso et al., 2014).” 

Ponjoan et al. (2017) analyzed the effects of both 

heat waves and cold spells on emergency 

hospitalizations due to cardiovascular diseases in 

Catalonia (a region of Spain in the Mediterranean 

basin) over the period 2006–2013. They used the 

self-controlled case series statistical methodology to 

assess the relative incidence rate ratios (IRRs) of 

hospitalizations during the hot and cold waves in 

comparison to reference time periods with normal 

temperature exposure. Heat waves were defined as a 

period of at least three days in July and August in 

which the daily maximum temperatures were higher 

than the 95th percentile of daily maximum 

temperature for those two months. Cold waves were 

similarly defined as periods of at least three days in 

January and February when daily minimum 

temperatures were lower than the 95th percentile of 
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daily minimum temperatures for those two months. 

IRRs were adjusted for age, time interval, and air 

pollution. The number of hospitalizations due to 

cardiovascular diseases during January and February 

over the period of study was 22,611, whereas there 

were only 17,017 during July and August. 

Ponjoan et al. found the incidence of 

cardiovascular hospitalizations increases during cold 

spells by 20%, rising to 26 and 29% when a lag of 

three and seven days, respectively, are added to the 

cold spell. In contrast, Ponjoan et al. report, “the 

effect of heatwaves on overall cardiovascular 

hospitalizations was not significantly different from 

the null,” adding “no significant differences were 

observed when stratifying by sex, age or 

cardiovascular type categories” for either heat waves 

or cold spells. This latter finding challenges the oft-

repeated concern that the elderly will 

disproportionately suffer more health maladies than 

younger people during such temperature departures 

(either hot or cold). 

In a review of the research literature, Claeys et al. 

(2017) note “acute myocardial infarctions (AMIs) are 

the leading cause of mortality worldwide and are 

usually precipitated by coronary thrombosis, which is 

induced by a ruptured or eroded atherosclerotic 

plaque that leads to a sudden and critical reduction in 

blood flow,” citing Davies and Thomas (1985), 

Nichols et al. (2013), and a 2014 report of the 

American Heart Association that was produced by a 

team of 44 researchers. Claeys et al. note, “the 

majority of the temperature-related mortality has 

been shown to be attributable much more to cold, 

when compared with extreme hot weather,” citing the 

work of Gasparrini et al. (2015) and reporting that 

“for each 10°C decrease in temperature, there was a 

9% increase in the risk of AMI.” 

Zhang et al. (2017) studied daily meteorological 

data and records of all registered deaths in Wuhan, 

central China, between 2009 and 2012, performing a 

series of statistical procedures to estimate the 

exposure-response impact of DTR on human 

mortality (including non-accidental deaths and those 

due to cardiorespiratory, cardiovascular, respiratory, 

stroke, and ischemic heart disease causes) and years 

of life lost (YLL). They found a 1°C increase in DTR 

at lag 0–1 days significantly increased daily non-

accidental mortality by 0.65% and cardiovascular-

specific mortality by 1.12%. The relationships 

between DTR and deaths due to other investigated 

causes (cardiorespiratory, respiratory, stroke, and 

ischemic heart disease) were not significant. Nor was 

there any significant relationship between DTR and 

YLL for any of the cause-specific mortalities 

 
 

Figure 4.3.1 
Scatter plots of heart disease death rates and mean temperature (left panel) and cancer death 
rates and mean temperature (right panel) for all 67 counties in Alabama 
 

 

Source: Hart, 2015. 
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investigated. In stratifying their findings by 

subgroups for the two mortality categories that did 

have a significant relationship with DTR (non-

accidental and cardiovascular deaths), Zhang et al. 

found that, “compared with males and younger 

persons, females and the elderly suffered more 

significantly and substantially from both increased 

mortality and YLL in relation to a high DTR.” They 

also found that those who had obtained a higher 

degree of education were more susceptible to 

increased mortality and YLL from a DTR increase 

than those who were less educated, an unusual 

finding for which they suggested further research 

would be required. 

Multiple researchers have reported a decline in 

DTR in recent decades at locations all across the 

globe in conjunction with a rise in global 

temperatures. For China, Shen et al. (2014) recently 

calculated a country-wide DTR decrease at a mean 

rate of 0.157°C/decade based on an analysis of 479 

weather stations over the period 1962–2011; they 

cited the works of a number of other authors who 

also determined that the “DTR decreased 

significantly in China over the past several decades, 

including Karl et al. (1991, 1993), Kukla and Karl 

(1993), Dai et al. (1997, 1999), Liu et al. (2004), Ye 

et al. (2010), Zhou and Ren (2011), Wang and 

Dickinson (2013), Xia (2013), and Wang et al. 

(2014). Consequently, it would appear that if global 

temperatures continue to rise and the DTR continues 

to decline, there will likely be fewer cases of non-

accidental and cardiovascular deaths in the future. 

Daisuke Onozuka and Akihito Hagihara 

(Onozuka and Hagihara, 2017), two researchers at the 

Kyushu University Graduate School of Medical 

Sciences in Fukuoka, Japan, state that out-of-hospital 

cardiac arrest (OHCA) is “an on-going public health 

issue with a high case fatality rate and associated 

with both patient and environmental factors,” 

including temperature. Recognizing the concern that 

exists over the potential impacts of climate change on 

human health, the two scientists investigated the 

population-attributable risk of OHCA in Japan due to 

temperature, and the relative contributions of low and 

high temperatures on that risk, for the period 2005–

2014. 

Onozuka and Hagihara obtained OHCA data on 

more than 650,000 cases in the 10-year period from 

all 47 Japanese prefectures. Using climate data 

acquired from the Japan Meteorological Agency, they 

conducted a series of statistical analyses to determine 

the temperature-related health risk of OHCA. 

They found “temperature accounted for a 

substantial fraction of OHCAs, and … most of [the] 

morbidity burden was attributable to low 

temperatures.” Nearly 24% of all OHCAs were 

attributable to non-optimal temperature, and low 

temperature was responsible for 23.64%. The fraction 

of OHCAs attributed to high temperature was just 

0.29% – a morbidity burden two orders of magnitude 

smaller than that due to low temperature.  

Onozuka and Hagihara also examined the impact 

of extreme versus moderate temperatures, as well as 

the effects of gender and age on OHCA risk. With 

respect to extreme versus moderate temperatures, the 

two scientists report “the effect of extreme 

temperatures was substantially less than that of 

moderate temperatures.” For gender, they determined 

the attributable risk of OHCA was higher for females 

(26.86%) than males (21.12%). For age, they found 

that the elderly (75–110 years old) had the highest 

risk at 28.39%, followed by the middle-aged (65–74 

years old, 25.24% attributable risk), and then the 

youngest section of the population (18–64 years old, 

17.93% attributable risk). 

Onozuka and Hagihara’s analysis reveals 

moderately cold temperatures carry an inherently far 

greater risk for OHCA than moderately warm 

temperatures; extremely cold or extremely warm 

temperatures are responsible for only a small fraction 

of attributable risk of OHCA; and female and elderly 

portions of the population are more prone to the 

temperature-related effects on OHCA. It would 

appear modest global warming would yield great 

benefits for the Japanese by reducing OHCA 

risk/morbidity, particularly for women and the 

elderly. 

These several studies clearly demonstrate global 

warming is beneficial to humanity, reducing the 

incidence of cardiovascular diseases related to low 

temperatures and wintry weather by a much greater 

degree than it increases the incidence of 

cardiovascular diseases associated with high 

temperatures and summer heat waves. 
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4.4 Respiratory Disease 

Climate change is not increasing the 

incidence of death, hospital visits, or loss of 

work or school time due to respiratory 

disease. 

 

Respiratory diseases affect the organs and tissues that 

make gas exchange possible in humans and other 

higher organisms. They range from the common cold, 

allergies, and bronchiolitis to life-threatening 

conditions including asthma, chronic obstructive 

pulmonary disease (COPD), pneumonia, and lung 

cancer. Sudden acute respiratory disease (SARS) is a 

condition in which breathing becomes difficult and 

oxygen levels in the blood drop lower than normal. 

Respiratory diseases are widespread. Non-fatal 

respiratory diseases impose enormous social costs 

due to days lost from work and school (Mourtzoukou 

and Falagas, 2007). Contrary to claims made by the 

IPCC, real-world data reveal unseasonable cold 

temperatures cause more deaths and hospital 

admissions due to respiratory disease than do 

unseasonable warm temperatures.  

Before reviewing the literature on respiratory 

diseases generally, some background information on 

asthma may be useful. Childhood asthma affects 

more than 300 million people worldwide (Baena-

Cagnani and Badellino, 2011) and has been 

increasing by 50% per decade in many countries 

(Beasley et al., 2000). Like so many government 

bureaucracies, the U.S. Centers for Disease Control 

and Prevention (CDC, 2014) has sought to associate a 

subject of public concern with climate change, but 

alternative explanations include increasing hygiene 

(Liu, 2007), antibiotic use (Kozyraskyj et al., 2007), 

and the pasteurisation of cow’s milk (Ewaschuk et 

al., 2011; Loss et al., 2017). Rising atmospheric CO2 

concentrations and temperatures may increase 

ragweed pollen numbers and perhaps other pollens 

associated with respiratory allergies (Wayne et al., 

2002), but ragweed pollen allergenicity can vary 

four-fold (Lee et al., 1979) and pollen numbers are 

spatially and temporally highly variable (Weber, 

2002). All of this suggests there is no simple 

relationship between climate or surface temperature 

and asthma, and therefore no reason to believe 

somehow slowing or stopping climate change would 

reduce the incidence of asthma. Asthma is discussed 

at greater length in Chapter 6. 

Some of the studies cited earlier in this chapter 

on lower death rates due to warmer temperatures and 

cardiovascular disease also identified specific 

reductions in fatalities due to respiratory diseases, so 

their research also appears in this section. Keatinge 

and Donaldson (2001), for example, studied the 

effects of temperature on mortality in people over 

50 years of age in the greater London area over the 

period 1976–1995. Simple plots of mortality rate 

versus daily air temperature revealed a linear increase 

in mortality as the air temperature fell from 15°C to 

near 0°C (59°F–32°F). Mortality rates at 

temperatures above 15°C, on the other hand, showed 

no trend. The authors say it is because “cold causes 

mortality mainly from arterial thrombosis and 

respiratory disease, attributable in turn to cold-

induced hemo-concentration and hypertension and 

respiratory infections” (italics added). 

Nafstad et al. (2001) studied the association 

between temperature and daily mortality in citizens 

of Oslo, Norway over the period 1990–1995. They 

found the mean daily number of respiratory-related 

deaths was considerably higher in winter (October–

March) than in summer (April–September). Winter 

deaths associated with respiratory diseases were 47% 

more numerous than summer deaths. They conclude, 

“a milder climate would lead to a substantial 

reduction in average daily number of deaths.” 

Hajat and Haines (2002) examined the 

relationship between cold temperatures and the 

number of visits by the elderly to general 

practitioners for asthma, lower respiratory diseases 

other than asthma, and upper respiratory diseases 

other than allergic rhinitis as obtained for registered 

patients aged 65 and older from several London 
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practices between January 1992 and September 1995. 

They found the mean number of consultations was 

higher in cool-season months (October–March) than 

in warm-season months (April–September) for all 

respiratory diseases. At mean temperatures below 

5°C, the relationship between respiratory disease 

consultations and temperature was linear, and 

stronger at a time lag of six to 15 days. A 1°C 

decrease in mean temperature below 5°C was 

associated with a 10.5% increase in all respiratory 

disease consultations. 

Braga et al. (2002) conducted a time-series 

analysis of both the acute and lagged influence of 

temperature and humidity on mortality rates in 12 

U.S. cities, finding no clear evidence for a link 

between humidity and respiratory-related deaths. 

With respect to temperature, they found respiratory-

related mortality increased in cities with more 

variable temperature. This phenomenon, they write, 

“suggests that increased temperature variability is the 

most relevant change in climate for the direct effects 

of weather on respiratory mortality.”  

Gouveia et al. (2003) extracted daily counts of 

deaths from all causes, except violent deaths and 

neonatal deaths (up to one month of age), from Sao 

Paulo, Brazil’s mortality information system for the 

period 1991–1994 and analyzed them for effects of 

temperature. For respiratory-induced deaths, death 

rates due to a 1°C cooling were twice as great as 

death rates due to a 1°C warming in adults and 

2.8 times greater in the elderly. 

Nakaji et al. (2004) evaluated seasonal trends in 

deaths due to various diseases in Japan, using 

nationwide vital statistics from 1970 to 1999 and 

concurrent mean monthly air temperature data. They 

found the numbers of deaths due to respiratory 

diseases, including pneumonia and influenza, rise to a 

maximum during the coldest time of the year. The 

team of nine scientists concludes, “to reduce the 

overall mortality rate and to prolong life expectancy 

in Japan, measures must be taken to reduce those 

mortality rates associated with seasonal differences.”  

Bartzokas et al. (2004) “examined the 

relationship between hospital admissions for 

cardiovascular (cardiac in general including heart 

attacks) and/or respiratory diseases (asthma etc.) in a 

major hospital in Athens [Greece] and meteorological 

parameters for an 8-year period.” Over the study 

period, they found, “there was a dependence of 

admissions on temperature,” and low temperatures 

were “responsible for a higher number of 

admissions.” Specifically, “there was a decrease of 

cardiovascular or/and respiratory events from low to 

high values [of temperature], except for the highest 

temperature class in which a slight increase was 

recorded.” 

Kovats et al. (2004) studied patterns of 

temperature-related hospital admissions and deaths in 

Greater London during the mid-1990s. For the three-

year period 1994–1996, they found respiratory-

related deaths were nearly 150% greater in the depth 

of winter cold than at the height of summer 

warmth. They also found the mortality impact of the 

heat wave of July 29 to August 3, 1995 (which 

boosted daily mortality by just over 10%) was so tiny 

it could not be discerned among the random scatter of 

plots of three-year-average daily deaths from 

cardiovascular and respiratory problems versus day 

of year. Similarly, in a study of temperature effects 

on mortality in three English counties (Hampshire, 

West Midlands, and West Yorkshire), McGregor 

(2005) found “the occurrence of influenza ... helps 

elevate winter mortality above that of summer.” 

Carder et al. (2005) investigated the relationship 

between outside air temperature and deaths due to all 

non-accident causes in the three largest cities of 

Scotland (Glasgow, Edinburgh, and Aberdeen) 

between January 1981 and December 2001. The 

authors observed “an overall increase in mortality as 

temperature decreases,” which “appears to be steeper 

at lower temperatures than at warmer temperatures,” 

and “there is little evidence of an increase in 

mortality at the hot end of the temperature range.” 

Specifically regarding respiratory disease, they found 

“for temperatures below 11°C, a 1°C drop in the 

daytime mean temperature on any one day was 

associated with an increase in respiratory mortality of 

4.8% over the following month.” 

Donaldson (2006) studied the effect of annual 

mean daily air temperature on the length of the yearly 

season for respiratory syncytial virus (RSV), which 

causes bronchiolitis, in England and Wales for 1981–

2004. Reporting “climate change may be shortening 

the RSV season,” Donaldson found “the seasons 

associated with laboratory isolation of respiratory 

syncytial virus (for 1981–2004) and RSV-related 

emergency department admissions (for 1990–2004) 

ended 3.1 and 2.5 weeks earlier, respectively, per 1°C 

increase in annual central England temperature (P = 

0.002 and 0.043, respectively).” Since “no 

relationship was observed between the start of each 

season and temperature,” he reports, “the RSV season 

has become shorter.” He concludes, “these findings 

imply a health benefit of global warming in England 

and Wales associated with a reduction in the duration 
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of the RSV season and its consequent impact on the 

health service.” 

Frei and Gassner (2008) studied hay fever 

prevalence in Switzerland from 1926 to 1991, finding 

it rose from just under 1% of the country’s population 

to just over 14%, but from 1991 to 2000 it leveled 

off, fluctuating about a mean value on the order of 

15%. The authors write, “several studies show that no 

further increase in asthma, hay fever and atopic 

sensitization in adolescents and adults has been 

observed during the 1990s and the beginning of the 

new century,” citing Braun-Fahrlander et al. (2004) 

and Grize et al. (2006). They write, “parallel to the 

increasing hay fever rate, the pollen amounts of birch 

and grass were increasing from 1969 to 1990,” but 

“subsequently, the pollen of these plant species 

decreased from 1991 to 2007.” They say this finding 

“is more or less consistent with the changes of the 

hay fever rate that no longer increased during this 

period and even showed a tendency to decrease 

slightly.” Nearly identical findings were presented a 

year later (Frei, 2009). Although some have claimed 

rising temperatures and atmospheric CO2 

concentrations will lead to more pollen and more hay 

fever (Wayne et al., 2002), the analyses of Frei 

(2009) and Frei and Gassner (2008) suggest that is 

not true of Switzerland. 

Jato et al. (2009) collected airborne samples of 

Poaceae pollen in four cities in Galicia (Northwest 

Spain) – Lugo, Ourense, Santiago, and Vigo – noting 

“the global climate change recorded over recent years 

may prompt changes in the atmospheric pollen 

season (APS).” The four researchers report “all four 

cities displayed a trend towards lower annual total 

Poaceae pollen counts, lower peak values and a 

smaller number of days on which counts exceeded 

30, 50 and 100 pollen grains/m
3
.” The percentage 

decline in annual pollen grain counts between 1993 

and 2007 in Lugo was approximately 75%, and in 

Santiago the decline was 80%, as best as can be 

determined from the graphs of the researchers’ data. 

In addition, they write, “the survey noted a trend 

towards delayed onset and shorter duration of the 

APS.” Thus, even though there was a “significant 

trend towards increasing temperatures over the 

months prior to the onset of the pollen season,” 

according to the Spanish scientists, Poaceae pollen 

became far less of a negative respiratory health factor 

in the four cities over the decade and a half of their 

study. 

Miller et al. (2012) extracted from the U.S. 

National Health Interview Survey for 1998 to 2006 

annual prevalence data for frequent otitis media 

(defined as three or more ear infections per year), 

respiratory allergy, and non-respiratory seizures in 

children. They also obtained average annual 

temperatures for the same period from the U.S. 

Environmental Protection Agency. They found 

“annual temperature did not influence the prevalence 

of frequent otitis media,” “annual temperature did not 

influence prevalence of respiratory allergy,” and 

“annual temperature and sex did not influence seizure 

prevalence.” They conclude their findings “may 

demonstrate that average temperature is not likely to 

be the dominant cause of the increase in allergy 

burden or that larger changes in temperatures over a 

longer period are needed to observe this association.” 

They further conclude, “in the absence of more 

dramatic annual temperature changes, we do not 

expect prevalence of otitis media to change 

significantly as global warming may continue to 

affect our environment.” 

Lin et al. (2013) used data on daily area-specific 

deaths from all causes, circulatory diseases, and 

respiratory diseases in Taiwan, developing 

relationships between each of these cause-of-death 

categories and a number of cold-temperature related 

parameters for 2000–2008. The five researchers 

discovered “mortality from [1] all causes and [2] 

circulatory diseases and [3] outpatient visits of 

respiratory diseases has a strong association with cold 

temperatures in the subtropical island, Taiwan.” In 

addition, they found “minimum temperature 

estimated the strongest risk associated with outpatient 

visits of respiratory diseases.” 

Xu et al. (2013a) found that reported cases of 

childhood asthma increased 0–9 days after a diurnal 

temperature range (DTR) above 10⁰C, and also found 

a 31% increase in emergency department admissions 

per 5⁰C increment in DTR.  

Xu et al. (2013b) found in Brisbane, Queensland, 

that “a 1°C increase in diurnal temperature range was 

associated with a 3% increase of Emergency 

Department Admissions for childhood diarrhea.” 

Their conclusion that “the incidence of childhood 

diarrhea may increase if climate variability increases 

as predicted” reveals gross ignorance of the science 

on greenhouse warming. This is another example of 

the statement on page 2 about “independent 

researchers who should know better.” 

Liu et al. (2015) examined the association 

between temperature change and clinical visits for 

childhood respiratory tract infections (RTIs) in 

Guangzhou, China based on outpatient records of 

clinical visits for pediatric RTIs between January 1, 

2012 and December 31, 2013, where temperature 
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change was defined as the difference between the 

mean temperatures of two consecutive days, and 

where a distributed lag non-linear model was 

employed to examine the impact of the observed 

temperature changes. Their analyses of the weather 

and hospital data revealed “a large temperature 

decrease was associated with a significant risk for an 

RTI, with the effect lasting for ~10 days.” In 

addition, they found that “children aged 0–2 years, 

and especially those aged <1 year, were particularly 

vulnerable to the effects of temperature drop,” noting 

an extreme temperature decrease “was significantly 

associated with increased pediatric outpatient visits 

for RTI’s in Guangzhou.” 

Xie et al. (2017) investigated the relationship 

between acute bronchitis and diurnal temperature 

range (DTR), which they considered to be “a 

meteorological indicator closely associated with 

urbanization, global climate change and [reflective 

of] the stability of the weather.” They examined 

14,055 cases of acute bronchitis among children aged 

0–14 in Hefei, China over the winter months 

(December–February) of 2010 through 2013. Their 

analysis indicated the risk of bronchitis increased as 

the DTR increased, which relationship was greatest at 

a 3-day lag, where a 1°C increase in DTR led to a 

1.0% increase in the number of daily cases for 

childhood bronchitis. 

Song et al. (2018) analyzed daily meteorological 

data and daily emergency hospital visits in the 

Haidian district of Beijing, China between 2009 and 

2012. They studied the relative risk of respiratory 

morbidity for both heat waves and cold spells of ≥ 2, 

≥ 3, and ≥ 4 days of duration in which the average 

daily temperature fell within the 95th through 99th 

percentiles and 1st through 5th percentiles, 

respectively. 

Song et al. found the relationship between 

ambient temperature and respiratory emergency 

department visits followed a U-shaped curve, where 

the minimum relative risk value of 1.0 was observed 

at a mean daily temperature of 21.5°C, a full 6.0°C 

warmer than the mean average temperature of the 

entire study period (15.5°C). Given that this 

minimum-morbidity temperature is much higher than 

the mean temperature over the period of study, some 

form of human adaptability or respiratory morbidity 

acclimation to warmer weather appears to be taking 

place. 

Song et al.’s work also revealed that the relative 

risk (RR) of daily respiratory morbidity due to cold 

spells is typically much greater (RR of ~1.7 vs RR of 

~1.4) than that due to heat waves (see Figure 4.4.1). 

The only exception is the RR for heat waves lasting 

four or more days at the 99th percentile threshold. 

That data point is represented by only one heat wave 

in the entire study and may be an aberration skewing 

the results, given the closer relationship in RR values 

observed at the 95th through 98th percentiles. 

In light of these several findings, it would appear 

the most effective policies for reducing respiratory 

emergency department visits would be targeted 

towards the higher relative risks observed at the cold 

end of the temperature spectrum. 
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Figure 4.4.1 
Relative risk in daily respiratory morbidity due to cold spells and heat waves in Beijing, China 
 

 
Source: Song et al., 2018. 
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4.5 Stroke 

Higher surface temperatures would reduce 

the incidence of death due to stroke in many 

parts of the world, including Africa, Asia, 

Australia, the Caribbean, Europe, Japan, 

Korea, Latin America, and Russia. 

 

Low minimum temperatures are a greater 

risk factor than high temperatures for stroke 

incidence and hospitalization. 

 

Strokes are either ischemic or hemorrhagic. An 

ischemic stroke occurs when blood flow to part of the 

brain is cut off, due to a clot forming either on an 

atherosclerotic plaque  (fatty deposit) in a cerebral 

artery or in the heart or blood vessels leading to the 

brain, breaking off and travelling to the brain. By 

contrast, the most common causes of hemorrhagic 

stroke are high blood pressure and brain aneurysms. 

An aneurysm is a dilated segment of artery due to a 

weakness or thinness in the blood vessel wall, which 

leads to excessive ballooning, leakage of blood, or 

rupture. The result is blood seeping into or around the 

brain tissue, causing damage to brain cells. 

According to the IPCC, rising atmospheric CO2 

concentrations due to the combustion of fossil fuels 

cause surface temperatures to rise, which then causes 

increased deaths due to strokes. However, as was the 

case with cardiovascular disease and respiratory 

disease, examination of real-world data reveals 

unseasonably cold temperatures cause more deaths 

and hospital admissions due to stroke than do 

unseasonably warm temperatures.  

Feigin et al. (2000) examined the relationship 

between the incidence of stroke and ambient 

temperatures over the period 1982–1993 in 
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Novosibirsk, Siberia, which has one of the highest 

stroke incidence rates in the world. Based on analyses 

of 2,208 patients with sex and age distributions 

similar to those of Russia as a whole, the researchers 

found a statistically significant association between 

stroke occurrence and low ambient temperature. In 

the case of ischemic stroke (IS), which accounted for 

87% of all strokes, they determined “the risk of IS 

occurrence on days with low ambient temperature 

[was] 32% higher than that on days with high 

ambient temperature.” They conclude the “very high 

stroke incidence in Novosibirsk, Russia may partially 

be explained by the highly prevalent cold factor 

there.” 

Hong et al. (2003) investigated the association 

between the onset of ischemic stroke and prior 

episodic decreases in temperature in 545 patients who 

suffered strokes in Incheon, Korea from January 

1998 to December 2000. They report “decreased 

ambient temperature was associated with risk of 

acute ischemic stroke,” with the strongest effect 

being seen on the day after exposure to cold weather, 

further noting “even a moderate decrease in 

temperature can increase the risk of ischemic stroke.” 

They also found “risk estimates associated with 

decreased temperature were greater in winter than in 

the summer,” which suggests “low temperatures as 

well as temperature changes are associated with the 

onset of ischemic stroke.” Finally, they explain the 

reason for the 24- to 48-hour lag between exposure to 

cold and the onset of stroke “might be that it takes 

some time for the decreasing temperature to affect 

blood viscosity or coagulation.” 

Nakaji et al. (2004) evaluated seasonal trends in 

deaths due to various diseases in Japan using 

nationwide vital statistics from 1970 to 1999 together 

with mean monthly temperature data. They found the 

peak mortality rate due to stroke was two times 

greater in winter (January) than at the time of its 

yearly minimum (August and September).  

Chang et al. (2004) analyzed data from the 

World Health Organization (WHO) Collaborative 

Study of Cardiovascular Disease and Steroid 

Hormone Contraception (WHO, 1995) to determine 

the effects of monthly mean temperature on rates of 

hospitalization for arterial ischemic stroke and acute 

myocardial infarction among women aged 15 to 49 

from 17 countries in Africa, Asia, the Caribbean, 

Europe, and Latin America. They found among these 

women, a 5°C reduction in mean air temperature was 

associated with a 7% increase in the expected 

hospitalization rate due to stroke, and this effect was 

relatively acute, within a period of about a month, the 

scientists write. 

Gill et al. (2012) write, “in the past two decades, 

several studies reported that meteorologic changes 

are associated with monthly and seasonal spikes in 

the incidence of aneurysmal subarachnoid 

hemorrhage (aSAH),” and “analysis of data from 

large regional databases in both hemispheres has 

revealed increased seasonal risk for aSAH in the fall, 

winter and spring,” citing among other sources Feigin 

et al. (2001), Abe et al. (2008), and Beseoglu et al. 

(2008). Gill et al. identified the medical records of 

1,175 patients at the Johns Hopkins Hospital in 

Baltimore, Maryland (USA) who were admitted with 

a radiologically confirmed diagnosis of aSAH 

between January 1, 1991 and March 1, 2009. The six 

scientists report both “a one-day decrease in 

temperature and colder daily temperatures were 

associated with an increased risk of incident aSAH,” 

and “these variables appeared to act synergistically” 

and were “particularly predominant in the fall, when 

the transition from warmer to colder temperatures 

occurred.” Gill et al. add their study “is the first to 

report a direct relationship between a temperature 

decrease and an increased risk of aSAH,” and “it also 

confirms the observations of several reports of an 

increased risk of aSAH in cold weather or winter,” 

citing Nyquist et al. (2001) and other sources. 
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4.6 Insect-borne Diseases  

Higher surface temperatures are not leading 

to increases in mosquito-transmitted and 

tick-borne diseases such as malaria, yellow 

fever, viral encephalitis, and dengue fever. 

 

The IPCC’s Fifth Assessment Report (AR5) backs 

down from previous predictions that global warming 

would facilitate the spread of mosquito-borne 

diseases including malaria and dengue fever and tick-

borne diseases. The full report from Working Group 

II on the subject (IPCC, 2014a, Chapter 11, pp. 722–

6) repeatedly admits there is no evidence that climate 

change has affected the range of vector-borne 

diseases. However, the Summary for Policymakers 

inexplicably warns, “Throughout the 21st century, 

climate change is expected to lead to increases in ill-

health in many regions and especially in developing 

countries with low income, as compared to a baseline 

without climate change (high confidence).” Among 

the “examples” given is “vector-borne diseases 

(medium confidence)” (IPCC, 2014b, pp. 19–20). 

In a research report in Science, Rogers and 

Randolph (2000) note “predictions of global climate 

change have stimulated forecasts that vector-borne 

diseases will spread into regions that are at present 

too cool for their persistence.” However, the effect of 

warmer temperatures on insect-borne diseases is 

complex, sometimes working in favor of and 

sometimes against the spread of a disease. For 

example, ambient temperature has historically not 

determined the range of insect-borne diseases and 

human adaptation to climate change overwhelms the 

role of climate. Even those who support the IPCC 

admit, “It’s a little bit tricky to make a solid 

prediction” (Irfan, 2011, quoting Marm Kilpatrick). 

Gething et al. (2010), writing specifically about 

malaria, may have put it best when they said there 

has been “a decoupling of the geographical climate-

malaria relationship over the twentieth century, 

indicating that non-climatic factors have profoundly 

confounded this relationship over time.” They note 

“non-climatic factors, primarily direct disease control 

and the indirect effects of a century of urbanization 

and economic development, although spatially and 

temporally variable, have exerted a substantially 

greater influence on the geographic extent and 

intensity of malaria worldwide during the twentieth 

century than have climatic factors.” As for the future, 

they conclude climate-induced effects “can be offset 

by moderate increases in coverage levels of currently 

available interventions.” 

This section investigates the reliability of the 

IPCC’s claim with respect to the three main kinds of 

insect-borne diseases: malaria, dengue fever, and 

tick-borne diseases. According to scientific 

examination and research on this topic, there is little 

support for the claims appearing in the latest IPCC 

Summary for Policymakers. 
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4.6.1 Malaria 

Extensive scientific information and 

experimental research contradict the claim 

that malaria will expand across the globe 

and intensify as a result of CO2-induced 

warming. 

 

Jackson et al. (2010) say “malaria is one of the most 

devastating vector-borne parasitic diseases in the 

tropical and subtropical regions of the world,” noting 

it affects more than 100 countries. According to the 

World Health Organization (WHO, 2017), an 

estimated 216 million cases of malaria occurred 

worldwide in 2016, down from 237 million cases in 

2010. Ninety-one countries reported indigenous 

malaria cases with Africa accounting for 90% of all 

cases. Approximately 445,000 people died from 

malaria that year. 

According to Reiter (2000), claims that malaria 

will become more widespread due to CO2-induced 

global warming ignore other important factors and 

disregard known facts. A historical analysis of 

malaria trends, for example, reveals this disease was 

an important cause of illness and death in England 

during a period of colder-than-present temperatures 

throughout the Little Ice Age. Its transmission began 

to decline only in the nineteenth century, during a 

warming phase when, according to Reiter, 

“temperatures were already much higher than in the 

Little Ice Age.” In short, malaria was prevalent in 

Europe during some of the coldest centuries of the 

past millennium, and it has only recently undergone 

widespread decline, when temperatures have been 

warming, Clearly, there are other factors at work that 

are more important than temperature. Such factors 

include the quality of public health services, public 

awareness, irrigation and agricultural activities, land 

use practices, civil strife, natural disasters, ecological 

change, population change, use of insecticides, and 

the movement of people (Reiter, 2000; Reiter, 2001; 

Hay et al., 2002a, 2002b). 

Nevertheless, concerns have lingered about the 

possibility of widespread future increases in malaria 

due to global warming. These concerns are generally 

rooted in climate models that typically use only one, 

or at most two, climate variables in making their 

predictions of the future distribution of the disease 

over Earth, and they generally do not include any of 

the non-climatic factors listed in the preceding 

paragraph. When more variables are included, a less-

worrisome future is projected. In one modeling study, 

for example, Rogers and Randolph (2000) employed 

five climate variables and obtained very different 

results. Briefly, they used the present-day distribution 

of malaria to determine the specific climatic 

constraints that best define that distribution, after 

which the multivariate relationship they derived from 

this exercise was applied to future climate scenarios 

derived from climate models in order to map 

potential future geographical distributions of the 

disease. Their study revealed very little change: a 

0.84% increase in potential malaria exposure under 

the “medium-high” scenario of global warming and a 

0.92% decrease under the “high” scenario. Rogers 

and Randolph explicitly state their quantitative model 

“contradicts prevailing forecasts of global malaria 

expansion” and “highlights the use of multivariate 

rather than univariate constraints in such 

applications.” 

Hay et al. (2002a) investigated long-term trends 

in meteorological data at four East African highland 

sites that experienced significant increases in malaria 

cases over the past couple of decades, reporting 

“temperature, rainfall, vapour pressure and the 

number of months suitable for P. falciparum 

transmission have not changed significantly during 

the past century or during the period of reported 

malaria resurgence,” thus these factors could not be 

responsible for the observed increases in malaria 

cases. Likewise, Shanks et al. (2000) examined 

trends in temperature, precipitation, and malaria rates 

in western Kenya over the period 1965–1997, finding 

no linkages among the variables. 

Small et al. (2003) examined trends in a climate-

driven model of malaria transmission between 1911 

and 1995, using a spatially and temporally extensive 

gridded climate dataset to identify locations in Africa 

where the malaria transmission climate suitability 

index had changed significantly over this time 

interval. They found “climate warming, expressed as 

a systematic temperature increase over the 85-year 
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period, does not appear to be responsible for an 

increase in malaria suitability over any region in 

Africa.” They conclude “research on the links 

between climate change and the recent resurgence of 

malaria across Africa would be best served through 

refinements in maps and models of precipitation 

patterns and through closer examination of the role of 

nonclimatic influences.” 

Kuhn et al. (2003) analyzed the determinants of 

temporal trends in malaria deaths within England and 

Wales in 1840–1910 and found “a 1°C increase or 

decrease was responsible for an increase in malaria 

deaths of 8.3% or a decrease of 6.5%, respectively,” 

which explains “the malaria epidemics in the 

‘unusually hot summers’ of 1848 and 1859.” 

Nevertheless, the long-term near-linear temporal 

decline in malaria deaths over the period of study, the 

researchers write, “was probably driven by 

nonclimatic factors,” among which they identify 

increasing livestock populations (which tend to divert 

mosquito biting away from humans), decreasing 

acreages of marsh wetlands (where mosquitoes 

breed), as well as “improved housing, better access to 

health care and medication, and improved nutrition, 

sanitation, and hygiene.” Kuhn et al. say “the 

projected increase in proportional risk is clearly 

insufficient to lead to the reestablishment of 

endemicity.”  

Zhou et al. (2004) employed a nonlinear mixed-

regression model study that focused on the numbers 

of monthly malaria outpatients of the past 10 to 20 

years in seven East African highland sites and their 

relationships to the numbers of malaria outpatients 

during the previous time period, seasonality, and 

climate variability. They state, “for all seven study 

sites, we found highly significant nonlinear, 

synergistic effects of the interaction between rainfall 

and temperature on malaria incidence, indicating that 

the use of either temperature or rainfall alone is not 

sensitive enough for the detection of anomalies that 

are associated with malaria epidemics.” Githeko and 

Ndegwa (2001), Shanks et al. (2002), and Hay et al. 

(2002b) reached the same conclusion. In addition, 

climate variability – not just temperature or not just 

warming – contributed less than 20% of the temporal 

variance in the number of malaria outpatients, and at 

only two of the seven sites studied. 

Rogers and Randolph (2006) conducted a major 

review of the potential impacts of global warming on 

vector-borne diseases, focusing on recent upsurges of 

malaria in Africa, asking, “Has climate change 

already had an impact?” They demonstrate “evidence 

for increasing malaria in many parts of Africa is 

overwhelming, but the more likely causes for most of 

these changes to date include land-cover and land-use 

changes and, most importantly, drug resistance rather 

than any effect of climate,” noting “the recrudescence 

of malaria in the tea estates near Kericho, Kenya, in 

East Africa, where temperature has not changed 

significantly, shows all the signs of a disease that has 

escaped drug control following the evolution of 

chloroquine resistance by the malarial parasite.” 

Childs et al. (2006) present a detailed analysis of 

malaria incidence in northern Thailand based on a 

quarter-century monthly time series (January 1977 

through January 2002) of total malaria cases in the 

country’s 13 northern provinces. Over this period, 

when the IPCC claims the world warmed at a rate 

and to a level unprecedented over the prior one to 

two millennia, Childs et al. report there was an 

approximately constant rate of decline in total 

malaria incidence (from a mean monthly incidence in 

1977 of 41.5 cases per hundred thousand people to 

6.72 cases per hundred thousand people in 2001). 

Noting “there has been a steady reduction through 

time of total malaria incidence in northern Thailand, 

with an average decline of 6.45% per year,” they say 

this result “reflects changing agronomic practices and 

patterns of immigration, as well as the success of 

interventions such as vector control programs, 

improved availability of treatment and changing drug 

policies.” 

Zell et al. (2008) conducted a similar review of 

the literature and determined “coupled ocean/ 

atmosphere circulations and continuous 

anthropogenic disturbances (increased populations of 

humans and domestic animals, socioeconomic 

instability, armed conflicts, displaced populations, 

unbalanced ecosystems, dispersal of resistant 

pathogens etc.) appear to be the major drivers of 

disease variability,” and “global warming at best 

contributes.” 

Reiter (2008) came to similar conclusions, 

writing, “simplistic reasoning on the future 

prevalence of malaria is ill-founded; malaria is not 

limited by climate in most temperate regions, nor in 

the tropics, and in nearly all cases, ‘new’ malaria at 

high altitudes is well below the maximum altitudinal 

limits for transmission.” He further states, “future 

changes in climate may alter the prevalence and 

incidence of the disease, but obsessive emphasis on 

‘global warming’ as a dominant parameter is 

indefensible; the principal determinants are linked to 

ecological and societal change, politics and 

economics.”  
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Hulden and Hulden (2009) analyzed malaria 

statistics collected in Finland from 1750 to 2008 via 

correlation analyses between malaria frequency per 

million people and all variables that have been used 

in similar studies throughout other parts of Europe, 

including temperature data, animal husbandry, 

consolidation of land by redistribution, and 

household size. Over the entire period, “malaria 

frequency decreased from about 20,000–50,000 per 

1,000,000 people to less than 1 per 1,000,000 

people,” they report. The two Finnish researchers 

conclude, “indigenous malaria in Finland faded out 

evenly in the whole country during 200 years with 

limited or no counter measures or medication,” 

making that situation “one of the very few 

opportunities where natural malaria dynamics can be 

studied in detail.” Their study indicates “malaria in 

Finland basically was a sociological disease and that 

malaria trends were strongly linked to changes in the 

human household size and housing standard.”  

Russell (2009) studied the “current or historic 

situations of the vectors and pathogens, and the 

complex ecologies that might be involved” regarding 

malaria, dengue fever, the arboviral arthritides (Ross 

River and Barmah Forest viruses), and the arboviral 

encephalitides (Murray Valley encephalitis and 

Kunjin viruses) in Australia and found “there might 

be some increases in mosquito-borne disease in 

Australia with a warming climate, but with which 

mosquitoes and which pathogens, and where and 

when, cannot be easily discerned.” He concludes, “of 

itself, climate change as currently projected, is not 

likely to provide great cause for public health 

concern with mosquito-borne disease in Australia.” 

Nabi and Qader (2009) considered the climatic 

conditions that impact the spread of malaria – 

temperature, rainfall, and humidity – and the host of 

pertinent nonclimatic factors that play important roles 

in its epidemiology: the presence or absence of 

mosquito control programs, the availability or non-

availability of malaria-fighting drugs, changing 

resistances to drugs, the quality of vector control, 

changes in land use, the availability of good health 

services, human population growth, human 

migrations, international travel, and standard of 

living. The two researchers report “global warming 

alone will not be of a great significance in the 

upsurge of malaria unless it is accompanied by a 

deterioration in other parameters like public health 

facilities, resistance to anti-malarial drugs, decreased 

mosquito control measures,” etc. They say “no 

accurate prediction about malaria can truly be made,” 

because “it is very difficult to estimate what the other 

factors will be like in the future.” 

Jackson et al. (2010) linked reported malaria 

cases and deaths from the years 1996 to 2006 for 

10 countries in western Africa (Benin, Burkina Faso, 

Cote d’Ivoire, Gambia, Ghana, Liberia, Mali, 

Senegal, Sierra Leone, and Togo) with corresponding 

climate data from the U.S. National Oceanic and 

Atmospheric Administration’s National Climatic 

Data Center. They searched for transitive 

relationships between the weather variables and 

malaria rates via spatial regression analysis and tests 

for correlation. Jackson et al. report their analyses 

showed “very little correlation exists between rates of 

malaria prevalence and climate indicators in western 

Africa.” This result, as they describe it, “contradicts 

the prevailing theory that climate and malaria 

prevalence are closely linked and also negates the 

idea that climate change will increase malaria 

transmission in the region.” 

Haque et al. (2010) analyzed monthly malaria 

case data for the malaria endemic district of 

Chittagong Hill Tracts in Bangladesh from January 

1989 to December 2008, looking for potential 

relationships between malaria incidence and various 

climatic parameters (rainfall, temperature, humidity, 

sea surface temperature, and the El Niño-Southern 

Oscillation), as well as the normalized difference 

vegetation index (NDVI), a satellite-derived measure 

of surface vegetation greenness. The six scientists 

report, “after adjusting for potential mutual 

confounding between climatic factors there was no 

evidence for any association between the number of 

malaria cases and temperature, rainfall and 

humidity,” and “there was no evidence of an 

association between malaria cases and sea surface 

temperatures in the Bay of Bengal and [the El Niño-

Southern Oscillation index for Niño Region 3].”  

Gething et al. (2010) compared historical and 

contemporary maps of the range and incidence of 

malaria and found endemic/stable malaria is likely to 

have covered 58% of the world’s land surface around 

1900 but only 30% by 2007. They report, “even more 

marked has been the decrease in prevalence within 

this greatly reduced range, with endemicity falling by 

one or more classes in over two-thirds of the current 

range of stable transmission.” They write, 

“widespread claims that rising mean temperatures 

have already led to increases in worldwide malaria 

morbidity and mortality are largely at odds with 

observed decreasing global trends in both its 

endemicity and geographic extent.” Rather, “the 

combined natural and anthropogenic forces acting on 



 Human Health Benefits 

 435 

the disease throughout the twentieth century have 

resulted in the great majority of locations undergoing 

a net reduction in transmission between one and three 

orders of magnitude larger than the maximum future 

increases proposed under temperature-based climate 

change scenarios.” 

Stern et al. (2011) examined trends in 

temperature and malaria for the Highlands of East 

Africa, which span Rwanda, Burundi, and parts of 

Kenya, Tanzania, and Uganda, to resolve 

controversies over whether the area has warmed and 

malaria has become more prevalent. They report 

temperature has increased significantly in the region, 

yet “malaria in Kericho and many other areas of East 

Africa has decreased during periods of unambiguous 

warming.”  

Nkurunziza and Pilz (2011) assessed the impact 

of an increase in temperature on malaria transmission 

in Burundi, a landlocked country in the African Great 

Lakes region of East Africa. They found “an increase 

in the maximum temperature will cause an increase 

in minimum temperature,” and “the increase in the 

latter will result in a decreasing maximum humidity, 

leading to a decrease in rainfall.” These results, they 

continue, “suggest that an increased temperature will 

result in a shortening of the life span of mosquitoes 

(due to decreasing humidity) and decrease in the 

capacity of larva production and maturation (due to 

decreasing rainfall).” Thus, “the increase in 

temperature will not result in an increased malaria 

transmission in Burundi,” which is “in good 

agreement with some previous works on the topic,” 

citing as examples WHO, WMO, UNEP (2003), 

Lieshout et al. (2004), and Thomas (2004). In a final 

statement on the matter, Nkurunziza and Pilz note 

that in regions with endemic malaria transmission, 

such as Burundi, “the increase in temperature may 

lead to unsuitable climate conditions for mosquitoes 

survival and, hence, probably to a decreasing malaria 

transmission.” 

Béguin et al. (2011) estimated populations at risk 

of malaria (PAR) based on climatic variables, 

population growth, and GDP per capita (GDPpc). 

GDPpc is an approximation for per-capita income 

(“income” for short) for 1990, 2010, and 2050, based 

on sensitivity analyses for the following three 

scenarios: (1) a worst-case scenario, in which income 

declines to 50% of its 2010 values by 2050; (2) a 

“growth reduction” scenario, in which income 

declines by 25% in 2030 and 50% in 2050, relative to 

the A1B scenario (socioeconomic change plus 

climate change); and (3) a scenario in which income 

stays constant at 2010 values. The results are 

presented in Figure 4.6.1.1. The authors observe, 

“under the A1B climate scenario, climate change has 

much weaker effects than GDPpc increase on the 

geographic distribution of malaria.” This result is 

consistent with the few studies that have considered 

the impact of climate change and socioeconomic 

factors on malaria. (See, e.g., Tol and Dowlatabadi, 

2001; Bosello et al., 2006). With respect to malaria, 

therefore, climate change is a relatively minor factor 

compared to economic development. 

Paaijmans et al. (2012) examined the effects of 

temperature on the rodent malaria Plasmodium yoelii 

and the Asian malaria vector Anopheles stephensi. 

The three U.S. researchers found “vector competence 

(the maximum proportion of infectious mosquitoes, 

which implicitly includes parasite survival across the 

incubation period) tails off at higher temperatures, 

even though parasite development rate increases.” 

Moreover, “the standard measure of the parasite 

incubation period (i.e., time until the first mosquitoes 

within a cohort become infectious following an 

infected blood-meal) is incomplete because parasite 

development follows a cumulative distribution, 

which itself varies with temperature. Finally, 

“including these effects in a simple model 

dramatically alters estimates of transmission intensity 

and reduces the optimum temperature for 

transmission.” Therefore, in regard to “the possible 

effects of climate warming,” they conclude 

“increases in temperature need not simply lead to 

increases in transmission.” 

Paaijmans et al. conclude their results “challenge 

current understanding of the effects of temperature on 

malaria transmission dynamics,” and they note their 

findings imply “control at higher temperatures might 

be more feasible than currently predicted.”  

Using a high-resolution computer model that 

incorporates “climate-driven hydrology as a 

determinant of mosquito populations and malaria 

transmission,” Yamana et al. (2016) found the impact 

of future climate change on West African malaria 

transmission will be “negative at best, and positive 

but insignificant at worst,” confirming that “no major 

increases in the frequency or the severity of malaria 

outbreaks in West Africa are expected as a result of 

climate change.” 

Murdock et al. (2016) investigated “how 

increases in temperature from optimal conditions 

(27°C to 30°C and 33°C) interact with realistic 

diurnal temperature ranges (DTR: ± 0°C, 3°C and 

4.5°C) to affect the ability of key vector species from 

Africa and Asia (Anopheles gambiae and An. 

Stephensi) to transmit the human malaria parasite, 
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Figure 4.6.1.1 
Effects of climate change and socioeconomic factors on the projected future global distribution 
of malaria  
 

 
 
CC refers to climate change scenarios developed by the authors; mean temperature of the coldest month and 
mean precipitation of the wettest month were modeled. Source: Béguin et al., 2011. 

 
 

Plasmodium falciparum.” They report “the effects of 

increasing temperature and DTR on parasite 

prevalence, parasite intensity, and mosquito mortality 

decreased overall vectorial capacity for both 

mosquito species” (see Figure 4.6.1.2). They also 

note “increases of 3°C from 27°C reduced vectorial 

capacity by 51–89% depending on species and DTR, 

with increases in DTR alone potentially halving 

transmission,” and “at 33°C, transmission potential 

was further reduced for An. Stephensi and blocked 

completely in An. Gambiae.” The researchers 

concluded that rather than increasing malaria 

transmission, any current or future warming should 

actually diminish malaria transmission potential in 

what are currently high transmission settings. 

Zhao et al. (2016) quantified the impact of 

several factors that led to freeing Europe from 

endemic malaria transmission during the twentieth 

century. They analyzed spatial datasets representing 

climatic, land use, and socioeconomic factors thought 

to be associated with the decline of malaria in 

twentieth century Europe and integrated the data with 

historical malaria distribution maps in order to 

quantify changes and differences across the continent 

before, during, and after malaria elimination. Their 

goal was to understand which factors significantly 

influence malaria transmission and decline, as well as 

which factors continue to play a role in limiting the 

risks of its re-establishment. 

Of the nine factors analyzed by Zhao et al., three 

of them were climate-related (temperature, 

precipitation, and frost day frequency), each of which 

is “often considered to have an effect of malaria 

transmission,” they note. The three European 

researchers, however, found “indicators relating to 

socio-economic improvements such as wealth, life 

expectancy and urbanization were strongly correlated 

with the decline of malaria in Europe, whereas those 

describing climatic and land use changes showed 

weaker relationships.” More often than not, they 

found, changes in climate tended to run counter to 

observed trends in malaria; i.e., climate changes were 

thought to lead to an increased number of cases yet 

the actual numbers declined. It would appear that 

socioeconomic and land use factors are more than 

capable of compensating for any unfavorable changes 

in climate that may lead to malaria transmission and 

outbreaks. As long as countries continue to focus on 

improving these more important factors, malaria 

trends will continue to remain little influenced by 

future climate change, model projections 

notwithstanding. 
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4.6.2 Dengue Fever 

Concerns over large increases in dengue 

fever as a result of rising temperatures are 

unfounded and unsupported by the scientific 

literature, as climatic indices are poor 

predictors for dengue fever. 

 

According to Ooi and Gubler (2009a), 

“dengue/dengue hemorrhagic fever is the most 

important vector-borne viral disease globally,” with 

more than half the world’s population living in areas 

deemed to be at risk of infection. Kyle and Harris 

(2008) note “dengue is a spectrum of disease caused 

by four serotypes of the most prevalent arthropod-

borne virus affecting humans today,” and “its 

incidence has increased dramatically in the past 50 

years,” to where “tens of millions of cases of dengue 

fever are estimated to occur annually, including up to 

500,000 cases of the life-threatening dengue 

hemorrhagic fever/dengue shock syndrome.” 

Some of the research papers summarized in 

previous sections address dengue fever as well as 

malaria. With a few worthy exceptions, we do not 

repeat those summaries in this section. The most 
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important exceptions are papers written or 

coauthored by Paul Reiter (2001, 2003, 2010a, 

2010b), one of the world’s premier authorities on the 

subject. Reiter analyzed the history of malaria and 

dengue fever in an attempt to determine whether the 

incidence and range of influence of these diseases 

would indeed increase in response to higher global 

surface temperatures. His reviews established what is 

now widely accepted among experts in the field: that 

the natural history of these vector-borne diseases is 

highly complex, and the interplay of climate, 

ecology, vector biology, and a number of other 

factors defies definition by the simplistic analyses 

utilized in the computer models relied on by 

environmental activists and the IPCC. 

That there has in fact been a resurgence of these 

diseases in parts of the world is true, but as Reiter 

(2001) notes, it is “facile to attribute this resurgence 

to climate change.” This he shows via a number of 

independent analyses that clearly demonstrate factors 

associated with politics, economics, and human 

activity are the principal determinants of the spread 

of these diseases. He describes these factors as being 

“much more significant” than climate in promoting 

disease expansion. Reiter took up the subject again in 

2003 with 19 other scientists as coauthors (Reiter et 

al., 2003), and again in 2010. 

Tuchman et al. (2003) conducted an empirical 

study of the impact of a doubling of atmospheric CO2 

concentrations (from 360 to 720 ppm) on 

development rates and survivorship of four species of 

detritivorous mosquito larvae eating leaf litter from 

Populus tremuloides (Michaux) trees. They report 

larval mortality was 2.2 times higher for Aedes 

albopictus (Skuse) mosquitos that were fed leaf litter 

that had been produced in the high-CO2 chambers 

than it was for those fed litter that had been produced 

in the ambient-air chambers. In addition, they found 

larval development rates of Aedes triseriatus (Say), 

Aedes aegypti (L.), and Armigeres subalbatus 

(Coquillett) were slowed by 78%, 25%, and 27%, 

respectively. The researchers suggest “increases in 

lignin coupled with decreases in leaf nitrogen 

induced by elevated CO2 and subsequent lower 

bacterial productivity [on the leaf litter in the water] 

were probably responsible for [the] decreases in 

survivorship and/or development rate of the four 

species of mosquitoes.” Concerning the significance 

of these findings, Tuchman et al. write, “the indirect 

impacts of an elevated CO2 atmosphere on mosquito 

larval survivorship and development time could 

potentially be great,” because longer larval 

development times could result in fewer cohorts of 

mosquitoes surviving to adulthood. With fewer 

mosquitoes, there should be lower levels of 

mosquito-borne diseases. 

Kyle and Harris (2008) write “there has been a 

great deal of debate on the implications of global 

warming for human health,” but “at the moment, 

there is no consensus.” However, “in the case of 

dengue,” they report, “it is important to note that 

even if global warming does not cause the mosquito 

vectors to expand their geographic range, there could 

still be a significant impact on transmission in 

endemic regions,” because “a 2°C increase in 

temperature would simultaneously lengthen the 

lifespan of the mosquito and shorten the extrinsic 

incubation period of the dengue virus, resulting in 

more infected mosquitoes for a longer period of 

time.” Nevertheless, they state there are 

“infrastructure and socioeconomic differences that 

exist today and already prevent the transmission of 

vector-borne diseases, including dengue, even in the 

continued presence of their vectors,” citing Reiter 

(2001). 

Wilder-Smith and Gubler (2008) conducted a 

review of the scientific literature, noting “the past 

two decades saw an unprecedented geographic 

expansion of dengue” and “global climate change is 

commonly blamed for the resurgence of dengue,” but 

they add, “there are no good scientific data to support 

this conclusion.” The two researchers report, “climate 

has rarely been the principal determinant of 

[mosquitoes’] prevalence or range,” and “human 

activities and their impact on local ecology have 

generally been much more significant.” They cite as 

contributing factors “urbanization, deforestation, new 

dams and irrigation systems, poor housing, sewage 

and waste management systems, and lack of reliable 

water systems that make it necessary to collect and 

store water,” further noting “disruption of vector 

control programs, be it for reasons of political and 

social unrest or scientific reservations about the 

safety of DDT, has contributed to the resurgence of 

dengue around the world.”  

In addition, Wilder-Smith and Gubler write 

“large populations in which viruses circulate may 

also allow more co-infection of mosquitoes and 

humans with more than one serotype of virus,” which 

would appear to be borne out by the fact that “the 

number of dengue lineages has been increasing 

roughly in parallel with the size of the human 

population over the last two centuries.” Most 

important, perhaps, is “the impact of international 

travel,” of which they say “humans, whether troops, 

migrant workers, tourists, business travelers, 
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refugees, or others, carry the virus into new 

geographic areas,” and these movements “can lead to 

epidemic waves.” The two researchers conclude, 

“population dynamics and viral evolution offer the 

most parsimonious explanation for the observed 

epidemic cycles of the disease, far more than climatic 

factors.” 

Ooi and Gubler (2009b) examined “the history of 

dengue emergence” in order to determine “the major 

drivers for the spread of both the viruses and 

mosquito vectors to new geographic regions.” The 

two researchers note “frequent and cyclical 

epidemics are reported throughout the tropical world, 

with regular importation of the virus via viremic 

travelers into both endemic and non-endemic 

countries.” They state, “there is no good evidence to 

suggest that the current geographic expansion of the 

dengue virus and its vectors has been or will be due 

to global warming.” 

Russell et al. (2009) showed the dengue vector 

(the Aedes aegypti mosquito) “was previously 

common in parts of Queensland, the Northern 

Territory, Western Australia and New South Wales,” 

and it had “in the past, covered most of the climatic 

range theoretically available to it,” adding “the 

distribution of local dengue transmission has 

[historically] nearly matched the geographic limits of 

the vector.” This being the case, they conclude the 

vector’s current absence from much of Australia “is 

not because of a lack of a favorable climate.” Thus, 

they reason “a temperature rise of a few degrees is 

not alone likely to be responsible for substantial 

increases in the southern distribution of A. aegypti or 

dengue, as has been recently proposed.” Instead of 

futile attempts to limit dengue transmission by 

controlling the world’s climate, therefore, the 

medical researchers recommend “well resourced and 

functioning surveillance programs, and effective 

public health intervention capabilities, are essential to 

counter threats from dengue and other mosquito-

borne diseases.” 

Johansson et al. (2009) studied the association 

between the El Niño Southern Oscillation (ENSO) 

and dengue incidence in Puerto Rico (1986–2006), 

Mexico (1985–2006), and Thailand (1983–2006) 

using wavelet analysis as a tool to identify time- and 

frequency-specific associations. The three researchers 

report they “did not find evidence of a strong, 

consistent relationship in any of the study areas,” and 

Rohani (2009), who wrote a Perspective piece on 

their study, states the three researchers found “no 

systematic association between multi-annual dengue 

outbreaks and El Niño Southern Oscillation.” Thus, 

as stated in the “Editors’ Summary” of the Johansson 

et al. paper, their findings “provide little evidence for 

any relationship between ENSO, climate, and dengue 

incidence.” 

Shang et al. (2010) analyzed dengue cases in 

Taiwan at their onset dates of illness from 1998 to 

2007, in order to “identify correlations between 

indigenous dengue and imported dengue cases (in the 

context of local meteorological factors) across 

different time lags.” The researchers write, “the 

occurrence of indigenous dengue was significantly 

correlated with temporally-lagged cases of imported 

dengue (2–14 weeks), higher temperatures (6–14 

weeks), and lower relative humidity (6–20 weeks),” 

and “imported and indigenous dengue cases had a 

significant quantitative relationship in the onset of 

local epidemics.” The six Taiwanese researchers 

conclude, “imported dengue are able to serve as an 

initial facilitator, or spark, for domestic epidemics” 

while “meteorology alone does not initiate an 

epidemic.” Rather than point to global warming, they 

state unequivocally that “an increase in viremic 

international travelers has caused global dengue 

hemorrhagic fever case numbers to surge in the past 

several decades.” 

Reiter (2010a) observed “the introduction and 

rapidly expanding range of Aedes albopictus in 

Europe is an iconic example of the growing risk of 

the globalization of vectors and vector-borne 

diseases,” and “the history of yellow fever and 

dengue in temperate regions confirms that 

transmission of both diseases could recur, particularly 

if Aedes aegypti, a more effective vector, were to be 

re-introduced.” He states “conditions are already 

suitable for transmission.” Much more important than 

a rise or fall of a couple degrees of temperature, 

Reiter says, is “the quantum leap in the mobility of 

vectors and pathogens that has taken place in the past 

four decades, a direct result of the revolution of 

transport technologies and global travel.” 

Carbajo et al. (2012) evaluated the relative 

contributions of geographic, demographic, and 

climatic variables to the recent spread of dengue in 

Argentina. They found dengue spatial occurrence 

“was positively associated with days of possible 

transmission, human population number, population 

fall and distance to water bodies.” When considered 

separately, the researchers write, “the classification 

performance of demographic variables was higher 

than that of climatic and geographic variables.” Thus, 

although useful in estimating annual transmission 

risk, Carbajo et al. conclude temperature “does not 

fully describe the distribution of dengue occurrence 
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at the country scale,” and “when taken separately, 

climatic variables performed worse than geographic 

or demographic variables.” 

Williams et al. (2014) used a dynamic life table 

simulation model and statistically downscaled daily 

values for future climate to assess “climate change 

induced changes to mosquito bionomics,” focusing 

on “female mosquito abundance, wet weight, and the 

extrinsic incubation period for dengue virus in these 

mosquitoes.” They based their work on simulations 

of Ae. aegypti populations for current (1991–2011) 

and future (2046–2065) climate conditions for the 

city of Cairns, Queensland (which has historically 

experienced the most dengue virus transmission in all 

of Australia), as derived from the MPI ECHAM 5 

climate model for the IPCC-proposed B1 and A2 

emission scenarios. 

Their work revealed “Aedes aegypti abundance is 

predicted to increase under the B1, but decrease 

under the A2, scenario,” and “mosquitoes are 

predicted to have a smaller body mass in a future 

climate.” Williams et al. say “it is therefore unclear 

whether dengue risk would increase or decrease in 

tropical Australia with climate change.” They 

conclude their findings “challenge the prevailing 

view that a future, warmer climate will lead to larger 

mosquito populations and a definite increase in 

dengue transmission.” 

These several observations indicate concerns 

over large increases in dengue fever as a result of 

rising temperatures are unfounded and unsupported 

by the scientific literature, as climatic indices are 

poor predictors for dengue fever. 
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4.6.3 Tick-borne Diseases 

Climate change has not been the most 

significant factor driving the recent temporal 
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patterns in the epidemiology of tick-borne 

diseases. 

 

Sarah Randolph of the University of Oxford’s 

Department of Zoology is a leading scholar on tick-

borne diseases. She and fellow Oxford faculty 

member David Rogers observed in 2000 that tick-

borne encephalitis (TBE) “is the most significant 

vector-borne disease in Europe and Eurasia,” having 

“a case morbidity rate of 10–30% and a case 

mortality rate of typically 1–2% but as high as 24% 

in the Far East” (Randolph and Rogers, 2000). The 

disease is caused by a flavivirus (TBEV) maintained 

in natural rodent-tick cycles; humans may be infected 

if bitten by an infected tick or by drinking untreated 

milk from infected sheep or goats. 

Early discussions on the relationship of TBE to 

global warming predicted the disease would expand 

its range and become more of a threat to humans in a 

warmer world. However, Randolph and Rogers 

(2000) note, “like many vector-borne pathogen cycles 

that depend on the interaction of so many biotic 

agents with each other and with their abiotic 

environment, enzootic cycles of TBEV have an 

inherent fragility,” so “their continuing survival or 

expansion cannot be predicted from simple univariate 

correlations.” Confining their analysis to Europe, 

Randolph and Rogers first matched the present-day 

distribution of TBEV to the present-day distributions 

of five climatic variables: monthly mean, maximum, 

and minimum temperatures, plus rainfall and 

saturation vapor pressure, “to provide a multivariate 

description of present-day areas of disease risk.” 

They applied this understanding to outputs of a 

general circulation model of the atmosphere that 

predicted how these five climatic variables may 

change in the future. 

The results indicate the distribution of TBEV 

might expand both north and west of Stockholm, 

Sweden in a warming world. For most other parts of 

Europe, however, the two researchers say “fears for 

increased extent of risk from TBEV caused by global 

climate change appear to be unfounded.” They report, 

“the precise conditions required for enzootic cycles 

of TBEV are predicted to be disrupted” in response to 

global warming, and the new climatic state “appears 

to be lethal for TBEV.” This finding, they write, 

“gives the lie to the common perception that a 

warmer world will necessarily be a world under 

greater threat from vector-borne diseases.” In the 

case of TBEV, they report the predicted change 

“appears to be to our advantage.” 

Estrada-Peña (2003) evaluated the effects of 

various abiotic factors on the habitat suitability of 

four tick species that are major vectors of livestock 

pathogens in South Africa. They report “year-to-year 

variations in the forecasted habitat suitability over the 

period 1983–2000 show a clear decrease in habitat 

availability, which is attributed primarily to 

increasing temperature in the region over this 

period.” In addition, when climate variables were 

projected to the year 2015, Estrada-Peña found “the 

simulations show a trend toward the destruction of 

the habitats of the four tick species,” just the opposite 

of what is often predicted about this disease. 

Randolph (2010) examined the roles played by 

various factors that may influence the spread of tick-

borne diseases. After describing some of the 

outbreaks of tick-borne disease in Europe over the 

past couple of decades, Randolph states, “the 

inescapable conclusion is that the observed climate 

change alone cannot explain the full heterogeneity in 

the epidemiological change, either within the Baltic 

States or amongst Central and Eastern European 

countries,” citing Sumilo et al. (2007). Instead, she 

writes, “a nexus of interrelated causal factors – 

abiotic, biotic and human – has been identified,” and 

“each factor appears to operate synergistically, but 

with differential force in space and time, which 

would inevitably generate the observed 

epidemiological heterogeneity.” 

Many of these factors, she continues, “were the 

unintended consequences of the fall of Soviet rule 

and the subsequent socio-economic transition 

(Sumilo et al., 2008b),” among which she cites 

“agricultural reforms resulting in changed land cover 

and land use, and an increased reliance on 

subsistence farming; reduction in the use of 

pesticides, and also in the emission of atmospheric 

pollution as industries collapsed; increased 

unemployment and poverty, but also wealth and 

leisure time in other sectors of the population as 

market forces took hold.” 

Randolph concludes “there is increasing evidence 

from detailed analyses that rapid changes in the 

incidence of tick-borne diseases are driven as much, 

if not more, by human behavior that determines 

exposure to infected ticks than by tick population 

biology that determines the abundance of infected 

ticks,” as per Sumilo et al. (2008a) and Randolph et 

al. (2008). She ends her analysis by stating, “while 

nobody would deny the sensitivity of ticks and tick-

borne disease systems to climatic factors that largely 

determine their geographical distributions, the 

evidence is that climate change has not been the most 
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significant factor driving the recent temporal patterns 

in the epidemiology of tick-borne diseases.” 

Lyme disease is the most common tick-borne 

human disease, with an estimated annual incidence of 

300,000 in the United States (Shapiro, 2014) and at 

least 85,000 in Europe (Lindgren and Jaensen, 2006). 

It is caused by the spirochete bacteria, Borrelia 

burgdorferi and sometimes by Borrelia mayonii (Pritt 

et al., 2016). It is transmitted in the eastern United 

States and parts of Canada by the tick, Ixodes 

scapularis, and on the Pacific Coast by I. pacificus 

(Clark, 2004).  

Modeling by Brownstein et al. (2005) “generated 

the current pattern of I. scapularis across North 

America with an accuracy of 89% (P < 0.0001). 

Extrapolation of the model revealed a significant 

expansion of I. scapularis north into Canada with an 

increase in suitable habitat and a retraction of the 

vector from Florida and Texas, so that the exposed 

population actually diminishes, by 28% in the 2020s, 

by 12.7% in the 2050s, and by 1.9% in the 2080s. 

The connection between I.scapularis and deciduous 

forest is so strong that the authors state: “recent 

emergence of Lyme disease throughout the 

northeastern and mid-Atlantic states has been linked 

to reforestation.” The automobile may thus have 

contributed to the emergence of Lyme disease by 

converting numerous redundant horse-paddocks into 

woodlands and by fertilizing those woodlands with 

carbon dioxide. The reported incidence increased in 

the United States during the warming hiatus from 

1998 to 2009 and then stabilized or even fell slightly 

despite warming in 2015–16, as shown in Figure 

4.6.3.1. 

In Europe and Asia, the vectors of Lyme 

borreliosis (LB) are I. ricinus (Europe) and I. 

persulcatus (Lindgren and Jaensen, 2006). Like its 

North American cousin, I. ricinus prefers forest to 

open land and deciduous to conifer (Zeman and 

Januska, 1999). Late twentieth century warming has 

been linked to ticks spreading into higher latitudes 

and altitudes (observed in the Czech Republic 

(Daniel et al., 2004) and to higher incidences of LB 

(Lindgren and Gustafson, 2001), though distorted by 

better reporting over time in most regions. Moreover, 

the incidence of LB actually declined after 1995 in 

the Czech Republic and Lithuania (Lindgren and 

Jaensen, 2006). 

 
 

Figure 4.6.3.1 
Reported cases of Lyme disease in the United States, 1996–2016 
 

 
 
Source: Centers for Disease Control and Prevention, n.d. 
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4.7 Conclusion 

Fossil fuels directly benefit human health 

and longevity by powering labor-saving and 

life-protecting technologies and perhaps 

indirectly by contributing to rising surface 

temperatures. 

 

Fossil fuels have benefited human health by making 

possible the dramatic increase in human prosperity 

since the first Industrial Revolution, which in turn 

made possible the technologies that are essential to 

protecting human health and prolonging human life. 

If, as the United Nations’ Intergovernmental Panel on 

Climate Change (IPCC) claims, the combustion of 

fossil fuels leads to some global warming, then the 

positive as well as negative health effects of that 

warming should be included in any cost-benefit 

analysis of fossil fuels. Medical science explains why 

warmer temperatures are associated with health 

benefits. Empirical research confirms that warmer 

temperatures lead to a net decrease in temperature-

related mortality in virtually all parts of the world, 

even those with tropical climates.  

Climate change is likely to reduce the incidence 

of fatal coronary events related to low temperatures 

and wintry weather by a much greater degree than it 

increases the incidence associated with high 

temperatures and summer heat waves. Non-fatal 

myocardial infarction is also less frequent during 

unseasonably warm periods than during unseaonsably 

cold periods. Warm weather is correlated with a 

lower incidence of death due to respiratory disease in 

many parts of the world, including Canada, Shanghai, 

https://www.cdc.gov/lyme/resources/brochure/lymediseasebrochure.pdf
https://www.cdc.gov/lyme/resources/brochure/lymediseasebrochure.pdf
http://www.euro.who.int/__data/assets/pdf_file/0006/96819/E89522.pdf
http://www.euro.who.int/__data/assets/pdf_file/0006/96819/E89522.pdf
http://www.euro.who.int/__data/assets/pdf_file/0006/96819/E89522.pdf
https://www.thelancet.com/journals/laninf/article/PIIS1473-3099(15)00464-8/fulltext
https://www.thelancet.com/journals/laninf/article/PIIS1473-3099(15)00464-8/fulltext
https://www.thelancet.com/journals/laninf/article/PIIS1473-3099(15)00464-8/fulltext
https://web.archive.org/web/20161019142422/http:/portal.mah.harvard.edu/templatesnew/departments/MTA/Lyme/uploaded_documents/NEJMcp1314325.pdf
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Spain, and even on the subtropical island of Taiwan. 

Low minimum temperatures have been found to be a 

stronger risk factor than high temperatures for 

outpatient visits for respiratory diseases.  

An extensive scientific literature contradicts the 

claim that malaria will expand across the globe or 

intensify in some regions as a result of rising global 

surface temperatures. Concerns over large increases 

in mosquito-transmitted and tick-borne diseases such 

as yellow fever, malaria, viral encephalitis, and 

dengue fever as a result of rising temperatures are 

unfounded and unsupported by the scientific 

literature. While climatic factors do influence the 

geographical distribution of ticks, temperature and 

climate change are not among the significant factors 

determining the incidence of tick-borne diseases. 

In the face of extensive evidence of the positive 

effects of fossil fuels on human health, the IPCC’s 

claims of a rising “risk of severe ill-health” and 

“mortality and morbidity during periods of extreme 

heat” ring hollow. The computer models relied on by 

the IPCC can be programmed to produce whatever 

results their sponsors want, and the IPCC has 

sponsored many models to predict a world filled with 

disease and misery. But that is not what actual 

medical science and empirical data allow us to 

predict. Thanks to fossil fuels, humanity can look 

forward to living longer and healthier lives than ever 

before. 
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Key Findings 

Key findings in this chapter include the following: 

 

 

Fossil Fuels in the Environment 

 Fossil fuels are composed mainly of carbon and 

hydrogen atoms (and oxygen, in the case of low-

grade coal). Carbon and hydrogen appear 

abundantly throughout the universe and on Earth.  

 In addition to mining and drilling, hydrocarbons 

also enter the environment through natural 

seepage, industrial and municipal effluent and 

run-off, leakage from underground storage or 

wells, and spills and other accidental releases. 

 The chemical characteristics of fossil fuels make 

them uniquely potent sources of fuel. They are 

more abundant, compact, and reliable, and 

cheaper and safer to use than other energy 

sources. 

 

Direct Benefits 

 The greater efficiency made possible by 

technologies powered by fossil fuels makes it 

possible to meet human needs while using fewer 

natural resources, thereby benefiting the 

environment. 

 Fossil fuels make it possible for humanity to 

flourish while still preserving much of the land 

needed by wildlife to survive. 

 The prosperity made possible by fossil fuels has 

made environmental protection both highly 

valued and financially possible, producing a 

world that is cleaner and safer than it would have 

been in their absence. 

 

Impact on Plants 

 Elevated CO2 improves the productivity of 

ecosystems both in plant tissues aboveground and 

in the soils beneath them. 

 The effects of elevated CO2 on plant 

characteristics are overwhelmingly positive, 

including increasing rates of photosynthesis and 

biomass production.  

 Atmospheric CO2 enrichment ameliorates the 

negative effects of a number of environmental 

plant stresses including high temperatures, air 

and soil pollutants, herbivory, nitrogen 

deprivation, and high levels of soil salinity.  

 Exposure to elevated levels of atmospheric CO2 

prompts plants to increase the efficiency of their 

use of water, enabling them to grow and 

reproduce where it has previously been too dry 

for them to exist. 

 The productivity of the terrestrial biosphere is 

increasing in large measure due to the aerial 

fertilization effect of rising atmospheric CO2 

concentrations. 

 The benefits of CO2 enrichment will continue 

even if atmospheric CO2 rises to levels far 

beyond those forecast by the IPCC.  

 

Impact on Terrestrial Animals 

 The IPCC’s forecasts of possible extinctions of 

terrestrial animals are based on computer models 

that have been falsified by data on temperature 

changes, other climatic conditions, and real-

world changes in wildlife populations. 

 Animal species are capable of migrating, 

evolving, and otherwise adapting to changes in 

climate that are much greater and more sudden 

than what is likely to result from the human 

impact on the global climate. 

 Although there likely will be some changes in 

terrestrial animal population dynamics, few if 

any will be driven even close to extinction. 

 

Impact on Aquatic Life 

 The IPCC’s forecasts of dire consequences for 

life in the world’s oceans rely on falsified 

computer models and are contradicted by real-

world observations. 
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 Aquatic life demonstrates tolerance, adaptation, 

and even growth and developmental 

improvements in response to higher temperatures 

and reduced water pH levels (“acidification”).  

 The pessimistic projections of the IPCC give way 

to considerable optimism with respect to the 

future of the planet’s marine life. 

 

Conclusion 

 Combustion of fossil fuels has helped and will 

continue to help plants and animals thrive leading 

to shrinking deserts, expanded habitat for 

wildlife, and greater biodiversity. 

 

Introduction 

The previous two chapters considered ways the use 

of fossil fuels
1
 benefits humanity. This chapter 

considers how human use of fossil fuels benefits 

plants and wildlife. As with the previous chapters, the 

focus here is on documenting the benefits rather than 

conducting a cost-benefit analysis. Cost-benefit 

analyses of climate change, fossil fuels, and 

regulations aimed at reducing greenhouse gas 

emissions are conducted in Part 3. 

Why consider benefits that do not directly affect 

humans? Because even economists recognize the 

limits of a strictly utilitarian ethic. Amartya Sen, a 

Nobel Prize-winning economist, warned recently 

against taking “a strictly anthropocentric perspective 

on the question of the environment” (Sen, 2014). He 

continues, 

[W]e human beings do not only have needs. 

We also have values and priorities, about 

which we can reason. To say that worrying 

about other species is none of our business is 

not ethical reasoning, but a refusal to engage 

in ethical reasoning. … It is hard to see how 

environmental thinking, which has many 

different aspects, can be reduced to a concern 

only with human living standards, given the 

                                                      
1
 This report follows conventional usage by using “fossil 

fuels” to refer to hydrocarbons, principally coal, oil, and 
natural gas, used by humanity to generate power. We 
recognize that not all hydrocarbons are derived from animal 
or plant sources. 

other concerns we may very reasonably have 

(Ibid.). 

Fossil fuels clearly have environmental impacts 

beyond those directly affecting human health and 

well-being. Chapter 3 documented the human benefit 

of increased food production thanks to aerial carbon 

dioxide (CO2) fertilization, but not its larger 

beneficial effects on the biosphere, including effects 

on forests, terrestrial life, and aquatic life. Chapter 4 

explained how fossil fuels powered the technologies 

that led to great advances in human health, but did 

not describe how those same technologies make it 

possible to feed a growing global population without 

completely displacing wildlife habitat or how other 

plants and animals respond positively to elevated 

CO2 in the atmosphere. This chapter fills those gaps. 

In their ambition to condemn fossil fuels, the 

United Nations’ Intergovernmental Panel on Climate 

Change (IPCC) and many environmental advocacy 

groups focus entirely on their negative environmental 

effects and studiously ignore their beneficial effects. 

For example, in a news report based on an interview 

with Andreas Fischlin, “an ecological modeler at the 

Swiss Federal Institute of Technology in Zurich,” 

Tollefson (2015) claims, “a growing body of research 

suggests that ecological and economic impacts are 

already occurring with the 0.8°C of warming that has 

already occurred. These impacts will increase in 

severity as temperatures rise. Damage to coral reefs 

and Arctic ecosystems, as well as more extreme 

weather, can all be expected well before the 2°C 

threshold is reached (pp. 14–15).” 

Similarly, the American Academy for the 

Advancement of Science (AAAS) Climate Science 

Panel claims, 

The overwhelming evidence of human-

caused climate change documents both 

current impacts with significant costs and 

extraordinary future risks to society and 

natural systems. The scientific community 

has convened conferences, published reports, 

spoken out at forums and proclaimed, 

through statements by virtually every 

national scientific academic and relevant 

major scientific organization – including the 

American Academy for the Advancement of 

Science (AAAS) – that climate change puts 

the well-being of people of all nations at risk 

(AAAS, n.d., p. 3). 
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In light of the alarming claims made by some 

scientists working on climate issues and by members 

of the media covering those issues, readers can be 

forgiven for assuming climate change produces no 

environmental benefits. This chapter demonstrates 

that assumption is wrong. 

Section 5.1 provides background on carbon 

chemistry, acid precipitation, hydrogen gas, and 

carbon in the oceans. Section 5.2 presents the direct 

benefits of fossil fuels on plants and wildlife. The 

three main benefits are powering technologies that 

make it possible to use fewer resources to meet 

human needs; minimizing the amount of surface 

space needed to generate the raw minerals, fuel, and 

food needed to meet human needs; and bringing 

about the prosperity that leads to environmental 

protection becoming a positive social value and 

objective. 

Fossil fuels also indirectly benefit the 

environment by contributing to the rise in 

atmospheric CO2 levels experienced during the 

twentieth century and possibly the warming forecast 

by climate models for the twenty-first century and 

beyond. How much warming will occur and how 

much can be attributed to the combustion of fossil 

fuels are unsolved scientific puzzles, as explained in 

Chapter 2. Nevertheless, Section 5.3 considers the 

impacts of rising atmospheric CO2 concentrations and 

possible warming and on plants, finding those 

impacts to be net positive. This extends to rates of 

photosynthesis and biomass production and the 

efficiency with which plants utilize water. Section 5.4 

considers the impacts of rising CO2 levels and 

temperatures on terrestrial animals and once again 

finds those impacts will be positive: Real-world data 

indicate warmer temperatures and higher atmospheric 

CO2 concentrations would be beneficial, favoring a 

maintenance or increase in biodiversity. 

Section 5.5 reviews laboratory and field studies 

of the impact of rising CO2 concentrations and 

temperatures on aquatic life (corals and fish) and 

finds tolerance, adaptation, and even growth and 

developmental improvements. Section 5.6 provides a 

brief conclusion. 

A previous volume in the Climate Change 

Reconsidered series subtitled “Biological Impacts” 

(NIPCC, 2014) contains summaries of nearly 2,000 

peer-reviewed articles addressing in depth issues that 

are addressed only briefly in this chapter. Figure 5.1, 

taken from the Summary for Policymakers of that 

volume, summarizes its principal findings. Hundreds 

of summaries of new scientific research released 

since 2013 have been added to this chapter. 

 

 
 

Figure 5.1 
Summary of findings on biological impacts 

 

 Atmospheric carbon dioxide (CO2) is not a pollutant. It is a colorless, odorless, non-toxic, non-irritating, 

and natural component of the atmosphere. Long-term CO2 enrichment studies confirm the findings of shorter-

term experiments, demonstrating numerous growth-enhancing, water-conserving, and stress-alleviating 

effects of elevated atmospheric CO2 on plants growing in both terrestrial and aquatic ecosystems. 

 The ongoing rise in the atmosphere’s CO2 content is causing a great greening of the Earth. At locations 

all across the planet, the historical increase in the atmosphere’s CO2 concentration has stimulated vegetative 

productivity. This has occurred in spite of many real and imagined assaults on Earth’s vegetation, including 

fires, disease, pest outbreaks, deforestation, and climatic change. 

 There is little or no risk of increasing food insecurity due to rising surface temperatures or rising 

atmospheric CO2 levels. Farmers and others who depend on rural livelihoods for income are benefitting from 

rising agricultural productivity throughout the world, including in parts of Asia and Africa where the need for 

increased food supplies is most critical. Rising temperatures and atmospheric CO2 levels play a key role in the 

realization of such benefits. 

 Terrestrial ecosystems have thrived throughout the world as a result of warming temperatures and 

rising levels of atmospheric CO2. Empirical data pertaining to numerous animal species, including 

amphibians, birds, butterflies, other insects, reptiles, and mammals, indicate global warming and its myriad 
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ecological effects tend to foster the expansion and preservation of animal habitats, ranges, and populations, or 

otherwise have no observable impacts. Multiple lines of evidence indicate animal species are adapting and in 

some cases evolving, to cope with climate change of the modern era. 

 Rising temperatures and atmospheric CO2 levels do not pose a significant threat to aquatic life. Many 

aquatic species have shown considerable tolerance to temperatures and CO2 values predicted for the next few 

centuries and many have demonstrated a likelihood of positive responses in empirical studies. Any projected 

adverse impacts of rising temperatures or declining seawater and freshwater pH levels (“acidification”) will 

be mitigated through behavioural changes during the many decades to centuries it is expected to take for pH 

levels to fall.  

 
Source: Summary for Policymakers. Climate Change Reconsidered II: Biological Impacts. Nongovernmental 
International Panel on Climate Change (NIPCC). Chicago, IL: The Heartland Institute, 2014. 
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5.1 Fossil Fuels in the Environment 

Fossil fuels are composed mainly of carbon 

and hydrogen atoms (and oxygen, in the case 

of low-grade coal). Carbon and hydrogen 

appear abundantly throughout the universe 

and on Earth. 

 

As was observed at the beginning of Chapter 2, many 

people mistakenly believe they can address the 

climate change issue without understanding basic 

climate science. The “science tutorial” offered at the 

beginning of that chapter provided the science so 

often missing in popular and even academic writing 

on the subject. Section 2.1.2.2 discussed carbon 

chemistry in the context of the carbon cycle. Only a 

small part of that discussion will be repeated here, as 

the focus now is on fossil fuels.  

 

5.1.1 Carbon Chemistry 

Carbon and hydrogen appear abundantly throughout 

the universe and on the Earth. Carbon’s unique 

function as the base element for Earth’s biosphere 

derives from it being the lightest element capable of 

forming four covalent bonds with atoms of most 

elements in many variations. (“Covalent bonds” 

involve the sharing of electron pairs and are stronger 

than bonds involving single electrons.) The resulting 

molecules can contain from one to millions of carbon 

atoms. Carbon is so abundant and apt to bond with 

other atoms that the discipline of chemistry is divided 

into organic chemistry, which studies only carbon-

based compounds, and inorganic chemistry, which 

studies all other compounds. Carbon-based 

compounds comprise the overwhelming majority of 

the tens of millions of compounds identified by 

scientists. 

Compounds containing carbon atoms typically 

are combustible; have high melting points, low 

boiling points, and low solubility in water; and do not 

conduct electricity. All of these qualities make them 

good candidates for fuels that can be used to store, 

transport, and then release energy through 

combustion. Compounds containing carbon will 

typically produce carbon dioxide, among other 

byproducts, when burned. 

Hydrogen is the lightest element and the most 

abundant substance in the universe, composing much 

of the mass of stars and gas giant planets. On Earth, it 

is rarely found in its monoatomic state due to its 

propensity to form covalent bonds with other 

elements. It is mostly present in hydrocarbons and 

water. At standard temperature and pressure, 

hydrogen is a highly combustible gas with a very 

high gravimetric energy density (energy per unit of 

http://whatweknow.aaas.org/get-the-facts/
http://f1a.fa0.myftpupload.com/climate-change-reconsidered-ii-biological-impacts/
http://f1a.fa0.myftpupload.com/climate-change-reconsidered-ii-biological-impacts/
https://newrepublic.com/article/118969/environmentalists-obsess-about-global-warming-ignore-poor-countries
https://newrepublic.com/article/118969/environmentalists-obsess-about-global-warming-ignore-poor-countries
https://www.nature.com/news/global-warming-limit-of-2-c-hangs-in-the-balance-1.17202
https://www.nature.com/news/global-warming-limit-of-2-c-hangs-in-the-balance-1.17202
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weight, e.g. joules per kilogram) but a relatively low 

volumetric energy density (energy per unit of 

volume, e.g., joules per liter). 

When carbon and hydrogen come together, the 

carbon provides the “backbone” to which hydrogen 

bonds, forming long and lightweight molecular 

chains, circles, and other complex patterns. In 

general, small linear hydrocarbons will be gases 

while medium-sized linear hydrocarbons will be 

liquids. Branched hydrocarbons of intermediate size 

tend to be waxes with low melting points. Long 

hydrocarbons tend to be semi-solid or solid. Figure 

5.1.1.1 identifies the most common hydrocarbons and 

their uses. 

 

 

5.1.2 Fossil Fuels 

The main forms of fossil fuels are coal, oil, and 

natural gas (methane). Each form has in common a 

basis in hydrocarbons, which are molecules 

composed of carbon and hydrogen atoms. Types of 

hydrocarbons include methane, ethylene, and 

benzene. Coal, oil, and natural gas are made up 

largely of hydrocarbons, nitrogen, sulfur, and 

oxygen. The energy produced by burning a fossil fuel 

comes from breaking the carbon-hydrogen and 

carbon-carbon bonds and recombining them into 

carbon-oxygen (CO2 ) and hydrogen-oxygen (H2O) 

bonds. Because the hydrocarbons in coal have fewer 

hydrogen-carbon bonds than oil or natural gas, its 

gravimetric energy density (joules per kg) is less and 

it produces more CO2 per unit of weight when 

burned. There are four types of coal according to 

their carbon content: anthracite has the most carbon, 

then bituminous, then subbituminous, then lignite. 

(See Figure 5.1.2.1.) 

Considerable attention has been devoted to 

studying the possibility that some part of the world’s 

supply of “fossil fuels” is produced by deep 

biospheres within the geosphere. Gold (1992, 1999) 

proposed that microbial life is common there and 

plays an important role in geochemical cycles, 

particularly in the carbon cycle. Kolesnikov et al. 

(2009) established experimentally that ethane and 

heavier hydrocarbons can be synthesized under 

conditions of the upper mantle, but it is as yet 

unknown how this may affect estimates of supplies of 

hydrocarbon-based fuels. According to Colman et al. 

(2017), “Despite 25 years of intense study, key 

questions remain on life in the deep subsurface, 

including whether it is endemic and the extent of its 

involvement in the anaerobic formation and 

degradation of hydrocarbons. Emergent data from 

cultivation and next-generation sequencing 

approaches continue to provide promising new hints 

to answer these questions.” 

Hydrocarbons affect the natural environment 

when they are burned by releasing CO2 and H2O into 

the air. When burned, the sulfur and nitrogen in fossil 

fuels combine with oxygen to produce sulfur dioxide 

(SO2) and nitrogen oxides (NOx). Sulfur dioxide and 

produce sulfuric and nitric acid, respectively, which 

can reduce the pH of rainwater (Cassidy and Frey, 

n.d.). Coal generally has more of these substances 

and natural gas has less. Coal also has some mineral 

content, typically quartz, pyrite, clay minerals, and 

calcite. 

Hydrocarbons also enter the environment through 

natural seepage (Kvenvolden and Cooper, 2003), 

industrial and municipal effluent and run-off, leakage 

from underground storage or wells, and spills and 

other accidental releases. In some cases these releases 

harm plants and wildlife and endanger human health. 

According to Aminzadeh et al. (2013), “Hydrocarbon 

seepage can have profound local effects that may be 

widespread, causing vast blighted areas. The seeps 

that form the Buzau mounds in the Carpathian 

foreland of Romania are built by repeated acidic 

mudflows that form large blighted and barren areas,” 

citing Baciu (2007) (p. 4). See Varjani (2017) and 

Chandra et al. (2013) for discussions of human health 

threats and many citations. This topic is addressed 

further in Chapter 8.  

 

 

5.1.3 Acid Precipitation 

The reduced pH of rainwater due to sulfur dioxide 

and nitrogen oxide emissions from the burning of 

fossil fuels, popularly referred to as “acid rain,” was 

once thought to be dangerously acidifying soils and 

surface waters in the United States and around the 

world. The U.S. National Acid Precipitation 

Assessment Project (NAPAP, 1991), a project 

involving hundreds of scientists working in small 

groups over a period of 10 years at a cost of 

$550 million, found those concerns were unjustified. 

NAPAP found “there is no evidence of an overall or 

pervasive decline of forests in the United States and 

Canada due to acid deposition or any other stress” 

and “there is no case of forest decline in which acidic 

deposition is known to be a predominant cause” 

(Compendium of Summaries, p. 135). 
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Figure 5.1.1.1 
Common hydrocarbons and their uses 
 

Name Number of 
Carbon Atoms 

Uses 

Methane 1 Fuel in electrical generation. Produces least amount of carbon 
dioxide. 

Ethane 2 Used in the production of ethylene, which is utilized in various 
chemical applications. 

Propane 3 Generally used for heating and cooking. 

Butane 4 Generally used in lighters and in aerosol cans. 

Pentane 5 Can be used as solvents in the laboratory and in the production of 
polystyrene. 

Hexane 6 Used to produce glue for shoes, leather products, and in roofing. 

Heptane 7 The major component of gasoline. 

Octane 8 An additive to gasoline that, particularly in its branched forms, 
reduces knock. 

Nonane 9 A component of fuel, particularly diesel. 

Decane 10 A component of gasoline, but generally more important in jet fuel and 
diesel. 

 
Hydrocarbons longer than 10 carbon atoms in length are generally broken down through the process known as 
“cracking” to yield molecules with lengths of 10 atoms or less. Source: Petroleum.co.uk, 2018. 

 
 

 
 
Figure 5.1.2.1 
Variation of selected coal properties with coal rank 

 

 
 

Source: Radovic, 1997, Figure 7-3, p. 117. 
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NAPAP also found acidic deposition to be a 

threat to sensitive species of fish in only a few bodies 

of water and a small contributor relative to other 

factors, including logging and development. 

Remediation with lime is an inexpensive solution in 

such cases. A follow-up report issued in 1998 

similarly found “Most forest ecosystems in the East, 

South, and West are not currently known to be 

adversely impacted by sulphur and nitrogen 

deposition” (NAPAP, 1998). 

European researchers arrived at similar 

conclusions. For example, Elfving et al. (1996) found 

“in the Swedish National Forest Inventory (NFI), a 

steady increase in the estimated productivity of forest 

land has been noticed since inventory was begun in 

1923. Young stands generally indicate higher site 

indices than old stands at equal site conditions. For 

spruce, this rise of site index has been estimated at 

0.05–0.11 m.year
−1

, with the highest value in the 

south.” The authors also noted “the increasing 

atmospheric deposition of nitrogen is suspected to 

have the biggest influence” on rising forest 

productivity, meaning the positive effects of “acid 

rain” were outweighing the possible negative effects. 

While “acid rain” was probably never a 

significant environmental threat, the dramatic 

reductions in SO2 and NO2 emissions in the United 

States and globally since the 1980s mean it has even 

less impact on the environment today. For additional 

commentary on the topic, see Goklany (1999), 

Aldrich (2003), Lomborg (2004), Menz and Seip 

(2004), Burns (2011), and Ridley (2012). 

 

  

5.1.4 Hydrogen Gas 

Pure hydrogen without carbon or the contaminants 

found in fossil fuels can be burned to generate 

energy, but it has serious disadvantages as a fuel. 

Hydrogen gas (H2) is highly flammable and will 

explode at concentrations ranging from 4% to 75% 

by volume in the presence of a flame or a spark. Pure 

hydrogen-oxygen flames are invisible to the naked 

eye, making detection of a burning hydrogen leak 

difficult. Because hydrogen is so light, it is usually 

stored under pressure, introducing more cost, weight, 

and risk, and this is difficult to do because hydrogen 

embrittles many metals. While a typical automobile 

gas tank holds 15 gallons of gasoline weighing 90 

pounds, the corresponding hydrogen tank would need 

to hold 60 gallons and would need to be insulated, 

but the fuel would weigh only 34 pounds (McCarthy, 

2005). 

Pure hydrogen can be obtained from methane 

through a process called reforming, or from water 

through electrolysis. However, the energy required to 

do either exceeds the amount of energy released 

when the hydrogen is burned. Current industrial 

electrolysis processes have effective electrical 

efficiency of approximately 70% to 80%, meaning 

they require 50 to 55 kWh of electricity to produce 

enough hydrogen to carry about 40 kWh of power 

(Christopher and Dimitrios, 2012). When the energy 

required to store and transport the fuel is considered, 

the process is even less efficient. Unless a non-fossil 

fuel is used to generate the electricity needed for 

reforming or electrolysis, using hydrogen as a fuel 

would not reduce carbon dioxide or other emissions 

generated by burning fossil fuels. 

 

 

5.1.5 Carbon in the Oceans 

The human contribution of oil to oceans during oil 

production or shipping gets extensive media attention 

but is small relative to natural seepage. The U.S. 

National Research Council found “spillage from 

vessels in U.S. waters during the 1990s declined 

significantly as compared to the prior decade and 

now represents less than 2% of the petroleum 

discharges into U.S. waters” and “only 1% of the oil 

discharges in North American waters is related to the 

extraction of petroleum” (NRC, 2003). Roberts and 

Feng note, “Hydrocarbons have been synonymous 

with the Gulf of Mexico (GOM) since early Spanish 

explorers wrote about the occurrence of sea surface 

slicks and tar balls on beaches” (Roberts and Feng, 

2013, p. 43). 

Because fossil fuels are carbon-based and 

therefore part of the carbon cycle, accidental releases 

or spills simply return the fuels’ component parts to 

carbon reservoirs in different chemical forms. This 

often has the effect of minimizing the harm they 

could cause by coming into contact with plants or 

animals, including humans. Petroleum is typically 

reformed by biodegradation, dispersion, dissolution, 

emulsification, evaporation, photo-oxidation, 

resurfacing, sinking, and tar-ball formation. 

Of these processes, biodegradation plays the 

biggest role. Hydrocarbons are energy-rich, making 

them inviting targets for bacteria and fungus. Atlas 

(1995) writes, “Hydrocarbon-utilizing micro-

organisms are ubiquitously distributed in the marine 

environment following oil spills. These micro-

organisms naturally biodegrade numerous 

contaminating petroleum hydrocarbons, thereby 
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cleansing the oceans of oil pollutants” (Atlas, 1995). 

Aminzadeh et al. note, “Many marine seeps likewise 

have changed environments dominated by biota that 

can tolerate and exploit the seep. Some of these 

communities may be locally inhabited by very adept 

methanotrophs and paradoxically thrive, producing 

mounds similar to reefs. Fossil communities such as 

the Burgess Shale fauna (Friedman, 2010) have been 

thought to be associated with seeps (Johnston et al., 

2010)” (Aminzadeh, 2013.). 

Varjani reported, “Petroleum hydrocarbon 

pollutants degradation by bacterial species has been 

well documented and metabolic pathways have been 

elucidated (Leahy and Colwell, 1990; Hendrickx et 

al., 2006; Abbasian et al., 2015; Meckenstock et al., 

2016; Wilkes et al., 2016)” (Varjani, 2017, p. 282). 

Varjani’s review of the literature found 38 

microorganisms have been shown to biodegrade one 

or more of the four fractures of crude oil (saturates, 

aromatics, resins, and asphaltenes). 

Because the efficiency and effectiveness of 

biodegradation is sometimes limited by the 

availability of indigenous colonies of bacteria and 

fungi or minerals needed for their replication, human 

intervention in the form of seeding bacterial 

populations and adding fertilizer can speed up and 

complete the biodegradation process. This process of 

bioremediation has been demonstrated to be 

successful in many different environments (Farhadian 

et al., 2008; Chandra et al., 2013; Ron and 

Rosenberg, 2014; Hu et al., 2017). 

 

 

5.1.6 Conclusion 

Carbon chemistry explains why fossil fuels are 

preferred over other chemical compounds as sources 

of energy. Kiefer (2013) writes,  

Carbon transforms hydrogen from a diffuse 

and explosive gas that will only become 

liquid at ‑423° F [-253° C] into an easily 

handled, room-temperature liquid with 63% 

more hydrogen atoms per gallon than pure 

liquid hydrogen, 3.5 times the volumetric 

energy density (joules per gallon), and the 

ideal characteristics of a combustion fuel. … 

A perfect combustion fuel possesses the 

desirable characteristics of easy storage and 

transport, inertness and low toxicity for safe 

handling, measured and adjustable volatility 

for easy mixing with air, stability across a 

broad range of environmental temperatures 

and pressures, and high energy density. 

Because of sweeping advantages across all 

these parameters, liquid hydrocarbons have 

risen to dominate the global economy (p. 

117). 

In summary, the chemical characteristics of 

carbon and hydrogen, the main components of fossil 

fuels, make fossil fuels uniquely potent sources of 

fuel. They are more abundant, compact, reliable, and 

cheaper and safer to use than other energy sources. 

While it is possible to use hydrogen to transmit 

energy without the “backbone” provided by carbon, it 

is inefficient, expensive, and dangerous compared to 

carbon-based fuels. Acid rain, once thought to be a 

serious environmental threat, is no longer considered 

one. Human contributions of oil to the oceans via 

leakage and spills are trivial in relation to natural 

sources and quickly disperse and biodegrade. The 

damage caused by oil spills is a net cost of using oil, 

but not a major environmental problem. 
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5.2 Direct Benefits 

Fossil fuels benefit the environment directly in three 

ways. First, they power the technologies that 

dramatically improve the efficiency with which 

natural resources are used, thereby reducing the 

impact of human activities on nature. One attempt to 

measure this benefit found the impact of global 

human consumption on the environment was reduced 

32% from 1900 to 2006 due to technological 

advances (Goklany, 2009).  

Second, fossil fuels save land for wildlife. They 

do this in three ways. The first is via the application 

of technology already mentioned. The use of fossil 

fuels to create ammonia fertilizer, to power tractors 

and other farm machinery, and to speed the transport 

of perishable food products to processing plants and 

markets allowed humanity’s nutrition needs to be met 

with fewer acres under cultivation. According to 

Goklany (2009), technology reduced the impact of 

population and affluence on the amount of cropland 

used in the United States by 95%. In other words, 

fossil fuels erased all but 5% of the increased use of 

land that human population growth and prosperity 

otherwise would have required. 

Fossil fuels also save land for wildlife by being 

more power-dense than alternative sources of energy, 

thus requiring less surface area than wind or solar 

power to produce equal amounts of energy to meet 

human needs. According to one estimate, using 

windmills to produce the same amount of energy as is 

currently produced globally by fossil fuels would 

require 14.4 million onshore turbines requiring some 

570 million acres, an area equal to 25% of the entire 

land area of the United States (30% of the lower 48 

states) (Driessen, 2017). 

Fossil fuels also save land for wildlife by 

increasing the level of carbon dioxide (CO2) in the 

atmosphere, which acts as fertilizer for crops, 

increasing yields and making it possible to meet the 

nutritional needs of a growing human population 

without converting yet more forests and grasslands 

into cropland. As documented below, assuming the 

120 ppm increase in atmospheric CO2 concentration 

since the beginning of the Industrial Revolution was 

caused by the burning of fossil fuels, fossil fuels 

increased agricultural production per unit of land area 

by 70% for C3 cereals, 28% for C4 cereals, 33% for 

fruits and melons, 62% for legumes, 67% for root and 

tuber crops, and 51% for vegetables (Idso et al., 

2003, p. 18). As the atmosphere’s CO2 content 

continues to rise, agricultural land use efficiency will 

rise with it. 

The third direct benefit of fossil fuels is the 

impact prosperity has on the willingness of people to 

pay to protect the environment. Once a society attains 

a level of prosperity sufficient to meet its basic 

physical needs, the willingness of citizens to spend 

and sacrifice for a better environment rises more than 

twice as fast as per-capita income (Coursey, 1992), 

leading to greater investments over time in safe and 

clean drinking water, sanitary handling of human and 

animal wastes, and other measures of environmental 

protection. As Bryce (2014) writes, 

It’s only by creating wealth that we will be 

able to support the scientists, tinkerers and 

entrepreneurs who will come up with the new 

technologies we need. It’s only by getting 

richer that we will be able to afford the 

adaptive measures we may need to take in the 

decades ahead as we adjust to the Earth’s 

ever-changing climate. It is only by using 

more energy, not less, that we will be able to 

provide more clean water and better 

sanitation to the poorest of the poor” (p. 54). 
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5.2.1 Efficiency 

The greater efficiency made possible by 

technologies powered by fossil fuels makes it 

possible to meet human needs while using 

fewer natural resources, thereby benefiting 

the environment. 

 

Fossil fuels power the technologies used to protect 

the environment. Chapters 3 and 4 documented how 

those technologies contribute to human prosperity 

and human health. This chapter shows how those 

technologies make it possible to protect and clean the 

air and water of both manmade and natural 

pollutants, leading to benefits not only for humanity 

but for nearly all other forms of life.  

“Without cheap supplies of electricity produced 

from coal, the ongoing revolution in information 

technology, as well as the age of biotech and 

nanotech, simply wouldn’t be possible. Electricity 

accelerates the trend toward objects and systems that 

are Smaller Faster Lighter Denser Cheaper,” writes 

Bryce (2014, p. 191). “If oil didn’t exist, we would 

have to invent it. No other substance comes close to 

oil when it comes to energy density, ease of handling, 

and flexibility. Those properties explain why oil 

provides more energy to the global economy than any 

other fuel” (Ibid., p. 173). Figure 5.2.1.1 illustrates 

the dominance of oil, coal, and natural gas in meeting 

the world’s energy needs. 

The market system spurs innovation and efficient 

use of natural resources required to produce 

consumer goods and services, thereby indirectly 

leading to protection of the environment (see Chapter 

1, Section 1.2.6 and Goklany, 1999; Huber, 1999, 

Chapter 4; Bradley, 2000; Baumol, 2002). Producers 

benefit when they use fewer resources because their 

costs decline. They also benefit, as do their 

customers, by developing new technologies that 

increase the value of the output from the resources 

they use. 

The history of the three Industrial Revolutions 

briefly told in Chapter 3 reveals how central fossil 

fuels and especially coal were to economic progress 

in the past, continue to be today, and will be for the 

foreseeable future. McNeill (2000) writes, 

 

 
 

Figure 5.2.1.1 
Shares of global primary energy consumption by fuel  

 
Source: BP, 2018, p. 11. 
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No other century – no millennium – in 

human history can compare with the 

twentieth for its growth in energy use. We 

have probably deployed more energy since 

1900 than in all of human history before 

1900. My very rough calculation suggests 

that the world in the twentieth century used 

10 times as much energy as in the thousand 

years before 1900 A.D. In the 100 centuries 

between the dawn of agriculture and 1900, 

people used only about two-thirds as much 

energy as in the twentieth century.  

Many authors have documented the remarkable 

pace of growth in human population, energy use, and 

well-being in the twentieth century and its impact on 

the environment (Cronon, 1992; Schlereth, 1992; 

Avery, 2000; Norton Green, 2008; McNeill and 

Engelke, 2016; Gordon, 2016). While these authors 

document the negative as well as positive impacts of 

fossil fuels on the environment, the positive effects 

are dominant. Gordon (2016) observed, “When the 

electric elevator allowed buildings to extend 

vertically instead of horizontally, the very nature of 

land use was changed and urban density was created” 

(p. 4). Cities are “greener,” in some ways, than less-

dense population patterns due to their smaller 

footprint and lower per-capita use of many resources 

(Owen, 2004; Brand, 2010). Gordon also noted, “And 

so it was with motor vehicles replacing horses as a 

primary form of intra-urban transportation; no longer 

did society have to allocate a quarter of its 

agricultural land to support the feeding of the horses 

or maintain a sizable labor force for removing their 

waste” (Ibid.). 

By reducing the demand for wood for use as a 

fuel and by increasing the productivity of land used 

for agriculture, fossil fuels allowed more land to 

remain as forests or even return to forests. Mather 

and Needle (1998) described the transition in the 

United States as follows: 

Perhaps the most striking example of the 

process, however, is from the United States. 

Here, as elsewhere, the process has operated 

at a number of scales and is closely linked to 

reforestation. Within the south, for example, 

cropland has been increasingly concentrated 

on areas of high quality land. A ‘process of 

natural selection’ has led to the concentration 

of cropland on the better land and the 

vacating by agriculture of the poorer land. 

The areas of greatest abandonment of land 

coincided with major environmental 

limitations, such as steep slopes and infertile 

soils, which limited the range of operations 

in which the farmers could engage. More 

generally, large areas of relatively poor land 

in New England were abandoned as better 

land in the Mid-West and other parts of the 

country was opened up. Much of the 

abandoned land in New England (and in the 

South) subsequently reverted to forest. The 

result was that, by 1980, the percentage of 

the land area of Maine under forest was 90, 

compared with 74 in the mid-1800s. In New 

Hampshire, the corresponding figures for 

these dates were 86 and 50%: in Vermont 76 

and 35% (p. 122) 

This process continues today. According to the 

Food and Agriculture Organization of the United 

Nations, in 2015 net forest area increased or was 

unchanged from the previous year in 12 of the 

agency’s 15 regions and unchanged globally (FAO, 

2018, Figure 26). The three regions that saw declines 

were Southeast Asia, North Africa, and landlocked 

developing countries, all areas experiencing poverty 

and/or civil strife. In contrast to these poor countries, 

Kauppi et al. (2018) report “a universal turnaround 

has been detected in many countries of the World 

from shrinking to expanding forests” during the 25-

year period 1990 to 2015, which they depict in the 

figure reproduced as Figure 5.2.1.2. 

According to Kauppi et al, the most rapid 

expansion of forests is occurring in nations with the 

highest life expectancy, education, and per-capita 

income indicators, as recorded in national scores on 

the United Nations Human Development Index. The 

authors say “This indicates that forest resources of 

nations have improved along with progress in human 

well-being. Highly developed countries apply 

modern agricultural methods on good farmlands and 

abandon marginal lands, which become available for 

forest expansion. Developed countries invest in 

sustainable programs of forest management and 

nature protection.” Significantly, they add, “Our 

findings are significant for predicting the future of 

the terrestrial carbon sink. They suggest that the large 

sink of carbon recently observed in forests of the 

World will persist, if the well-being of people 

continues to improve” (Ibid.) 

Jesse Ausubel, head of the Program for the 

Human Environment at Rockefeller University, has 

written extensively on how modern technology made  
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Figure 5.2.1.2 
Change in Forest Growing Stock, 1990 – 2015 

 

 
Source: Kauppi et al., 2018. 

 
 

possible by electricity and the fossil fuels that 

produce it has led to a “dematerialization” of modern 

civilization, the steady reduction in natural resources 

required to produce each unit of income or wealth 

(see, e.g., Ausubel, 1996; Wernick et al., 1996; 

Wernick and Ausubel, 2014). In 2008, Ausubel and 

Paul E. Waggoner of the Connecticut Agricultural  

Experiment Station in New Haven observed, 

“During past years, dematerialization and declining 

intensity of impact have ameliorated a range of 

humanity’s environmental impacts, from the carbon 

emission attending energy use to the cropland and 

fertilizer attending food production, and the use of 

wood” (Ausubel and Waggoner, 2008).  

Ausubel and Waggoner asked whether the trend 

was ending or would continue. They found that from 

1980 to 2006, the carbon intensity of the Chinese 

economy declined to 40% of its 1980 level. “Without 

the dematerialization from 1980–2006 by Chinese 

consumers, actual national energy use in 2006 would 

have been 180% greater,” they write. “Reversing 

China’s 26-year dematerialization would increase the 

entire global energy consumption by fully 28%.” The 

authors found dematerialization taking place in both 

an early period (1980–1995) and a more recent 

period (1995–2006) globally and for the United 

States, China, and India. They write,  

Although the average global consumer 

enjoyed 45% more affluence in 2006 than in 

1980, each only consumed 22% more crops 

and 13% more energy. The richer consumer 

actually used 20% less wood, a saving of 

0.67 minus 0.53 m
3
 per person or 39 board 

feet. The evidence … also shows persistently 

declining intensity of the impact of crop 

production on land and fertilizer use and 

persistence of declining French carbon 

emissions per energy production (Ibid.). 

“The USA dematerialized steadily near 2%/year 

throughout the 25 years. ... Its intensity of impact did 

not decrease,” the two authors report. In conclusion, 

they write,  

The dematerialization of crop, fertilizer and 

wood use plus the decarbonization of carbon 

emission per GDP continue. And although a 

declining intensity of impact is hard to find 

for energy, it continues for other phenomena. 

The declining intensities continue assisting 

the journey across sustainability’s dual 

dimensions of present prosperity without 

compromising the future environment (Ibid.). 
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Vaclav Smil, professor emeritus in the faculty of 

environment at the University of Manitoba in 

Winnipeg, Manitoba, Canada, also has written 

extensively on dematerialization. In 2013 he 

estimated that a dollar’s worth of value produced 

today in the United States requires about 2.5 ounces 

of raw material, whereas a dollar’s worth of value 

(adjusted for inflation) would have required 

10 ounces of raw material in 1920. He estimated that 

since 1900, the energy required to produce a ton of 

steel and nitrogen fertilizer has fallen by 80% and a 

ton of aluminum and cement by 70% (Smil, 2013). 

An example of dematerialization at work is the 

extraordinary energy savings made possible by the 

widespread use of cellphones. Tupy (2012) has 

documented how one smart phone saves 444 watts of 

power consumption by doing the work of at least nine 

devices previously used. A graphic illustrating his 

findings appears as Figure 5.2.1.3. 

 

 

 
 
Figure 5.2.1.3 
Dematerialization at work: One smart phone saves 444 watts of power consumption 
 

 
 
A single smart phone, pictured on the left, consumes 5 Watts of power and requires 2.2 Watts of stand-by power 
to produce the work of 18 devices consuming 449 Watts and requiring 72 Watts of stand-by power. Power and 
energy use data based on Lawrence Berkeley Laboratory standby statistics and other industry sources. Graphic 
courtesy of Nuno Bento, IIASA, 2017. Source: Adapted from Tupy, 2012.  
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IPAT Equation and T-Factor 

A formula commonly used to estimate the 

environmental impact of human activities (Ehrlich 

and Holdren, 1971) is: 

 

I = P x A x T 

 

where I is environmental impact, P is human 

population, A is per-capita affluence or wealth 

(commonly denoted as per-capita Gross Domestic 

Product (GDP)) and T is technological innovation. 

Following Goklany (1999, 2009), we can see that 

since A = GDP/P, the equation can be simplified as: 

 

I = GDP x T 

 

The technological change (ΔT) from an initial 

time (ti) to final time (tf) is therefore: 

 

T = I/GDP 

 

The impact of technological innovation is 

therefore:  

 

ΔT = Δ(I/GDP) 

 

If population, affluence, their product (GDP), and 

the technology-factor are all normalized to unity at ti, 

then: 

 

ΔT = (If /GDPf) – 1 

 

where subscript f denotes the value at the end of the 

period. 

Indur Goklany, a writer on technology and 

science who served as a contributor to and reviewer 

of IPCC reports as well as chief of the technical 

assessment division of the National Commission on 

Air Quality and a consultant in the Office of Policy, 

Planning, and Evaluation at EPA, calls this final 

equation the “T-factor.” The smaller the T-factor, the 

more efficiently natural resources are being used. 

Goklany used this measure to show how new 

technology is making possible giant steps forward in 

environmental protection. 

The T-factor for sulfur dioxide (SO2) emissions – 

a pollutant produced largely from fossil fuel 

combustion at power plants and other industrial 

facilities – in the United States between 1900 and 

1997 was 0.084, “which means that $1 of economic 

activity produced 0.084 times as much SO2 in 1997 

as it did in 1900,” a dramatic reduction (Goklany, 

1999, p. 72). Similarly, the T-factor for volatile 

organic compounds (VOCs) was 0.094 and for 

nitrogen oxide (NOx), 0.374. Between 1940 and 

1997, the T-factor for particulate matter (PM10) was 

0.034 and for carbon monoxide, 0.121.The T-factor 

for lead emissions between 1970 and 1997 was 

0.008.Emissions levels for all of these pollutants have 

continued to fall since 1997. 

More recently, Goklany (2009) estimated the T-

factors for habitat converted to cropland, water 

withdrawal, air pollution, death from extreme 

weather events, and carbon dioxide emissions in the 

United States, other countries, and globally. Goklany 

summarized the impact of technology on carbon 

dioxide (CO2 ) emissions:  

 [F]or the U.S., despite a 27-fold increase in 

consumption (i.e., GDP) since 1900, CO2 

emissions increased 8-fold. This translates 

into a 67% reduction in impact per unit of 

consumption (i.e., the T-factor, which is also 

the carbon intensity of the economy) during 

this period, or a 1.1% reduction per year in 

the carbon intensity between 1900 and 2004. 

Since 1950, however, U.S. carbon intensity 

has declined at an annual rate of 1.7%. 

Arguably, CO2 emissions might have been 

lower, but for the hurdles faced by nuclear 

power. 

Globally, consumption increased 21-fold 

since 1900, while CO2 increased 13-fold 

because technology reduced the impact 

cumulatively by 32% or 0.4% per year. Both 

U.S. and global carbon intensity increased 

until the early decades of the 20th century. 

Since 1950, global carbon intensity has 

declined at the rate of 0.9% per year 

(Goklany, 2009, p. 18). 

Some of Goklany’s other findings include: 

 

 Technological change reduced the amount of 

land that would have been converted from habitat 

to cropland globally by 84.3% from 1950 to 

2005, and by 95% in the United States from 1910 

to 2006. 

 Technology reduced air pollution in the United 

States by between 70.5% and 99.8%, depending 

on the pollutant and time period.  
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 Globally, technology reduced the number of 

deaths due to climate-related disasters by 95.3% 

from 1900/09 to 1997/2006 despite a 300% rise 

in world population in this period (Ibid., Table 2, 

pp. 22–23). 

The T-factor is so powerful it dominates the 

IPAT equation. The greater productivity, prosperity, 

and economic opportunities created by technological 

advances encourage smaller family sizes, resulting in 

slower population growth or even a negative 

population growth rate. Goklany plots total fertility 

rate (TFR) versus per-capita income, demonstrating 

the close negative correlation. (See Figure 5.2.1.4.) 

He concludes, “Thus, in the IPAT equation, P is not 

independent of A and T: sooner or later, as a nation 

grows richer, its population growth rate falls (e.g., 

World Bank 1984), which might lead to a cleaner 

environment (Goklany 1995, 1998, 2007b)” 

(Goklany, 2009, p. 7). 

  

 
 

Figure 5.2.1.4 
Total fertility rate (tfr) vs. per-capita income, 
1977–2003 
 

 
Source: Goklany, 2007a.

 
 

In summary, the human impact on the 

environment is smaller than it would otherwise be 

thanks to the technologies fueled by fossil fuels. 

“Dematerialization” made possible by electricity and 

advanced technologies means fewer raw materials 

must be mined and processed to meet a growing 

population’s demand for goods and services.  
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5.2.2 Saving Land for Wildlife 

Fossil fuels make it possible for humanity to 

flourish while still preserving much of the 

land needed by wildlife to survive. 

Fossil fuels benefit the environment by minimizing 

the amount of surface space needed to generate the 

raw materials, fuel, and food needed to meet human 

needs. If it were not for fossil fuels, the human need 

for surface space would crowd out habitat for many 

species of plants and animals. Fossil fuels save land 

for wildlife in three ways: by being more energy-

dense than alternative fuels, thereby reducing the 

amount of surface space needed to meet the demand 

for energy; by making possible the “Green 

Revolution” dramatically reducing the acreage 

needed to feed the planet’s growing population; and 

via aerial fertilization, the “greening of the Earth” 

that occurs when plants benefit from the CO2 

produced when fossil fuels are burned. 

Fossil fuels save land for wildlife because of their 

exceptional power density, a concept explained in 

Chapter 3, Section 3.4.1. A natural gas well is nearly 

50 times more power-dense than a wind turbine, 

more than 100 times as dense as a biomass-fueled 

power plant and 1,000 times as dense as corn ethanol 

(Bryce, 2010, p. 93). Coal has an energy density 50% 

to 75% that of oil, still far superior to solar, wind, and 

biofuels (Layton, 2008; Smil, 2010). 

Power density benefits the environment because 

“energy sources with high power densities have the 

least deleterious effect on open space” (Bryce 2010, 

p. 92). Bryce estimates replacing U.S. coal-fired 

generation capacity in 2011 (300 gigawatts) with 

wind turbines at 1 watt per square meter would have 

required 300 billion square meters, or roughly 

116,000 square miles (Bryce, 2014, pp. 217–218). 

Driessen (2017), using a number of conservative 

assumptions, estimated using windmills to produce 

the same amount of energy as is currently produced 

globally by fossil fuels would require 14.4 million 

onshore turbines requiring some 570 million acres 

(890,625 square miles), an area equal to 25% of the 

entire land area of the United States (30% of the 

lower 48 states). 

Smil (2016) conducted a detailed tally of the land 

used by different energy systems around the world. 

He estimated that in 2010, new renewable energy 

sources (solar PV, wind, and liquid biofuels) required 

270,000 km
2
 of land to produce just 130 GW of 

power. Fossil fuels, thermal, and hydroelectricity 

generation claimed roughly 230,000 km
2
 of land to 

deliver 14.34 TW of power, 110 times as much power 

on approximately 15% less land. Fossil fuels, 

thermal, and hydropower required less than 0.2% of 

the Earth’s ice-free land and nearly half that was 

surface area covered by water for reservoirs (pp. 

211–212). 

https://www.cato.org/blog/dematerialization-update
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A study of the use of biofuels to replace fossil 

fuels conducted by the UK’s Energy Research Centre 

and published in 2011 found that replacing half of 

current global primary energy supply with biofuels 

would require an area ranging from twice to ten times 

the size of France. Replacing the entire current global 

energy supply would require … 

an area of high yielding agricultural land the 

size of China. … In addition these estimates 

assume that an area of grassland and 

marginal land larger than India (>0.5Gha) is 

converted to energy crops. The area of land 

allocated to energy crops could occupy over 

10% of the world’s land mass, equivalent to 

the existing global area used to grow arable 

crops. For most of the estimates in this band 

a high meat diet could only be 

accommodated with extensive deforestation 

(Slade et al., 2011, p. vii). 

Kiefer (2013) calculated that replacing the energy 

used by the United States each year just for 

transportation “would require more than 700 million 

acres of corn. This is 37% of the total area of the 

continental United States, more than all 565 million 

acres of forest and more than triple the current 

amount of annually harvested cropland. Soy biodiesel 

would require 3.2 billion acres – one billion more 

than all U.S. territory including Alaska” (Ibid.). The 

figure Kiefer used to illustrate the difference power 

density makes in the amount of land required to 

produce 2,000 MW appears in Figure 5.2.2.1. 

If any energy source other than fossil fuels (or 

nuclear) had been used to fuel the enormous growth 

in human population and prosperity in the twentieth 

century, the ecological consequences would have 

been disastrous. Wildlife would have been crowded 

out to make way for millions of windmills or millions 

of square miles of corn or soy planted to fuel cars, 

trucks, ships, and airplanes. 

The second way fossil fuels save land for wildlife 

is by making possible the Green Revolution 

described in Chapter 3, Section 3.3.1. The discovery 

in 1909 of a process by which natural gas and 

atmospheric nitrogen could be converted into 

ammonia, now widely used as fertilizer, was only one 

of many technological innovations that improved 

farm productivity. Recall that Goklany (2009), in the

 

 
 
Figure 5.2.2.1 
Area required by different fuels to produce 2,000 MW of power  
 

 
Source: Kiefer, 2013, p. 131. 
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T-factor analysis described in the previous section, 

applied his formula to cropland in the United States. 

He found a T-factor of 0.05 in 2006 relative to 1910, 

meaning technology reduced the impact of increases 

in population and affluence on the amount of 

cropland used by 95% since 1910. In other words, 

advances in technology alone erased all but 5% of the 

effect of population growth and increased affluence. 

Farmers in the United States were able to feed a 

growing and increasingly affluent population without 

significantly increasing the amount of land they 

needed 

Savage (2011) estimated in 2011 that using 

organic farming methods to produce the 2008 U.S. 

yield of all crops would have required an additional 

121.7 million acres of cropland, 39% more than was 

actually in production that year. That cropland 

“would be the equivalent of all the current cropland 

acres in Iowa, Illinois, North Dakota, Florida, 

Kansas, and Minnesota combined” (Ibid.). While not 

all of the superior yield of non-organic crops is due to 

ammonia fertilizers, much of it is and most of the 

pesticides and herbicides that explain the remainder 

of the high yield are produced from petroleum and 

natural gas. 

Ausubel, Wernick, and Waggoner calculated the 

land spared in India thanks to the Green Revolution 

just for growing one crop, wheat, was 65 MHa 

(million hectares), “an area the size of France or four 

Iowas” (Ausubel et al., 2013). Their graph showing 

how “the land sparing continued into the twentieth 

century” appears below as Figure 5.2.2.2. Similarly, 

they report the amount of land devoted to growing 

corn in China doubled from 1960 to 2010 while each 

harvested hectare became four-and-a-half times more 

productive, sparing some 120 MHa. 

 Ausubel and his coauthors propose a formula 

similar to the IPAT formula described in Section 

5.2.1 to predict how many acres of land must be 

taken for crop production: 

 

im = Impact = P x A x C1 x C2 x T 

 

where 

 

im = cropland (in hectares) taken  

P = population (persons) 

A = affluence (in GDP per capita) 

C1 = dietary response to affluence (in 

kilocalories/GDP) 

C2 = FAO’s Production Index Number/kcal) 

T = Technology (hectares divided by crop PINs) 

 

In the ImPACT formula, rising population and 

affluence can increase the amount of land moved 

from habitat or other uses and devoted to cropland, 

while technology reduces that shift by increasing 

efficiency. Changes in consumer behavior (C1 and 

C2) can either increase or decrease the need for more 

land under cultivation. Declining C1, as shown in 

Figure 5.2.2.3, reveals how “in country after country 

after calories exceed minimum levels, caloric intake 

rises, slows, and may eventually level off as 

affluence grows” (p. 226). 

Ausubel and his coauthors find dematerialization 

of food is occurring globally and is likely to continue. 

In the authors’ ImPACT formula, im = -0.02 for the 

period 2010 to 2060. The trend is driven partly by the 

tendency of people to reduce their consumption of 

meat relative to their income once a threshold of 

prosperity is reached and partly by the increasing 

productivity of the world’s farmers, who are likely to 

increase crop outputs/hectare by about 2% per year. 

“[T]he number of hectares of cropland has barely 

changed since 1990,” they report. Using conservative 

estimates of trends, they predict “by 2060, some 146 

MHa of land could be restored to Nature, an area 

equal to one and a half times the size of Egypt, two 

and a half times France, or ten times Iowa” (Ausubel 

et al., 2013). 

The third way fossil fuels save land for wildlife is 

via the aerial fertilization effect described in Chapter 

3, Section 3.4 and in greater detail in Section 5.3 

below. As noted by Huang et al. (2002), human 

populations “have encroached on almost all of the 

world’s frontiers, leaving little new land that is 

cultivatable.” And in consequence of humanity’s 

ongoing usurpation of this most basic of natural 

resources, Raven (2002) noted “species-area 

relationships, taken worldwide in relation to habitat 

destruction, lead to projections of the loss of fully 

two-thirds of all species on Earth by the end of this 

century.” Fortunately, humanity has a powerful ally 

in the ongoing rise in the atmosphere’s CO2 content 

resulting, research shows, from the human 

combustion of fossil fuels. Since CO2 is the basic 

“food” of essentially all terrestrial plants, the more of 

it there is in the atmosphere, the bigger and better 

they grow. Section 5.3 summarizes extensive 

research in support of this finding. 

Since the start of the Industrial Revolution, it can 

be calculated on the basis of the work of Mayeux et 

al. (1997) and Idso and Idso (2000) that the 120 ppm 

increase in atmospheric CO2 concentration increased 

agricultural production per unit land area by 70%



 Environmental Benefits 

 
 467 

 
 

Figure 5.2.2.2 
Actual and potential land used for wheat production in India, 1961–2010 
 

 
  
Upper segment shows the hectares farmers would have tilled to produce the actual harvest had yields stayed at 
the 1960 level. Source: Ausubel et al., 2013, citing FAO, 2012. 

 
 

 
 
Figure 5.2.2.3 
Dematerialization of food, 1961–2007 
 

 
 
Graph shows kcal/GDP – as a function of calories consumed divided by GDP for China, India, the United States, 
and the world – consistently declines with rise in per-capita GDP from 1961 to 2007 over a range of incomes and 
cultures. Source: Ausubel et al., 2013, Figure 6, p. 227, citing FAO, 2012 and World Bank, 2012. 
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for C3 cereals, 28% for C4 cereals, 33% for fruits and 

melons, 62% for legumes, 67% for root and tuber 

crops, and 51% for vegetables. A nominal doubling 

of the atmosphere’s CO2 concentration will raise the 

productivity of Earth’s herbaceous plants by 30% to 

50% (Kimball, 1983; Idso and Idso, 1994), while the 

productivity of its woody plants will rise by 50% to 

80% (Saxe et al. 1998; Idso and Kimball, 2001). As 

the atmosphere’s CO2 content continues to rise, so too 

will crop yields per acre rise, meaning we will need 

less land to raise the food we need, giving wildlife 

the space it needs to live. This is a substantial and 

underappreciated benefit of humanity’s use of fossil 

fuels. 
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5.2.3 Prosperity 

The prosperity made possible by fossil fuels 

has made environmental protection both 

highly valued and financially possible, 

producing a world that is cleaner and safer 

than it would have been in their absence. 

 

The contribution of fossil fuels to human prosperity 

was documented in detail in Chapter 3. While there 

are many claims that human prosperity fueled 

environmental destruction (e.g., Heinberg, 2007; 

NRDC, 2008), data show the opposite has been true. 

As Bailey (2015) writes, 

It is in rich democratic capitalist countries 

that the air and water are becoming cleaner, 

forests are expanding, food is abundant, 

education is universal, and women’s rights 

respected. Whatever slows down economic 
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growth also slows down environmental 

improvement. By vastly increasing 

knowledge and pursuing technological 

progress, past generations met their needs 

and vastly increased the ability of our 

generation to meet our needs. We should do 

no less for future generations (p. 72). 

Similarly, Bryce (2014) writes, 

The pessimistic worldview ignores an 

undeniable truth: more people are living 

longer, healthier, freer, more peaceful, lives 

than at any time in human history. … The 

plain reality is that things are getting better, a 

lot better, for tens of millions of people all 

around the world. Dozens of factors can be 

cited for the improving conditions of 

humankind. But the simplest explanation is 

that innovation is allowing us to do more 

with less. We are continually making things 

and processes Smaller Faster Lighter Denser 

Cheaper (pp. xxi–xxii). 

As fossil fuels create global prosperity, more care 

is taken to protect the environment and more humans 

are protected from air and water pollution, food 

contaminated with bacteria or toxic substances, 

contagious diseases, and accidental death from floods 

and other natural risks (Ausubel, 1996; Avery, 2000; 

Goklany, 2007; Epstein, 2014; Moore and Hartnett 

White, 2016). Fossil fuels may contribute to rising 

levels of air and water pollution in the early stages of 

a society’s economic growth, but even during the 

worst period those risks pale compared to the risks of 

life without fossil fuels described by Goklany and 

other historians in Chapter 3. Over time, those same 

fuels make it possible to clean air and water of both 

manmade and natural pollutants, leading to a cleaner 

and safer environment, demonstrated by the 

Environmental Kuznets Curves (EKCs) described in 

Chapter 1, Section 1.3.3 and reproduced here as 

Figure 5.2.3.1 and by government data on air quality 

in the United States reported in Chapter 6. 

Developed countries and even many developing 

countries are on the downward slope of the right side 

of EKCs as measured by emissions of pollutants that 

pose potential threats to human health. The trend 

toward a cleaner and safer world has been 

documented by many of the scholars previously cited 

in this chapter, but see specifically Julian Simon 

(1980, 1982, 1995, 1996); Julian Simon and Herman

 
 

Figure 5.2.3.1 
A typical Environmental Kuznets Curve 
 

 
Source: Ho and Wang, 2015, p. 42. 

 
 

 

Kahn (1984); Vaclav Smil (2005, 2006); and Indur 

Goklany (2007, 2012). More recent academic studies 

documenting EKCs for carbon dioxide emissions 

include Shahbaz et al. (2012), Tiwari et al. (2013), 

Osabuohien et al. (2014), Apergis and Ozturk (2015), 

and Sarkodie (2018). 

Between 1970 and 2017, for example, U.S. 

emissions of six air pollutants (particulates, ozone, 

lead, carbon monoxide, nitrous oxide, and sulfur 

dioxide) declined by 73%. Those reductions occurred 

even as U.S. gross domestic product (GDP) grew 

262%, energy consumption rose 44%, miles traveled 

rose 189%, and the nation’s population increased 

59% (EPA, 2018). The graphic used by the U.S. 

Environmental Protection Agency (EPA) to illustrate 

these trends is reproduced as Figure 5.2.3.2 below. 

Steven Hayward, currently a fellow in law and 

economics at the American Enterprise Institute, 

began producing with various coauthors an annual 

“Index of Environmental Indicators” in 1994 

reporting the latest data on environmental quality in 

the United States and worldwide. In 2011, observing 

that much of the data his team was reporting was now 

available online, he replaced the annual index with an 

“Almanac of Environmental Trends,” a website that 

could be frequently updated. In the first (and only) 

print edition of Hayward’s almanac (Hayward, 2011), 

he summarized progress on air quality in the United 

States as follows: 
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 “The improvement in air quality is the greatest 

public policy success story of the last 

generation.” 

 “Virtually the entire nation has achieved clean air 

standards for four of the six main pollutants 

regulated under the Clean Air Act. The 

exceptions are ozone and particulates.” 

 “In the cases of ozone and particulates, the areas 

of the nation with the highest pollution levels 

have shown the greatest magnitude of 

improvement.” 

 “The chief factor in the reduction of air pollution 

has been technology. Regulations played a 

prominent role in some innovations, but many 

were the result of market forces and economic 

growth.” 

  “The long-term trend of improving air quality is 

sure to continue.” 

Concerning water quality, Hayward presented the 

following summary: 

Although water quality has improved 

substantially over the past 40 years, the 

federal government lacks good nationwide 

monitoring programs for assessing many 

basic water quality issues. Partly, this is due 

to the complexity and diversity of water 

pollution problems, which make a uniform 

national program methodologically difficult. 

Partial datasets and snapshots of particular 

areas provide a sense of where the main 

challenges remain. 

Total water use in the United States has been 

flat for the last 30 years, even as population, 

food production, and the economy have 

continued to grow. In general the U.S. has 

improved water use efficiency by about 30% 

over the last 35 years.  

 On “toxic chemicals and other environmental 

health risks,” Hayward reported: 

 

 “The total amount of toxic chemicals used in 

American industry is steadily declining – a 

measure of resource efficiency.” 

 “Hazardous waste is declining. After a slow start, 

human exposure to toxic chemicals at Superfund 

sites has declined by more than 50% over the last 

decade.” 

 “Levels of most heavy metals and synthetic 

chemicals in human blood, tissue, and urine 

samples are either very low or declining.” 

 “Dioxin compounds in the environment have 

declined more than 90% over the last two 

decades.” 

 “After rising steadily for several decades, cancer 

rates peaked in the early 1990s and have been 

declining.” 

Hayward attributes this remarkable improvement 

in environmental quality mainly to technology and 

markets, not to government regulations. He writes,  

The chief drivers of environmental 

improvement are economic growth, 

constantly increasing resource efficiency, 

technological innovation in pollution control, 

and the deepening of environmental values 

among the American public that have 

translated to changed behavior and consumer 

preferences. Government regulation has 

played a vital role, to be sure, but in the 

grand scheme of things regulation can be 

understood as a lagging indicator, often 

achieving results at needlessly high cost, and 

sometimes failing completely (p. 2). 

While the environmental record of the United 

States stands out even among developed countries for 

its successes, the story is similar if not the same in all 

but communist and formerly communist countries. 

There is little doubt but that the prosperity made 

possible by fossil fuels has made environmental 

protection both highly valued and financially 

possible, producing a world that is cleaner and safer 

than it would have been in their absence. 
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Figure 5.2.3.2 
Trends in prosperity vs. emissions of CO2 and pollutants in the United States, 1970–2017.  

 

 

Gross Domestic Product 

Vehicle Miles Traveled 

Population 

Energy Consumption 

CO2 Emissions 

Aggregate Emissions 
(Six Common Pollutants) 
 

Source: EPA, 2018.

 
 

References 

Apergis, N. and Ozturk, I. 2015. Testing environmental 

Kuznets curve hypothesis in Asian countries. Ecological 

Indicators 52 (May): 16–22.  

Ausubel, J.H. 1996. Liberation of the environment. 

Daedalus 125 (3): 1–17. 

Avery, D. 2000. Saving the Planet with Pesticides and 

Plastic. Second Edition. Indianapolis, IN: Hudson 

Institute. 

Bailey, R. 2015. The End of Doom: Environmental 

Renewal in the Twenty-first Century. New York, NY: 

Thomas Dunne Books/St. Martin’s Press. 

Bryce, R. 2014. Smaller Faster Lighter Denser Cheaper: 

How Innovation Keeps Proving the Catastrophists Wrong. 

New York, NY: PublicAffairs. 

EPA. 2018. Environmental Protection Agency. Air quality 

- national summary (website). Accessed October 21, 2018. 

Epstein, A. 2014. The Moral Case for Fossil Fuels. New 

York, NY: Portfolio/Penguin. 

Goklany, I.M. 2007. The Improving State of the World: 

Why We’re Living Longer, Healthier, More Comfortable 

Lives on a Cleaner Planet. Washington, DC: Cato 

Institute. 

Goklany, I.M. 2012. Humanity unbound: How fossil fuels 

saved humanity from nature and nature from humanity. 

Cato Policy Analysis #715. Washington, DC: Cato 

Institute. 

Hayward, S. 2011. Almanac of Environmental Trends. San 

Francisco, CA: Pacific Institute for Public Policy 

Research. 

https://phe.rockefeller.edu/Daedalus/Liberation/
https://www.epa.gov/air-trends/air-quality-national-summary
https://www.epa.gov/air-trends/air-quality-national-summary
https://www.cato.org/publications/policy-analysis/humanity-unbound-how-fossil-fuels-saved-humanity-nature-nature-humanity
https://www.cato.org/publications/policy-analysis/humanity-unbound-how-fossil-fuels-saved-humanity-nature-nature-humanity


 Climate Change Reconsidered II: Fossil Fuels 

 
472 

Heinberg, R. 2007. Peak Everything: Waking Up to a 

Century of Declines. Gabriola Island, BC: New Society 

Publishers. 

Ho, M. and Wang, Z. 2015. Green growth for China? 

Resources. Washington, DC: Resources for the Future. 

Moore, S. and Hartnett White, K. Fueling Freedom: 

Exposing the Mad War on Energy. Washington, DC: 

Regnery. 

NRDC. 2008. Natural Resources Defense Council. The 

Cost of Climate Change: What We’ll Pay if Global 

Warming Continues Unchecked.  

Osabuohien, E.S., Efobi, U.R., and Gitau, C.M.W. 2014. 

Beyond the environmental Kuznets curve in Africa: 

evidence from panel cointegration. Journal of 

Environmental Policy and Planning 16 (4): 517–38. 

Sarkodie, A.S. 2018. The invisible hand and EKC 

hypothesis: what are the drivers of environmental 

degradation and pollution in Africa? Environmental 

Science and Pollution Research International 25 (22): 

21,993–22,022. 

Shahbaz, M., Lean, H.H., and Shabbir, M.S. 2012. 

Environmental Kuznets curve hypothesis in Pakistan: 

cointegration and granger causality. Renewable and 

Sustainable Energy Reviews 16 (5): 2947–53. 

Simon, J. 1980. Resources, population, environment: an 

oversupply of false bad news. Science 208: 1431–7. 

Simon, J. 1982. Are we losing our farmland? The Public 

Interest 67 (Spring): 49–62. 

Simon, J.L. 1995. The State of Humanity. Cambridge, MA: 

Blackwell Publishers, Inc. 

Simon, J. 1996. The Ultimate Resource. Second edition. 

Princeton, NJ: Princeton University Press. 

Simon, J. and Kahn, H. 1984. The Resourceful Earth: A 

Response to Global 2000. New York, NY: Basil Blackwell 

Publishers Inc. 

Smil, V. 2005. Creating the Twentieth Century: Technical 

Innovations of 1867–1914 and Their Lasting Impact. New 

York, NY: Oxford University Press. 

Smil, V. 2006. Transforming the Twentieth Century: 

Technical Innovations and Their Consequences. New 

York, NY: Oxford University Press. 

Tiwari, A.K., Shahbaz, M., and Hye, Q.M.A. 2013. The 

environmental Kuznets curve and the role of coal 

consumption in India: cointegration and causality analysis 

in an open economy. Renewable and Sustainable Energy 

Reviews 18: 519–27. 

Yandle, B., Vijayaraghavan, M., and Bhattarai, M. 2002. 

The Environmental Kuznets Curve: a primer. PERC 

Research Study 02-1. Bozeman, MT: PERC. 

 

5.3 Impact on Plants 

A major environmental benefit produced by the 

combustion of fossil fuels is an entirely unintended 

consequence: the beneficial effects on plant life of 

elevated levels of carbon dioxide (CO2) in the 

atmosphere. As reported in Chapter 2, long-term 

studies confirm the findings of shorter-term 

experiments, demonstrating numerous growth-

enhancing, water-conserving, and stress-alleviating 

effects of elevated atmospheric CO2 on plants 

growing in both terrestrial and aquatic ecosystems.  

At locations across the planet, the increase in the 

atmosphere’s CO2 concentration has stimulated 

vegetative productivity in spite of many real and 

imagined assaults on Earth’s vegetation, including 

fires, disease, pest outbreaks, deforestation, and 

climatic change. Farmers and others who depend on 

rural livelihoods for income are benefitting from the 

consequent rising agricultural productivity 

throughout the world, including in Africa and Asia 

where the need for increased food supplies is most 

critical. 

This section presents a literature review of the 

effects of rising CO2 levels on ecosystems, then 

plants under stress and plant water use efficiency. 

The final section looks at the future impacts of higher 

CO2 levels on plants, including effects on food 

production, biodiversity, and extinction rates. The 

studies summarized here are nearly all based on 

observational data – real-world experiments and field 

research – and not computer models, which often are 

programmed to predict negative effects.  

 

 

5.3.1 Introduction 

As early as 1804, de Saussure showed that peas 

exposed to high CO2 concentrations grew better than 

control plants in ambient air. Work conducted in the 

early 1900s significantly increased the number of 

species in which a growth-enhancing effect of 

atmospheric CO2 enrichment was observed to occur 

(Demoussy, 1902–1904; Cummings and Jones, 

1918). By the time a group of scientists convened at 

Duke University in 1977 for a workshop on 

Anticipated Plant Responses to Global Carbon 

Dioxide Enrichment, an annotated bibliography of 

http://www.rff.org/research/publications/green-growth-china
https://pdfs.semanticscholar.org/c0fe/26f2cde83bfc521df3f1862aa4f5009d5946.pdf
https://pdfs.semanticscholar.org/c0fe/26f2cde83bfc521df3f1862aa4f5009d5946.pdf
https://www.nationalaffairs.com/public_interest/detail/are-we-losing-our-farmland
https://www.perc.org/2002/12/01/the-environmental-kuznets-curve/


 Environmental Benefits 

 
 473 

590 scientific studies dealing with CO2 effects on 

vegetation had been prepared (Strain, 1978). This 

body of research demonstrated increased levels of 

atmospheric CO2 generally produce increases in plant 

photosynthesis, decreases in plant water loss by 

transpiration, increases in leaf area, and increases in 

plant branch and fruit numbers, to name but a few of 

the most commonly reported benefits. 

Five years later, at the International Conference 

on Rising Atmospheric Carbon Dioxide and Plant 

Productivity, it was concluded a doubling of the 

atmosphere’s CO2 concentration likely would lead to 

a 50% increase in photosynthesis in C3 plants, a 

doubling of water use efficiency in both C3 and C4 

plants, significant increases in nitrogen fixation in 

almost all biological systems and an increase in the 

ability of plants to adapt to a variety of environmental 

stresses (Lemon, 1983). In the years since, many 

other studies have been conducted on hundreds of 

plant species, repeatedly confirming the growth-

enhancing, water-saving, and stress-alleviating 

advantages of elevated atmospheric CO2 

concentrations on Earth’s plants and soils (Idso and 

Idso, 2011). 

The sections below update the literature review 

conducted for Chapter 1 of the previous volume in 

the Climate Change Reconsidered series titled 

Biological Impacts (NIPCC, 2014). The key findings 

of that chapter are presented in Figure 5.3.1.1. That 

report also included two appendices with tables 

summarizing more than 5,500 individual plant 

photosynthetic and biomass responses to CO2-

enriched air reported in the scientific literature, 

finding nearly all plants experience increases in these 

two parameters at higher levels of CO2. 

 

 

References 

Cummings, M.B. and Jones, C.H. 1918. The aerial 

fertilization of plants with carbon dioxide. Vermont 

Agricultural Station Bulletin No. 211. 

Demoussy, E. 1902–1904. Sur la vegetation dans des 

atmospheres riches en acide carbonique. Comptes Rendus 

Academy of Science Paris 136: 325–8; 138: 291–3; 139: 

883–5. 

Idso, C.D. and Idso, S.B. 2011. The Many Benefits of 

Atmospheric CO2 Enrichment. Pueblo West, CO: Vales 

Lake Publishing, LLC. 

Lemon, E.R. (Ed.) 1983. CO2 and Plants: The Response of 

Plants to Rising Levels of Atmospheric Carbon Dioxide. 

Boulder, CO: Westview Press. 

NIPCC. 2014. Idso, C.D, Idso, S.B., Carter, R.M., and 

Singer, S.F. (Eds.) Climate Change Reconsidered II: 

Biological Impacts. Nongovernmental International Panel 

on Climate Change. Chicago, IL: The Heartland Institute. 

Strain, B.R. 1978. Report of the Workshop on Anticipated 

Plant Responses to Global Carbon Dioxide Enrichment. 

Durham, NC: Duke University, Department of Botany.  

 

 
 

Figure 5.3.1.1 
Key findings: CO2, plants, and soils 
 

 Results obtained under 3,586 separate sets of experimental conditions conducted on 549 plant species reveal 

nearly all plants experience increases in dry weight or biomass in response to atmospheric CO2 enrichment. 

Additional results obtained under 2,094 separate experimental conditions conducted on 472 plant species 

reveal nearly all plants experience increases in their rates of photosynthesis in response to atmospheric CO2 

enrichment. 

 Long-term CO2 enrichment studies confirm the findings of shorter-term experiments, demonstrating that the 

growth-enhancing, water-conserving, and stress-alleviating effects of elevated atmospheric CO2 likely persist 

throughout plant lifetimes. 

 Forest productivity and growth rates throughout the world have increased gradually since the Industrial 

Revolution in concert with and in response to the historical increase in the atmosphere’s CO2 concentration. 

Therefore, as the atmosphere’s CO2 concentration continues to rise, forests will likely respond by exhibiting 

significant increases in biomass production and they likely will grow more robustly and significantly expand 

their ranges. 

http://f1a.fa0.myftpupload.com/climate-change-reconsidered-ii-biological-impacts/
http://f1a.fa0.myftpupload.com/climate-change-reconsidered-ii-biological-impacts/
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 Modest increases in air temperature tend to increase carbon storage in forests and their soils. Thus, old-growth 

forests can be significant carbon sinks and their capacity to sequester carbon in the future will be enhanced as 

the atmosphere’s CO2 content continues to rise. 

 As the atmosphere’s CO2 concentration increases, the productivity of grassland species will increase even 

under unfavorable growing conditions characterized by less-than-adequate soil moisture, inadequate soil 

nutrition, elevated air temperature, and physical stress imposed by herbivory. 

 The thawing of permafrost caused by increases in air temperature will likely not transform peatlands from 

carbon sinks to carbon sources. Instead, rapid terrestrialization likely will act to intensify carbon-sink 

conditions. 

 Rising atmospheric CO2 concentrations likely will enhance the productivity and carbon sequestering ability of 

Earth’s wetlands. In addition, elevated CO2 may help some coastal wetlands counterbalance the negative 

impacts of rising seas. 

 Rising atmospheric CO2 concentrations likely will allow greater numbers of beneficial bacteria (that help 

sequester carbon and nitrogen) to exist within soils and anaerobic water environments, thereby benefitting 

both terrestrial and aquatic ecosystems.  

 The aerial fertilization effect of atmospheric CO2 enrichment likely will result in greater soil carbon stores 

due to increased carbon input to soils, even in nutrient-poor soils and in spite of predicted increases in 

temperature. The carbon-sequestering capability of Earth’s vegetation likely will act as a brake on the rate-of-

rise of the atmosphere’s CO2 content and thereby help to mute the effects of human CO2 emissions on global 

temperatures. 

 The historical increase in the atmosphere’s CO2 content has significantly reduced the erosion of valuable 

topsoil over the past several decades; the continuing increase in atmospheric CO2 can maintain this trend and 

perhaps even accelerate it for the foreseeable future. 

 

Source: Chapter 1. “CO2, Plants, and Soils.” Climate Change Reconsidered II: Biological Impacts. 

Nongovernmental International Panel on Climate Change (NIPCC). Chicago, IL: The Heartland Institute, 2014. 

 
 

5.3.2 Ecosystem Effects 

Elevated CO2 improves the productivity of 

ecosystems both in plant tissues aboveground 

and in the soils beneath them. 

 

Zhu et al. (2016), in an article in Nature Climate 

Change titled “Greening of the Earth and its drivers,” 

discussed global changes in leaf area index (LAI) 

associated with increasing atmospheric CO2 

concentrations. They reported, 

We show a persistent and widespread 

increase of growing season integrated LAI 

(greening) [from 1982 to 2009] over 25% to 

50% of the global vegetated area, whereas 

less than 4% of the globe shows decreasing 

LAI (browning). Factorial simulations with 

multiple global ecosystem models suggest 

that CO2 fertilization effects explain 70% of 

the observed greening trend, followed by 

nitrogen deposition (9%), climate change 

(8%) and land cover change (LCC) (4%). 

Zhu et al. illustrated their findings with the figure 

reproduced as Figure 5.3.2.1 below. Similarly, Li et 

al. (2017) studied 2,196 globally distributed 

databases containing observations of net primary 

production (NPP) – the net carbon that is fixed 

(sequestered) by a given plant community or 

ecosystem – as well as five environmental variables 

thought to most impact NPP trends (precipitation, air 

temperature, leaf area index, fraction of 

photosynthetically active radiation, and atmospheric 

CO2 concentration). They analyzed the 

spatiotemporal patterns of global NPP over the past 

half century (1961–2010) and found global NPP 

increased significantly, from 54.95 Pg C yr
-1

 in 1961 

to 66.75 Pg C yr
-1

 in 2010, representing a linear 

increase of 21.5% over the period. They report, 
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Figure 5.3.2.1 
Greening of the Earth, 1982 to 2009, trend in average observed leaf area index (LAI) 
 

 
Source: Zhu et al., 2016. 

 
 

“atmospheric CO2 concentration was found to be the 

dominant factor that controlled the interannual 

variability and to be the major contribution (45.3%) 

of global NPP.” Leaf area index was the second most 

important factor, contributing an additional 21.8%, 

followed by climate change (precipitation and air 

temperature together) and the fraction of 

photosynthetically active radiation, which accounted 

for the remaining 18.3% and 14.6% increase in NPP, 

respectively.  

Cheng et al. (2017) present similar findings with 

respect to global terrestrial carbon uptake (i.e., gross 

primary production, or GPP). Using a combination of 

ground-based and remotely sensed land and atmos 

pheric observations, they estimated changes in global 

GPP, water use efficiency (WUE), and 

evapotranspiration (E) over the period 1982–2011. 

They estimate global GPP has increased by 0.83 ± 

0.26 Pg C per year, or a total of 24.9 Pg C over the 

past three decades. They also report 82% of the 

global vegetated land area shows positive trends in 

GPP despite “the large-scale occurrence of droughts 

and disturbances over the study period.” Similarly, 

ecosystem WUE was found to increase in 90% of the 

world’s vegetative areas and there was a high 

correlation between the spatial trends in these two 

parameters. 

According to Cheng et al., global WUE 

“increased at a mean rate of 13.7 ± 4.3 mg C mm
-1

 

H2O per year from 1982 to 2011 (p < 0.001), which is 

about 0.7 ± 0.2% per year of mean annual WUE.” 

Global E experienced a non-significant very small 

increase of 0.06 ± 0.13% per year. Thus, both WUE 

and E were found to “positively contribute to the 

estimated increase in GPP,” though the contribution 

from WUE accounted for 90% of the total GPP trend. 

Cheng et al. conclude the “estimated increase in 

global GPP under climate change and rising 

atmospheric CO2 conditions over the past 30 years is 

taking place at no cost of using proportionally more 

water, but it is largely driven by the increase in 

carbon uptake per unit of water use, i.e. WUE.” 

Cheng et al. conclude their results show 

“terrestrial GPP has increased significantly and is 

primarily associated with [an] increase in WUE, 

which in turn is largely driven by rising atmospheric 
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CO2 concentrations and [an] increase in leaf area 

index.” They add, “the most important driver for the 

increases in GPP and WUE from 1982 to 2011 is 

rising atmospheric CO2,” noting a 10% increase in 

atmospheric CO2 induces an approximate 8% 

increase in global GPP and a 14% increase in global 

WUE. 

Numerous studies have focused on the impact of 

elevated CO2 or surface temperature increases on 

specific ecosystems. We can begin this literature 

review in the alpine regions of Switzerland, where 

Rammig et al. (2010) monitored climatic conditions 

and plant growth for nearly a decade at 17 snow 

meteorological stations in the region. They used their 

empirical research to project what plant growth 

would be if the onset of springtime growth were to 

begin 17 days earlier, as predicted by the gridded 

output of a set of regional climate models. 

Rammig et al. found “plant height and biomass 

production were expected to increase by 77% and 

45%, respectively,” evidence of a dramatic benefit 

from warming. In some cases “projections of biomass 

production over a season resulted in changes of up to 

two-fold.” Thus, future warming, if it occurs, would 

likely benefit plants located in areas like the Alps, 

where low temperatures, snow cover, and permafrost 

now limit their ability to grow to their full potential. 

Similarly, Kullman (2010a) monitored 

subalpine/alpine vegetation in the Swedish Scandes 

(Scandinavian Mountains), deriving “tentative 

projections of landscape transformations in a 

potentially warmer future” based on “actual 

observations and paleoecological data (Kullman and 

Kjallgren, 2006; Kullman 2006).” He notes post-

Little Ice Age warming has halted “a multi-millennial 

trend of plant cover retrogression” and “floristic and 

faunal impoverishment, all imposed by progressive 

and deterministic neoglacial climate cooling.” He 

reports the “upper range margin rise of trees and low-

altitude (boreal) plant species, expansion of alpine 

grasslands and dwarf-shrub heaths are the modal 

biotic adjustments during the past few decades, after 

a century of substantial climate warming.” He writes, 

“alpine plant life is proliferating, biodiversity is on 

the rise and the mountain world appears more 

productive and inviting than ever.” In contrast to 

model predictions, he notes, “no single alpine plant 

species has become extinct, neither in Scandinavia 

nor in any other part of the world in response to 

climate warming over the past century,” citing, in 

addition to his own studies, the work of Pauli et al. 

(2001, 2007), Theurillat and Guisan (2001), and 

Birks (2008). 

Kullman concludes, “continued modest warming 

over the present century will likely be beneficial to 

alpine biodiversity, geological stability, resilience, 

sustainable reindeer husbandry and aesthetic 

landscape qualities.”  

In a second 2010 publication on the status of 

alpine communities in the Swedish Scandes, Kullman 

(2010b) notes in a modestly warming world “plant 

species diversity will further increase, both in 

remaining treeless alpine areas and emerging forest 

outliers on the former alpine tundra,” and that this 

“new alpine landscape may come to support a 

previously unseen mosaic of richly flowering and 

luxuriant plant communities of early Holocene 

character,” citing the works of Smith (1920), Iversen 

(1973), and Birks (2008).  

Kullman explains “many alpine species are 

extremely tolerant of high temperatures per se,” 

citing Dahl (1998) and Birks (2008), as indicated “by 

their prospering and spread along roadsides far below 

the treeline, where emerging trees and shrubs are 

regularly mechanically exterminated (Kullman, 2006; 

Westerstrom, 2008).” And he notes “another 

argument against the much-discussed option of 

pending mass-extinction of alpine species in a 

warmer future is that some alpine and arctic plant 

species contain a variety of ecotypes, pre-adapted to 

quite variable microclimatic and edaphic conditions, 

which could buffer against extinction in a possibly 

warmer future (Crawford, 2008).” In addition, he 

writes this view is supported “by the fact that in the 

early Holocene, alpine plants survived, reproduced 

and spread in accordance with higher and more 

rapidly rising temperatures than those projected for 

the future by climate models (Oldfield, 2005; Birks, 

2008).” 

“Over all,” Kullman concludes, “continued 

warming throughout the present century would be 

potentially and predominantly advantageous for 

alpine flora and vegetation.”  

Capers and Stone (2011) “studied a community 

in western Maine, comparing the frequency and 

abundance of alpine plants in 2009 with frequency 

and abundance recorded in 1976” by Stone (1980). 

The 2009 survey, they write, “recorded an increase in 

total species richness of the community with the 

addition of four lower montane species that had not 

been recorded previously.” They also “found no 

evidence that species with high-arctic distributions 

had declined more than other species.” The changes 

they recorded are, they write, “consistent with those 

reported in tundra communities around the world.” 

Two teams of researchers looked at the possible 
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impact on arid landscapes of more periods of drought 

or heavy rainfall, which some computer models 

forecast will accompany warming surface 

temperatures. D’Odorico and Bhattachan (2012) note 

“dryland ecosystems are particularly affected by 

relatively intense hydroclimatic fluctuations,” citing 

Reynolds et al. (2007), and they say “there is some 

concern that the interannual variability of 

precipitation in dryland regions might increase in the 

future thereby enhancing the occurrence of severe 

water stress conditions in ecosystems and societies.” 

To explore this concern further, D’Odorico and 

Bhattachan studied “some of the current patterns of 

hydrologic variability in drylands around the world,” 

reviewing “the major effects of hydrologic 

fluctuations on ecosystem resilience, maintenance of 

biodiversity and food security.” They report the 

preponderance of the investigations they reviewed 

indicated random hydrologic fluctuations may in fact 

enhance the resilience of dryland ecosystems by 

eliminating threshold-like responses to external 

drivers. They conclude dryland ecosystem resilience 

is “enhanced by environmental variability through 

the maintenance of relatively high levels of 

biodiversity, which may allow dryland ecosystems to 

recover after severe disturbances, including those 

induced by extreme hydroclimatic events.” 

Also considering what to expect in a CO2-

enriched and warmer world in which precipitation 

could be more variable, Salguero-Gomez et al. 

(2012) write, “a far-too-often overlooked fact is that 

desert flora have evolved a set of unique structures 

and mechanisms to withstand extensive periods of 

drought,” among which are “succulence (Smith et al., 

1997), deep roots (Canadell et al., 1996), modified 

metabolic pathways (Dodd et al., 2002), high 

modularity (Schenk et al., 2008) and bet hedging 

mechanisms such as seed dormancy (Angert et al., 

2010) or extreme longevity (Bowers et al., 1995).” 

Salguero-Gomez et al. examined the effects of 

precipitation on populations of two desert plant 

species, coupling “robust climatic projections, 

including variable precipitation, with stochastic, 

stage-structured models constructed from long-term 

demographic data sets of the short-lived Cryptantha 

flava in the Colorado Plateau Desert (USA) and the 

annual Carrichtera annua in the Negev Desert 

(Israel).” They found “a surprising pattern of 

increased population growth for both study species 

when [they] compared population dynamics in the 

future to current conditions, consistent with 

increasing precipitation in Utah, USA and despite 

decreasing precipitation in Israel.” 

Salguero-Gomez et al. say their study 

“contributes two notable exceptions to the accepted 

view that short-lived species, regardless of habitat, 

are particularly vulnerable to climate change,” 

emphasizing their findings “challenge the commonly 

held perception based on correlative approaches (e.g. 

bioclimatic envelope approaches) suggesting that 

desert organisms may be particularly vulnerable to 

climate change.” 

Polley et al. (2012) “grew communities of 

perennial forb and C4 grass species for five years 

along a field CO2 gradient (250–500 ppm) in central 

Texas (USA) on each of three soil types, including 

upland and lowland clay soils and a sandy soil.” They 

measured a number of plant physiological properties, 

processes and ecosystem aboveground net primary 

productivity (ANPP). They found CO2 enrichment 

from 280 to 480 ppm “increased community ANPP 

by 0–117% among years and soils and increased the 

contribution of the tallgrass species Sorghastrum 

nutans (Indian grass) to community ANPP on each of 

the three soil types,” noting the “CO2-induced 

changes in ANPP and Sorghastrum abundance were 

linked.” They report, “by favoring a mesic C4 tall 

grass, CO2 enrichment approximately doubled the 

initial enhancement of community ANPP on two clay 

soils.” As a result, they conclude “CO2-stimulation of 

grassland productivity may be significantly 

underestimated if feedbacks from plant community 

change are not considered.” 

Kullman (2014) analyzed plant species richness 

on several alpine summits in the southern Swedish 

Scandes between 2004/2006 and 2012, which 

“experienced consistent summer and winter cooling 

and finalized with a cold and snow rich summer 

2012.” He reports “plant species richness on high 

alpine summits decreased by 25–46% between 

2004/2006 and 2012” and “most of the lost species 

have their main distribution in subalpine forest and 

the low-alpine region.” He also noted they “advanced 

upslope and colonized the summit areas in response 

to warmer climate between the 1950s and early 

2000s.” He noted “despite the reduction in species 

numbers, the summit floras are still richer than in the 

1950s,” and “substantial and consistent climate 

cooling (summer and winter) during a decade 

preceded the recent floristic demise.” He concludes, 

“taken together,” the findings “highlight a large 

capability of certain alpine plant species to track their 

ecological niches as climate fluctuates on annual to 

decadal scales.” 

In 1985, Bert Drake, a scientist at the 

Smithsonian Environmental Research Center in 
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Edgewater, Maryland, chose a Chesapeake Bay 

wetland sustaining both pure and mixed stands of the 

C4 grass Spartina patens and the C3 sedge Scirpus 

olneyi for an open-top chamber study of the effects of 

full-day (24-hour) atmospheric CO2 enrichment to 

340 ppm above the then-ambient concentration of the 

same value. In a paper published 28 years later in 

Global Change Biology, Drake (2014) summarized 

some of the important findings of this undertaking. 

The Chesapeake Bay study offers “strong evidence 

that shoot and root biomass and net ecosystem 

production increased significantly.” He infers – from 

the fact that methane emission (Dacey et al., 1994) 

and nitrogen fixation (Dakora and Drake, 2000) were 

also stimulated by elevated CO2 and that inputs of 

soil carbon also increased – that “ecosystems will 

accumulate additional carbon as atmospheric CO2 

continues to rise, as suggested by Luo et al. (2006).” 

Drake also writes that the long duration of the 

Chesapeake Bay wetland study allows for a test of 

“the idea that some process, such as progressive 

nitrogen limitation, may constrain ecosystem 

responses to elevated CO2 in native ecosystems.” His 

findings, as well as those of Norby et al. (2005) and 

Norby and Zak (2011), imply, as he notes, that quite 

to the contrary, Earth’s ecosystems will continue to 

accumulate carbon as the atmosphere’s CO2 content 

continues to rise. 

Ruzicka et al. (2015) studied talus slopes (the 

pile of rocks that accumulates at the base of a cliff, 

chute, or slope) “inhabited by isolated populations of 

boreal and alpine plants and invertebrates,” citing 

previous research on the subject by Ruzicka (2011), 

Ruzicka et al. (2012), and Nekola (1999). They 

measured, over a period of five years, air 

temperatures of low-elevation talus slopes at three 

locations in the North Bohemia region of the Czech 

Republic. They found “the talus microclimate can be 

sufficiently resistant to an increase of mean annual 

atmospheric temperature by 3°C, retaining a 

sufficient number of freezing days during the winter 

season.” They conclude, “based on our data, we can 

justifiably suppose that even such an extent of 

warming in the future (an increase of mean annual 

atmospheric temperature by 3°C) will not endanger 

the cold talus ecosystems.” 

In 1997, two field sites were established in alpine 

meadows at the Haibei Research Station in Haibei, 

Quinghai, China. Control and experimental plots 

were established to examine the impact of simulated 

warming (1–2°C above control plots) on plant species 

diversity. After four years of warming, it was 

determined that warm plots lost an average of 11 to 

19 species (~40%) relative to control plots (Klein, 

2003; Klein et al., 2004). In more recent work, Zhang 

et al. (2017) contend a four-year period is “too short 

to detect the role colonization and re-establishment 

may play in community re-assembly,” as such 

processes are known to take place over decades and 

not years. 

Zhang et al. resampled the plots after 18 years of 

simulated warming, in order to see if the shorter-term 

findings were indeed premature. They found the 

initial warming-induced decline in species diversity 

“had rebounded to initial levels, on a par with control 

plots,” concluding, “the long-term impacts of 

continued global warming are [likely] to result in 

highly dynamic processes of community reassembly 

and turnover that do not necessarily lead to a net 

decline in local diversity,” adding that “short-term 

experiments may be insufficient to capture the 

temporal variability in community diversity and 

composition in response to climate change.” 

O’Leary et al. (2017) surveyed publications of 97 

expert researchers who had studied six major types of 

coastal biogenic ecosystems in order to identify 

“bright spots of resilience” in the face of climate 

change. They report 80% of the researchers found 

resilience in the ecosystems they studied, with 

resilience “observed in all ecosystem types and at 

multiple locations worldwide.” They conclude these 

findings suggest “coastal ecosystems may still hold 

great potential to persist in the face of climate change 

and that local- to regional-scale management can help 

buffer global climatic impacts.”  
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5.3.3 Plants under Stress 

Atmospheric CO2 enrichment ameliorates the 

negative effects of a number of 

environmental plant stresses including high 

temperatures, air and soil pollutants, 

herbivory, nitrogen deprivation, and high 

levels of soil salinity.  

 

According to the IPCC, a warmer future will 

introduce new sources of stress on the biological 

world, including increases in forest fires, droughts, 

and extreme heat events. The IPCC fails to ask 

whether the higher levels of atmospheric CO2 its 

models also predict will aid or hinder the ability of 

plants to cope with these challenges. Had it looked, 

the IPCC would have discovered an extensive body 

of research showing how atmospheric CO2 

enrichment ameliorates the negative effects of a 

number of environmental plant stresses. For example, 

increased ambient CO2 improves water use efficiency 

(discussed in detail in Section 5.3.4) of plants by 

allowing more CO2 to enter the photosynthetic tissue 

per unit of time, thereby enhancing the rate of 

photosynthesis (carboxylation) while water loss is 

kept at a constant level or even reduced as plants’ 

stomata are open for less time. This well-documented 

biological process is absent from many computer 

models that assume climate change has negative 

effects on agriculture. 

This section updates the literature review that 

appeared in Chapter 3 of Climate Change 

Reconsidered II: Biological Impacts (NIPCC, 2014). 

The key findings of the previous report appear in 

Figure 5.3.3.1. 

Koutavas (2013) studied tree growth rings to 

investigate potential growth-climate relationships, 

developing growth indices from cores extracted from 

23 living Greek fir (Aibes cephalonica) trees for the 

period AD 1820–2007. He reports the growth of the 

trees historically has been “limited by growing-
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Figure 5.3.3.1 
Key Findings: Impacts on plants under stress 

 

 Atmospheric CO2 enrichment (henceforth referred to as “rising CO2”) exerts a greater positive influence on 

diseased as opposed to healthy plants because it significantly ameliorates the negative effects of stresses 

imposed on plants by pathogenic invaders. 

 Rising CO2 helps many plants use water more efficiently, helping them overcome stressful conditions 

imposed by drought or other less-than-optimum soil moisture conditions.  

 Enhanced rates of plant photosynthesis and biomass production from rising CO2 will not be diminished by 

any surface temperature increase that might accompany it in the future. In fact, if ambient air temperatures 

rise concurrently, the growth-promoting effects of atmospheric CO2 enrichment will likely rise even more. 

 Although rising CO2 increases the growth of many weeds, the fraction helped is not as large as that 

experienced by non-weeds. Thus, CO2 enrichment of the air may provide non-weeds with greater protection 

against weed-induced decreases in productivity. 

 Rising CO2 improves plants’ abilities to withstand the deleterious effects of heavy metals where they are 

present in soils at otherwise-toxic levels.  

 Rising CO2 reduces the frequency and severity of herbivory against crops and trees by increasing production 

of natural substances that repel insects, leading to the production of more symmetrical leaves that are less 

susceptible to attacks by herbivores and making trees more capable of surviving severe defoliation.  

 Rising CO2 increases net photosynthesis and biomass production by many agricultural crops, grasses, and 

grassland species even when soil nitrogen concentrations tend to limit their growth. Additional CO2-induced 

carbon input to the soil stimulates microbial decomposition and thus leads to more available soil nitrogen, 

thereby challenging the progressive nitrogen limitation hypothesis. 

 Rising CO2 typically reduces and can completely override the negative effects of ozone pollution on the 

photosynthesis, growth, and yield of nearly all agricultural crops and trees that have been experimentally 

evaluated. 

 Rising CO2 can help plants overcome stresses imposed by the buildup of soil salinity from repeated irrigation. 

 The ongoing rise in the atmosphere’s CO2 content is a powerful antidote for the deleterious biological impacts 

that might be caused by an increase in the flux of UV-B radiation at the surface of Earth due to depletion of 

the planet’s stratospheric ozone layer. 

 
Source: Chapter 3. “Plants Under Stress,” Climate Change Reconsidered II: Biological Impacts. Nongovernmental 
International Panel on Climate Change. Chicago, IL: The Heartland Institute, 2014. 

 
 

season moisture in late spring/early summer, most 

critically during June,” but “by the late 20th–early 

21st century, there remains no statistically significant 

relationship between moisture and growth.” 

According to Koutavas, despite the “pronounced shift 

to greater aridity in recent decades,” tree growth in 

the region experienced “a net increase over the last 

half-century, culminating with a sharp spike in AD 
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1988–1990,” which implies the trees have acquired a 

“markedly enhanced resistance to drought.” Koutavas 

says that result is “most consistent with a significant 

CO2 fertilization effect operating through restricted 

stomatal conductance [the rate of passage of carbon 

dioxide (CO2) entering, or water vapor exiting, 

through the stomata of a leaf ] and improved water-

use efficiency.” 

Naudts et al. (2014) “assembled grassland 

communities in sunlit, climate-controlled 

greenhouses and subjected these to three stressors 

(drought, zinc toxicity, nitrogen limitation) and their 

combinations,” where “half of the communities were 

exposed to ambient climate conditions (current 

climate) and the other half were continuously kept at 

3°C above ambient temperatures and at 620 ppm CO2 

(future climate).” They found “across all stressors 

and their combinations, future climate-grown plants 

coped better with stress, i.e. above-ground biomass 

production was reduced less in future than in current 

climate.” They identify three mechanisms driving 

improved stress protection and conclude, “there could 

be worldwide implications connected to the 

alleviation of the stress impact on grassland 

productivity under future climate conditions,” noting 

as an example that “enhanced protection against 

drought could mitigate anticipated productivity losses 

in regions where more frequent and more intense 

droughts are predicted.” 

Zong and Shangguan (2014) hydroponically 

cultivated maize (Zea mays L. cv. Zhengdan 958) 

seedlings in sand within two climate-controlled 

chambers and exposed them to CO2 concentrations of 

either 380 or 750 ppm CO2 until the end of the study. 

They also irrigated the seedlings with Hoagland 

solutions and “different N solutions (5 mM N as the 

nitrogen deficiency treatment and 15 mM N as the 

control).” The two scientists report “maize seedlings 

suffering combined N limitation and drought had a 

better recovery of new leaf photosynthetic potential 

than those suffering only drought with ambient CO2.” 

But with elevated CO2, “the plants were able to 

maintain favorable water content as well as enhance 

their biomass accumulation, photochemistry activity, 

leaf water use efficiency and new leaf growth 

recoveries.” Zong and Shangguan conclude, 

“elevated CO2 could help drought-stressed seedlings 

to maintain higher carbon assimilation rates under 

low water content,” noting that was the case “even 

under N-limited conditions, which allow the plants to 

have a better performance under drought following 

re-watering.” 

Song and Huang (2014) studied Kentucky 

Bluegrass plants obtained from field plots in New 

Brunswick, New Jersey (USA) in controlled 

environment chambers maintained at ambient and 

double-ambient atmospheric CO2 concentrations (400 

and 800 ppm, respectively). They divided the plants 

into sub-treatments of optimum temperature and 

water availability, drought-stressed (D) and heat-

stressed (H) conditions, and a combined D and H 

environment. They report “the ratio of root to shoot 

biomass increased by 65% to 115% under doubling 

ambient CO2 across all treatments with the greatest 

increase under D” (see Figure 5.3.3.2, panel C). They 

noted “the positive carbon gain under doubling 

ambient CO2 was the result of both increases in net 

photosynthesis rate and suppression of respiration 

rate.” Leaf net photosynthesis “increased by 32% to 

440% with doubling ambient CO2” and there was a 

significant decline (by 18% to 37%) in leaf 

respiration rate under the different treatments “with 

the greatest suppression under D + H.” The two 

scientists concluded, “the increase in carbon 

assimilation and the decline in respiration carbon loss 

could contribute to improved growth under elevated 

CO2 conditions,” as they note has been found to be 

the case with several other plants, citing the studies 

of Drake et al. (1997), Ainsworth et al. (2002), Long 

et al. (2004), and Reddy et al. (2010). 

Lee et al. (2015) grew Perilla frutescens var. 

japonica ‘Arum’ – an herb of the mint family – from 

seeds for a period of 60 days in two controlled-

environment chambers, where “the pots were flushed 

once a day and fertilized twice a week with a nutrient 

solution developed for leafy vegetables,” and where 

after the first week the plants were exposed to either 

near-ambient or elevated atmospheric CO2 

concentrations (350 vs. 680 ppm, respectively) for 

the remainder of the experiment. Relative to the 

plants growing in near-ambient CO2 air, as shown in 

Figure 5.3.3.3, they found the plants growing in the 

CO2 enriched air experienced a higher photosynthetic 

rate, increased stomatal resistance, declining 

transpiration rates, and improved water-use 

efficiency. The elevated CO2 concentration also 

reduced drought-induced oxidative damage to the 

plants. 

Dias de Oliveira et al. (2015) conducted a field 

experiment to determine the interactive effects of 

CO2, temperature, and drought on two pairs of sister 

lines of wheat (Triticum aestivum L.) over the course 

of a growing season. The experiment was conducted 

outdoors in poly-tunnels (steel frames covered in 

polythene) under all possible combinations of CO2 
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concentration (400 or 700 ppm), temperature 

(ambient or +3°C above ambient daytime 

temperature), and water status (well-watered or 

terminal drought post anthesis). They found, among 

other things, that elevated CO2 “increased grain yield 

and aboveground biomass.” Terminal drought 

“reduced grain yield and aboveground biomass,” but 

elevated CO2 “was the key driver in the amelioration 

of [its negative] effects.” They note “temperature did 

not have a major effect on ameliorating the effects of 

terminal drought.” 

Chen et al. (2015) explain “drought stress is one 

of the most detrimental abiotic stresses for plant 

growth,” in that it “leads to stomatal closure and 

reduces photosynthesis resulting from restricted CO2 

diffusion through leaf stomata and inhibition of 

carboxylation activity,” as described by Flexas et al. 

(2004). They note “minimizing cellular dehydration 

and maintaining active photosynthesis are key 

strategies for plant survival or persistence through 

dry-down periods,” as is described in more detail by 

Nilsen and Orcutt (1996). 

 

 
 
Figure 5.3.3.2 
Shoot dry weight, root dry weight, and root/shoot dry weight ratio of Kentucky Bluegrass grown 
under drought stress, heat stress, and drought and heat stress, under ambient and elevated CO2 
concentrations 

 
 

Source: Song and Huang, 2014. 

 
 

 
 
Figure 5.3.3.3 
Effect of elevated CO2 on photosynthetic rate, stomatal resistance, and transpiration in P. 
frutescens under well-watered and drought-stressed conditions 

. 
Source: Lee et al., 2015. 
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Hypothesizing that drought stress might be 

alleviated by the positive effects of atmospheric CO2 

enrichment, Chen et al. grew a cool-season grass – 

tall fescue (Festuca arundinacea Schreb. cv. 

Rembrandt) – in controlled-environment chambers 

maintained at either 400 or 800 ppm CO2 under both 

well-watered (control) conditions or subjected to 

drought stress followed by re-watering. This work 

revealed, among other things, that “elevated CO2 

reduced stomatal conductance and transpiration rate 

of leaves during both drought stress and re-watering” 

and the “elevated CO2 enhanced net photosynthetic 

rate with lower stomatal conductance but higher 

Rubisco and Rubisco activase activities during both 

drought and re-watering.” They conclude, “the 

mitigating effects of elevated CO2 on drought 

inhibition of photosynthesis and the enhanced 

recovery in photosynthesis on re-watering were 

mainly the result of the elimination of metabolic 

limitation from drought damages associated with 

increased enzyme activities for carboxylation.” 

Using Chrysolaena obovata plants cultivated 

within four open-top chambers inside a greenhouse, 

Oliveira et al. (2016) maintained half of the plants in 

air of 380 ppm CO2 and half of them in air of 760 

ppm CO2 for a period of 45 days, after which for each 

CO2 concentration they separated the plants into four 

water replacement treatments (in which the water 

used by the plant, lost to the soil and evaporation, is 

replaced so the plant never dries out): control (100% 

water replacement), low drought (75% water 

replacement), medium drought (50% water 

replacement), and severe drought (25% water 

replacement) of the total transpired water of the 

previous 48 hours, as determined by the before-and-

after measured weights of each plant-pot 

combination. They report, “under elevated CO2, the 

negative effects of water restriction on physiological 

processes were minimized, including the 

maintenance of rhizophore water potential, increase 

in water use efficiency, maintenance of 

photosynthesis and fructan reserves for a longer 

period.” 

Van der Kooi et al. (2016) searched library 

archives of the scientific literature between 1979 and 

2014 for CO2 enrichment studies of agricultural 

plants exposed to drought. For biomass effects, they 

identified “62 different data entries (for both dry and 

well-watered conditions) from 41 different 

experimental studies on 30 crop species,” while for 

yield, they identified “19 data entries (for both dry 

and well-watered conditions) from 17 experimental 

studies on 8 crop species.” They found C3 and C4 

crops responded very similarly to atmospheric CO2 

enrichment when experiencing drought conditions. 

They conclude, “crops grown in areas with limited 

water availability will benefit from future elevated 

CO2, regardless of their metabolism,” noting 

“drought leads to stomatal limitation of 

photosynthesis in both C3 and C4 crops, which is 

alleviated [in both cases] when the plants are grown 

under elevated CO2.” 

Schmid et al. (2016) investigated the effects of 

elevated CO2 and drought on two barley cultivars, 

Golden Promise and Bambina, growing the cultivars 

in controlled environment chambers at two CO2 

levels (380 and 550 ppm) and two water levels 

(normal and 33% less water) in order to simulate 

drought conditions, based on average rainfall over the 

course of the growing season. They found grain dry 

weight was enhanced by 31% and 62% in Golden 

Promise (GP) and Bambina (BA) cultivars, 

respectively, under normal water conditions. Under 

reduced water conditions, elevated CO2 proved even 

more beneficial, enhancing BA and GP grain dry 

weight by 50% and 150%, respectively, coming close 

to fully ameliorating the impact of drought on the two 

cultivars. 

Schmid et al. also found total plant biomass was 

enhanced by CO2 enrichment in both plants under 

normal (8% biomass enhancement for GP and 34% 

for BA) and simulated drought conditions (52% for 

GP and 21% for BA). The water use efficiency of 

both plants also was enhanced by elevated CO2, 

including a 200% increase under reduced water 

conditions for GP when calculated based on grain 

yield. The edible portion of the plant, including grain 

number per plant and harvest index, were 

significantly enhanced by elevated CO2 under both 

normal and water-stressed conditions. 

Wijewardana et al. (2016) investigated the 

growth response of six maize hybrids to drought, 

UV-B radiation, and carbon dioxide (CO2). The 

maize was grown in sunlit chambers under a variety 

of treatment conditions, including two levels of CO2 

(400 and 800 ppm), two levels of water stress (100% 

and 50% irrigation treatment based on evapo-

transpiration measurements), and two levels of 

biologically effective UV-B radiation intensities (0 

and 10 kJ m
-2

 d
-1

). Compared with ambient 

conditions, alone or in combination with water and/or 

UV-B stress, elevated CO2 significantly increased 

maize hybrid plant height, leaf number, and leaf area, 

with the magnitudes of the responses varying by 

hybrid. Elevated CO2 increased total plant dry matter 

as well. Averaged across the six hybrids, elevated 



 Environmental Benefits 

 
 485 

CO2 induced an average 13% increase in dry matter 

under adequate water and normal UV-B conditions, a 

19% increase under UV-B stressed conditions, a 20% 

increase when water stressed, and a 10% increase 

under combined water and UV-B stressed conditions. 

Thus, although drought and UV-B stress had negative 

effects on maize hybrid growth, elevated CO2 

“caused a positive increase in both vegetative and 

physiological traits.” 

Roy et al. (2016) used the Montpellier (France) 

CNRS Ecotron facility to simulate elevated CO2 

(eCO2) and extreme climate events (ECEs), co-

occurring heat and drought events as projected for the 

2050s, the effects of which they analyzed on the 

ecosystem-level for both carbon and water fluxes in 

the Ecotron’s C3 grassland. They report “eCO2 not 

only slows down the decline of ecosystem carbon 

uptake during the ECE but also enhances its recovery 

after the ECE, as mediated by increases of root 

growth and plant nitrogen uptake induced by the 

ECE.” They say their findings indicate “in the 

predicted near-future climate, eCO2 could mitigate 

the effects of extreme droughts and heat waves on 

ecosystem net carbon uptake.” 

Da Silva et al. (2017) examined the interactive 

effects of elevated CO2 and reduced water 

availability on a number of key physiological and 

growth traits for six-week-old Concord (Vitis 

labrusca) grape plants grown in controlled 

environment chambers at either ambient (400 ppm) 

or elevated (800 ppm) levels of atmospheric CO2 for 

a period of 24 days under three water management 

treatments: full irrigation, in which the rootzone was 

irrigated to saturation three days per week; partial 

root drying, where alternating halfs of the rootzone 

were irrigated to saturation three days per week; and 

no irrigation, in which irrigation was suspended for 

the duration of the 24-day experiment. 

Da Silva et al. report elevated CO2 increased net 

photosynthesis by 24% and specific leaf weight by 

16%, whereas it reduced stomatal density by 25% 

over the 24 days of enrichment. With respect to its 

influence on drought, “elevated CO2 dramatically 

increased drought tolerance of grapevines” by 

enhancing plant water use efficiency, primarily 

because of observed CO2-induced increases in net 

photosynthesis and corresponding CO2-induced 

declines in stomatal conductance and transpiration 

rates. In the no irrigation treatment, water depletion 

in the root zone developed at a slower rate in the 

elevated CO2 chambers, delaying the effects of 

drought by about four days. They concluded, 

“overall, elevated CO2 improves the leaf carbon 

balance and this mitigates the deleterious effects of 

drought on grapevines.”  

Kumar et al. (2017) grew rice (Oryza sativa, cv. 

Naveen) in open-top chambers under two moisture 

regimes and three CO2 concentrations over two 

consecutive growing seasons. Plant moisture regimes 

included well-watered, where the water depth of the 

soil was maintained at 3 ± 2 cm, or water-deficit, 

where surface irrigation was applied only when the 

soil water potential at 15 cm reached -60 kPa. 

Atmospheric CO2 concentrations were maintained at 

ambient (400 ppm), mid-elevation (550 ppm), or 

high-elevation (700 ppm) during daylight hours only. 

Kumar et al. found atmospheric CO2 enrichment 

(to both 550 and 700 ppm) “exhibited a positive 

response on plant growth, grain yield and [water use 

efficiency] of rice as compared to ambient CO2.” 

Elevated levels of CO2 increased grain yield by 15% 

to 18% under well-watered conditions and by 39% to 

43% under water-deficit conditions. Under elevated 

CO2 conditions there was a decline in water use of 

11% to 14% under well-watered and 5% under water-

deficit conditions. The water use efficiency (ratio of 

grain yield to total water input) in the two CO2-

enriched chambers increased by 30% to 35% under 

well-watered conditions and by approximately 48% 

under water deficit conditions, relative to that 

observed in the ambient CO2 chambers. 

Kumar et al. also report higher levels of CO2 

significantly altered leaf tissue parameters (e.g., 

relative water content, leaf water potential, and 

electrolyte leakage) under moisture stress, so as to 

help mitigate the negative impacts of water deficit. 

They also found the concentrations of certain 

antioxidant metabolites were reduced in plants 

growing under elevated CO2 in the moisture-stress 

treatment. This observation further supports the 

notion that elevated CO2 helps mitigate water stress 

in rice: The CO2-induced mitigation of water stress 

reduces the production of harmful reactive oxygen 

species, which subsequently reduces the need for 

plants to produce antioxidant enzymes to counter 

them. 

Wang et al. (2017) examined the interactive 

effects of elevated CO2 and drought on soybean 

(Glycine max, cv. Yu 19) by growing plants from 

seed for 40 days in controlled-environment 

greenhouses under ambient and twice ambient CO2 

concentrations and three water regimes: well-watered 

(80% water holding capacity of the soil), moderate 

drought (60% water holding capacity), and severe 

drought (40% water holding capacity). Drought 

negatively impacted the net photosynthesis of the 
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soybean plants, but the positive influence of elevated 

CO2 was so great that even under severe drought 

conditions, the net photosynthetic rate was 73% 

greater than that observed under well-watered 

conditions at ambient CO2. Water use efficiency also 

was enhanced by elevated CO2, where it was “almost 

2.5 times larger than that under ambient CO2.”  

Wang et al. also report that elevated CO2 

increased soil enzyme activities by stimulating plant 

root exudation (a below-ground response to pests) 

and “resulted in a longer retention time of dissolved 

organic carbon (DOC) in [the] soil, probably by 

improving the soil water effectiveness for organic 

decomposition and mineralization.” Consequently, 

they conclude “drought stress had significant 

negative impacts on plant physiology, soil carbon, 

and soil enzyme activities, whereas elevated CO2 and 

plant physiological feedbacks indirectly ameliorated 

these impacts.”  

Sekhar et al. (2017) investigated the interactive 

effects of elevated CO2 and water stress on a drought-

tolerant cultivar (selection-13) of mulberry (Morus 

spp.) trees. The experiment was conducted in open-

top chambers where six-month-old saplings were 

planted into chambers of either ambient (400 ppm) or 

enriched (550 ppm) atmospheric CO2. The scientists 

cut the plants every four months at stump height (30 

cm above the soil surface) to create a coppice culture 

system (where new shoots grow from the stump). 

After one year, a subset of plants was subjected to 

drought stress, where all water was withheld for 30 

days. 

Sekhar et al. observed evidence of stress in the 

drought treatments under both elevated and ambient 

CO2 conditions, but the stress was less under elevated 

CO2. They report “plants grown under elevated CO2 

had more green leaves (58%) and individual leaf 

densities (60%) with less leaf senescence (78%) 

compared to their ambient controls.” In addition, they 

note there was “a significant decrease in total 

chlorophyll content (45%) in ambient CO2 grown 

plants” compared to plants grown in high CO2 

conditions. Plants grown in the CO2-enriched 

environment had greater net photosynthesis, water 

use efficiency, and aboveground fresh (92%) and dry 

(83%) biomass, as well as reduced stomatal 

conductance and transpiration. Trees growing in the 

CO2-enriched environment produced less reactive 

oxygen species and triggered more and better 

antioxidant systems to combat the drought-induced 

oxidative stress.  

Sekhar et al. say their results “clearly demon-

strate that future increases in atmospheric CO2 

enhance the photosynthetic potential and also 

mitigate the drought-induced oxidative stress” in 

mulberry.  

One of the effects predicted by computer models 

to result from increases in the atmosphere’s CO2 

content is that there will be an increase in the number 

of heavy precipitation events, which could lead to 

flooding and waterlogging of soils. Pérez-Jiménez et 

al. (2017) point out “the combined effect of 

waterlogging and elevated CO2 has been scarcely 

studied,” while additionally noting the topic “has 

never been studied in fruit trees.” They performed the 

first such analysis by examining the interactive 

effects of elevated CO2 and waterlogging on sweet 

cherry (Prunus avium). 

Pérez-Jiménez et al. subjected one-year-old 

seedlings of a Burlat sweet cherry cultivar grafted 

onto one of two rootstocks (Gisela 5 and Gisela 6) to 

three weeks of growth in a controlled-environment 

chamber of either 400 or 800 ppm CO2. After the first 

seven days, plants in each chamber were subjected to 

two additional treatments: a control treatment in 

which normal daily irrigation was allowed to counter 

daily water loss, or a waterlogging treatment where 

the water level was maintained at least 1 cm above 

the surface of the soil. Seven days later, the 

waterlogged plants were drained and returned to the 

control conditions.  

Pérez-Jiménez et al. report the net photosynthesis 

of the cherry tree leaves was “markedly influenced 

by the CO2 concentration,” such that “it was 

significantly higher after every phase of the 

experiment, in plants grafted on both rootstocks, at 

elevated CO2.” Percentage increases in net 

photosynthesis due to elevated CO2 in both rootstock 

plants ranged from 113% to 180% higher under 

control conditions (normal watering) and from 106% 

to 663% higher under waterlogged conditions. Pérez-

Jiménez et al. also found there was a reduction in 

stomatal conductance in waterlogged plants under the 

ambient CO2 treatment. They report “an atmosphere 

enriched with CO2 improved the physiological status 

of waterlogged plants, reducing the need for a 

stomatal conductance reduction to mitigate water 

logging.” They conclude that “elevated CO2 was able 

to increase photosynthesis and thereby help plants to 

overcome waterlogging.”  
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5.3.4 Water Use Efficiency 

Exposure to elevated levels of atmospheric 

CO2 prompts plants to increase the efficiency 

of their use of water, enabling them to grow 

and reproduce where it previously has been 

too dry for them to exist. 

 

Another major environmental benefit typically 

ignored in climate change cost-benefit analyses is a 

CO2-induced enhancement of plant water use 

efficiency, the ratio of water used in plant 

metabolism to water lost by the plant through 

transpiration. Numerous studies have confirmed that 

plants exposed to elevated levels of atmospheric CO2 

generally do not open their leaf stomatal pores – 

through which they take in air (including CO2) and 

emit oxygen and water vapor (transpiration) – as 

wide as they do at lower CO2 concentrations 

(Morison, 1985; NIPCC, 2014). In addition, they 

sometimes produce fewer of these pores per unit area 

of leaf surface at higher CO2 levels (Woodward, 

1987). Both of these changes have the effect of 

reducing rates of plant water loss by transpiration 

(Overdieck and Forstreuter, 1994); and the amount of 

carbon they gain per unit of water lost – or water-use 

efficiency – therefore typically rises (Rogers et al., 

1983; NIPCC, 2014), greatly increasing their ability 

to withstand drought (Tuba et al., 1998).  

As the atmosphere’s CO2 content continues to 

rise, plants will be able to grow and reproduce where 

it has previously been too dry for them to exist 

(Johnson et al., 1997). Consequently, terrestrial 

vegetation should become more robust and begin to 

win back lands previously lost to desertification (Idso 

and Quinn, 1983). The greater vegetative cover of the 

land produced by this phenomenon should reduce the 

adverse effects of soil erosion caused by wind and 

rain.  

Section 5.3.4.1 summarizes recent research on 

the impact of elevated CO2 and higher surface 

temperatures on water use efficiency by crops and 

Section 5.3.4.2 reviews research on trees. Section 

5.3.5 addresses the future impact of elevated CO2 and 

higher temperatures on plants. 
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5.3.4.1 Agriculture 

At the turn of the century, Wallace (2000) wrote that 

the projected increase in global population in the 

coming half-century (a median best-guess of 3.7 

billion) is more certain to occur than is any other 

environmental change currently underway or 

reasonably anticipated. This population increase 

would require an increase in the food supply, which 

http://f1a.fa0.myftpupload.com/climate-change-reconsidered-ii-biological-impacts/
http://f1a.fa0.myftpupload.com/climate-change-reconsidered-ii-biological-impacts/


 Environmental Benefits 

 
 489 

would require an increase in water for agriculture. 

“Over the entire globe,” Wallace warned, “a 

staggering 67% of the future population of the world 

may experience some water stress,” which would 

likely lead to food insufficiency, malnutrition, and 

starvation. The best response is to produce much 

more food per unit of available water – an 

improvement in plant water use efficiency that is 

already underway as atmospheric CO2 levels rise.  

Noting “looming water scarcity and climate 

change pose big challenges for China’s food 

security,” Zhao et al. (2014) state “previous studies 

have focused on the impacts of climate change either 

on agriculture or on water resources,” while “few 

studies have linked water and agriculture together in 

the context of climate change and demonstrated how 

climate change will affect the amount of water used 

to produce per unit of crop, or virtual water content 

(VWC).” 

Unlike the experiment-based studies reported in 

previous sections and below, Zhao et al. used a GIS-

based Environmental Policy Integrated Climate 

(GEPIC) model to analyze the current spatial 

distribution of the VWC of various crops in China 

and the impacts of climate change on VWC in 

different future scenarios. They report “three general 

change trends exist for future VWCs of crops: 

continuous decline (for soybean and rice without 

considering CO2 concentration changes) and 

continuous increase (for rice with considering CO2 

concentration changes) and first-decline-then-

increase (other crop-scenario combinations).” They 

say the “integrated effects of precipitation, 

temperature and CO2 concentration changes will 

benefit agricultural productivity and crop water 

productivity through all the future periods till the end 

of the century.” Zhao et al. conclude, “climate 

change is likely to benefit food security and help 

alleviate water scarcity in China.” 

Pazzagli et al. (2016) grew two tomato (Solanum 

lycopersicum) cultivars – one potentially drought 

tolerant (ST 22) and one thought to be heat tolerant 

(ST 52) – in a controlled greenhouse environment 

from March to June 2014. The plants were subjected 

to three irrigation regimes (full irrigation, deficit 

irrigation, and partial root-zone drying) and two 

atmospheric CO2 concentrations (380 and 590 ppm). 

Statistical analyses indicated there was a significant 

CO2 effect on both cultivars for net photosynthetic 

rate, intrinsic water use efficiency (WUEi, 

photosynthetic rate/stomatal conductance), plant 

water use efficiency (WUEp, aboveground 

biomass/plant water use), root water potential, stem 

dry weight, leaf dry weight, total dry weight, and 

flower number. They write, “despite large differences 

between the cultivars, both of them showed 

significant improvements in plant water use 

efficiency under both reduced irrigation and CO2 

enrichment, as well as under the combination of the 

two treatments.”  

Cruz et al. (2016) studied the effects of CO2 

enrichment on cassava, an important food staple 

whose tuberous roots are the third-largest source of 

carbohydrates in tropical regions, after rice and 

maize. The plant is drought-tolerant and “even under 

adverse soil and climatic conditions, cassava can 

produce a satisfactory root yield, while other annual 

crops barely survive (El-Sharkawy and Cock, 1987).” 

To “help understand the interaction between elevated 

CO2 levels and water deficit on growth, physiology 

and dry mass accumulation in cassava,” they grew 

two- to three-month-old cassava plantlets in a 

climate-controlled greenhouse for 100 days at two 

CO2 concentrations (390 or 750 ppm) for 12 hours 

per day and two water treatments (well-watered and 

water-stressed). 

Cruz et al. found “water deficits led to reductions 

in the Leaf Elongation Rate of plants grown at 

ambient as well as CO2-enriched concentrations,” but 

“plants grown at 750 ppm of CO2 maintained leaf 

growth two days longer than plants grown at 390 

ppm.” They further noted “three days after 

withholding water, photosynthesis and stomatal 

conductance were reduced in plants grown under 

ambient CO2, while in plants under an elevated CO2 

concentration, these physiological functions remained 

similar to that of control plants grown under good 

water availability.” 

Continuing, Cruz et al. report “five days after 

withholding water plants grown with 750 ppm 

continued to have enhanced gas exchange compared 

with plants grown under 390 ppm.” Moreover, 

“under drought stress, the instantaneous transpiration 

efficiency was always greatest for plants grown under 

elevated CO2.” They also found “the positive 

response of elevated CO2 levels on total dry mass 

was 61% in the water-stressed plants and only 20% 

for the plants grown under good water availability.”  

Deryng et al. (2016) combined the results 

obtained for networks of field experiments and global 

crop models in order to derive a global perspective on 

crop water productivity (CWP) –the ratio of crop 

yield to evapotranspiration – for maize, rice, 

soybeans, and wheat under elevated CO2. They 

report, “the projected increase in the air’s CO2 

concentration would likely increase global CWP by 
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10–27% by the 2080s, with particularly large 

increases in arid regions (by up to 48%, for example, 

in the case of rain-fed wheat).” They add, “if realized 

in the fields,” the effects of elevated CO2 could 

considerably mitigate global yield losses while 

reducing agricultural consumptive water use by 4% 

to 17%. They conclude their findings “quantify the 

importance of CO2 effects on potential water savings 

and, in so doing, highlight key limitations of global 

hydrological models that do not consider effects of 

CO2 on evapotranspiration.”  

Kumar et al. (2017) grew rice in naturally sunlit 

and irrigated (flooded) controlled-environment 

chambers for two dry and two wet seasons. CO2 

treatments in the chambers included 195, 390, 780, 

and 1,560 ppm and were maintained at these levels 

for 22 hours a day. The chambers were flushed of air 

for one hour before dawn and one hour after dusk to 

flush out trace gases. Kumar et al. report “the current 

level of 390 ppmv [CO2] was distinctly sub-optimal 

for rice biomass production.” The mean aboveground 

dry weight across all seasons was 1,744 g m
-2

 at the 

current or ambient CO2 level (390 ppm), which value 

“decreased by 43% at 195 ppmv (0.5 x ambient), 

increased by 29% at 780 ppmv (2 x ambient) and 

increased by 42% at 1560 ppmv (4 x ambient).” 

With respect to water use, Kumar et al. report 

whole-season crop water use under sub-ambient and 

current CO2 conditions was 564 and 719 mm, rising 

to 928 and 803 mm at 780 and 1,560 ppmv CO2, 

respectively. Although more water was used at the 

higher CO2 concentrations, the amount of biomass 

produced per mm of water also increased (1.76, 2.43, 

2.43, and 3.08 g m
-2

 mm
-1

 at 195, 390, 780 and 1,560 

ppm CO2, respectively).  

Singh et al. (2017) examined the combined 

effects of elevated CO2 and elevated ozone on the 

growth, biomass, and water use efficiency of 

chickpea (Cicer arietinum). Their experiment was 

conducted outdoors at a Free Air Ozone and Carbon 

Dioxide Enrichment (FAOCE) facility in New Delhi, 

India. Forty days after sowing, chickpea plants (cv. 

Pusa 5023) were subjected to one of four atmospheric 

treatments daily until the end of the growing season: 

normal air (AMB = 400 ppm CO2, 30 ppb O3), 

elevated ozone (EO = 400 ppm CO2, 70 ppb O3), 

elevated CO2 (EC = 550 ppm CO2, 30 ppb O3), and 

elevated CO2 and ozone (ECO = 550 ppm CO2, 70 

ppb O3). Several growth and development parameters 

were measured or calculated from measurements, 

including crop phenology, plant height, aboveground 

biomass, crop growth rate, relative growth rate, and 

water use efficiency. 

It was anticipated that elevated concentrations of 

ozone – a plant stressor – would negatively impact 

chickpea growth, whereas elevated concentrations of 

carbon dioxide – a plant nutrient – would enhance it. 

Singh et al. report both elevated CO2 and elevated O3 

advanced plant phenological development, shortening 

the growth period by about 10 days and 14 days, 

respectively, compared to ambient conditions, albeit 

due to different mechanisms: Elevated CO2 sped up 

the development and likely induced earlier 

senescence, whereas elevated O3 damaged leaf 

chlorophyll content and nutrient status to enhance 

senescence. 

Singh et al. also report chickpea plant height, 

growth rate, aboveground biomass, seed yield, and 

water use efficiency benefited from the approximate 

37% increase in atmospheric CO2. In contrast, these 

parameters were negatively impacted by elevated O3 

concentrations. When in combination, the positive 

effects of elevated CO2 were strong enough to 

completely ameliorate the negative impacts of 

elevated O3. Compared to ambient conditions, for 

example, seed yield was enhanced by 32% in the EC 

treatment, reduced by 22% in the EO treatment and 

increased by 10% in the ECO treatment. Similarly, 

water use efficiency increased by 44% in the EC 

treatment, declined by 22% in the EO treatment and 

experienced a 5% increase in the ECO treatment. 

Wang et al. (2017) examined the interactive 

effects of elevated CO2 and drought on soybean 

(Glycine max, cv. Yu 19), growing plants from seed 

for 40 days in controlled-environment greenhouses 

under ambient and twice ambient CO2 concentrations 

and three water regimes: well-watered (80% water 

holding capacity of the soil), moderate drought (60% 

water holding capacity), and severe drought (40% 

water holding capacity). They found drought 

negatively impacted the net photosynthesis of the 

soybean plants, which declined by 52% and 23% in 

comparing the well-watered to the severe drought 

treatment under ambient and elevated CO2 

conditions, respectively. The positive influence of 

elevated CO2 was so great that even under severe 

drought conditions, the net photosynthetic rate was 

73% greater than that observed under well-watered 

conditions at ambient CO2 (Figure 5.3.4.1.1, left 

panel). Water use efficiency also was enhanced by 

elevated CO2 (right panel), where it was “almost 2.5 

times larger than that under ambient CO2.”  

Wang et al. also report elevated CO2 increased 

soil enzyme activities and “resulted in a longer 

retention time of dissolved organic carbon (DOC) in 

[the] soil, probably by improving the soil water
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Figure 5.3.4.1.1 
Net photosynthesis (Np) and water use efficiency (WUE) of soybean plants grown under various 
treatments of drought 
 

 
WW = well-watered; MD = moderate drought; SD = severe drought) and atmospheric CO2 (ambient and elevated, 
where elevated = twice ambient). Source: Wang et al., 2017 

 
 

effectiveness for organic decomposition and 

mineralization.” They conclude “drought stress had 

significant negative impacts on plant physiology, soil 

carbon, and soil enzyme activities, whereas elevated 

CO2 and plant physiological feedbacks indirectly 

ameliorated these impacts.” 
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5.3.4.2 Trees 

Extensive research documents how elevated CO2 

levels improve water use efficiency by trees, enabling 

them to better withstand droughts and other changes 

in precipitation that may accompany climate change. 

This bodes well both for forestry and preservation of 

wildlife habitat. 

Wang et al. (2012) note “empirical evidence 

from lab studies with a controlled CO2 concentration 

and from free-air CO2 enrichment (FACE) 

experiments have revealed significantly increased 

iWUE [intrinsic water-use efficiency] in response to 

rising CO2,” as demonstrated by the studies of Luo et 

al. (1996), Ainsworth and Rogers (2007), and Niu et 

al. (2011). They also note “tree-ring stable carbon 

isotope ratios (δ
13

C) have proven to be an effective 

tool for evaluating variations in iWUE around the 

world,” citing Farquhar et al. (1989), Saurer et al. 

(2004), Liu et al. (2007), and Andreu et al. (2011).  

Working at a site in the Xinglong Mountains in the 

eastern part of northwestern China, Wang et al. 

extracted two cores from the trunks of each of 17 

dominant living Qinghai spruce (Picea crassifolia) 

trees, from which they obtained ring-width 

measurements they used to calculate yearly mean 

basal area growth increments. Thereafter they used 

subsamples of the cores to conduct the analyses 

needed to obtain the δ
13

C data required to calculate 

iWUE over the period 1800–2009. By calibrating the 

δ
13

C data against climatic data obtained at the nearest 

weather station over the period 1954–2009, they were 

able to extend the histories of major meteorological 

parameters back to 1800. By comparing these 

weather data with the tree growth and water use 

efficiency data, they were able to interpret the 

impacts of climate change and atmospheric CO2 

enrichment on spruce tree growth and water use 

efficiency. 

Wang et al. determined iWUE increased by 

approximately 40% between 1800 and 2009, rising 

very slowly for the first 150 years, but then more 

rapidly to about 1975 and then faster still until 1998, 

whereupon it leveled off for the remaining 11 years 

of the record. They say the main cause of the 

increasing trend in iWUE from 1800 to 1998 “is 

likely to be the increase in atmospheric CO2,” 

because “regression analysis suggested that 

increasing atmospheric CO2 explained 83.0% of the 

variation in iWUE from 1800 to 1998 (p<0.001).”  

Battipaglia et al. (2013) combined tree-ring 

analyses with carbon and oxygen isotope 

measurements made at three FACE sites to assess 

changes in water-use efficiency and stomatal 

conductance. They found elevated CO2 increased 

water-use efficiency on average by 73% for 

sweetgum (Liquidambar styraciflua, +200 ppm CO2), 

77% for loblolly pine (Pinus taeda, +200 ppm CO2), 

and 75% for poplar (Populus sp., +153 ppm CO2). 

They say their findings provide “a robust means of 

predicting water-use efficiency responses from a 

variety of tree species exposed to variable 

environmental conditions over time and species-

specific relationships that can help modeling elevated 

CO2 and climate impacts on forest productivity, 

carbon and water balances.” 

Keenan et al. (2013) documented and analyzed 

recent trends in the water-use efficiencies (Wei) of 

forest canopies, using direct and continuous long-

term measurements of CO2 and water vapor fluxes, 

focusing on seven sites in the midwestern and 

northeastern United States. They compared their 

results with those derived from data obtained by 

others from 14 additional temperate and boreal forest 

sites. 

Keenan et al. found “a substantial increase in 

water-use efficiency in temperate and boreal forests 

of the Northern Hemisphere over the past two 

decades.” They determined “the observed increase is 

most consistent with a strong CO2 fertilization 

effect,” because, as they note, “of all the potential 

drivers of the observed changes in Wei, the only 

driver that is changing sufficiently and consistently 

through time at all sites is atmospheric CO2.” 

Keenan et al. additionally note “the direct 

tradeoff between water loss and carbon uptake 

through the stomata means that, as water-use 

efficiency increases, either evapotranspiration 

decreases or gross photosynthetic carbon uptake 

increases, or both occur simultaneously.” They write 

“increases in Wei may account for reports of global 

increases in photosynthesis (Nemani et al., 2003), 

forest growth rates (Lewis et al., 2009; Salzer et al., 

2009; McMahon et al., 2010), and carbon uptake 

(Ballantyne et al., 2012),” leading them to suggest 

“rising atmospheric CO2 is having a direct and 

unexpectedly strong influence on ecosystem 

processes and biosphere-atmosphere interactions in 

temperate and boreal forests.” 

Soulé and Knapp (2015) collected tree-ring data 

from ponderosa pine (Pinus ponderosa var. 

ponderosa - PIPO) and Douglas fir (Pseudotsuga 

menziesii var. glauca - PSME) at 14 locations, from 

which they determined yearly changes (from AD 

1850 to the present) in basal area index (BAI) and 

intrinsic water use efficience (iWUE). They 
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determined both PIPO and PSME trees experienced 

“exponentially increasing iWUE rates during AD 

1850–present, suggesting either increased net 

photosynthesis or decreased stomatal conductance, or 

both” (Figure 5.3.4.2.1, upper panel). They add “both 

species experienced above-average BAI in the latter 

half of the 20th century despite no favorable changes 

in climate” (lower panel), further noting “this 

response occurred at all sites, suggesting a pan-

regional effect.” 

Working with four native tree species of China 

(Schima superba, Ormosia pinnata, Castanopsis 

hystrix and Acmena acuminatissima) from January 

2006 to January 2010, Li et al. (2015) studied the 

effects of an approximate 300 ppm increase in the 

air’s CO2 concentration on the trees’ WUE, which 

they did within open-top chambers exposed to full 

light and rain out-of-doors, either with (CN) or 

without (CC) added nitrogen fertilization. They 

found, compared to the control, the average increased 

extents of intrinsic WUE were 98% and 167% in CC 

and CN treatments for S. superba; 88% and 74% for 

O. pinnata; 234% and 194% for C. hystrix; and 153% 

and 81% for A. acuminatissima. 

Ghini et al. (2015) conducted an experiment to 

observationally determine the response of two coffee 

cultivars to elevated levels of atmospheric CO2 in the 

first FACE facility in Latin America. Small 

specimens of two coffee cultivars, Catuaí and Obatã, 

were sown in the field under ambient (~390 ppm) and 

enriched (~550 ppm) CO2 conditions in August 2011 

and allowed to grow under normal cultural growing 

conditions without supplemental irrigation for two 

years. No significant effect of CO2 was observed on 

 

 
 
Figure 5.3.4.2.1 
Mean tree-ring iWUE values and basal-area index values for Douglas fir and Ponderosa Pine 
trees, 1850–2005 

 
 

Source: Adapted from Soulé and Knapp, 2015.
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the growth parameters during the first year. However, 

during the growing season of Year 2, net 

photosynthesis increased by 40% and plant water use 

efficiency by approximately 60%, regardless of 

cultivar. During the winter, when growth was limited, 

daily mean net photosynthesis “averaged 56% higher 

in the plants treated with CO2 than in their untreated 

counterparts.”  

WUE in winter also was significantly higher 

(62% for Catuaí and 85% for Obatã). Such beneficial 

impacts resulted in significant CO2-induced increases 

in plant height, stem diameter, and harvestable yield 

over the course of Year 2. Ghini et al. report the 

increased crop yield “was associated with an 

increased number of fruits per branch, with no 

differences in fruit weight.” 

Working in southern Chile, Urrutia-Jalabert et al. 

(2015) performed a series of analyses on tree-ring 

cores they obtained from long-lived cypress (Fitzroya 

cupressoides) stands, which they say “may be the 

slowest-growing and longest-lived high biomass 

forest stands in the world.” Focusing on two of the 

more pertinent findings of their study, both the BAI 

and iWUE of Fitzroya experienced dramatic 

increases over the past century. The authors write, 

“the sustained positive trend in tree growth is striking 

in this old stand, suggesting that the giant trees in this 

forest have been accumulating biomass at a faster 

rate since the beginning of the [20th] century.” 

Coupling that finding with the 32% increase in water 

use efficiency over the same time period, Urrutia-

Jalabert et al. state “we believe that this increasing 

growth trend … has likely been driven by some 

combination of CO2 and/or surface radiation 

increases,” adding that “pronounced changes in CO2 

have occurred in parallel with changes in climate, 

making it difficult to distinguish between both 

effects.” 

Carles et al. (2015) subjected white spruce (Picea 

glauca) seedlings to a combination of two 

temperature regimes (ambient and ambient plus 5°C) 

and two levels of atmospheric CO2 (380 and 760 

ppm) over two growing seasons. They report 

“warmer temperatures and CO2 elevation had a 

positive effect on the height and diameter growth of 

2- and 3-year-old seedlings …” They also report that 

water use efficiency was “affected positively by the 

CO2 treatment, showing a 51% increase that was 

consistent across families.”  

Wils et al. (2016) studied cores or discs extracted 

from five African juniper (Juniperus procera) trees 

of Gondar, Ethiopia, and one from the Hugumburda 

forest on the north-western escarpment of the 

Ethiopian Rift Valley, along with discs obtained from 

a Mimusops caffra tree growing in South Africa’s 

KwaZulu-Natal and an Acacia erioloba growing in 

the Koichab Valley of Namibia. They report, “tree-

ring intrinsic water-use efficiency (iWUE) records 

for Africa show a 24.6% increase over the 20th 

century.” Because a high iWUE can partly 

counterbalance decreases in precipitation, Wils et al. 

conclude this finding “has important implications for 

those involved in water resource management and 

highlights the need for climate models to take 

physiological forcing into account.” They note “the 

24.6% increase in mean iWUE confirms that African 

trees are already adapting to increasing atmospheric 

CO2 concentrations.” 

Huang et al. (2017) examined the relationship 

between BAI and iWUE indices derived from cores 

of Smith fir trees (also known as Yunnan fir) (Abies 

georgei var. smithii) growing at a high-elevation 

timberline site in the southeastern Tibetan Plateau, 

rising atmospheric CO2 concentration, and climate. 

They hypothesized “if intrinsic water use efficiency 

... has increased due to rising net photosynthetic rates 

under rising atmospheric CO2 concentration over the 

past century, tree growth should have benefitted.” 

They found iWUE rose by 27.83% over the period 

1900 to 2006. They also report “the increasing iWUE 

is mainly caused by the rising atmospheric CO2 

concentration,” and “iWUE would continue to 

increase in the near future.” 

Huang et al. note there also has been a strong 

increasing trend in BAI over the past century and 

conclude that trend is also largely driven by the aerial 

fertilization effect of atmospheric CO2, being highly 

influenced in the short term by interannual variations 

in temperature. They report finding “a significant 

positive correlation (r = 0.79, p < 0.01) between BAI 

and iWUE,” which they say indicates “changes in 

iWUE and tree growth were likely to have had a 

common cause, i.e., the CO2 fertilization effect.”  

Choury et al. (2017) analyzed long-term trends in 

the BAI and WUEi of native Aleppo pines (Pinus 

halepensis Mill.) growing near the northern border of 

the Sahara Desert. They cored multiple trees from 

three locations so as to evaluate trends over the 

period 1925–2013, during which period mean annual 

temperatures rose by 1.5°C and atmospheric CO2 

concentrations rose by approximately 30%. They 

report “the BAI patterns of natural Aleppo pine 

stands did not show a decreasing trend over the last 

century, indicating that warming-induced drought 

stress has not significantly affected secondary growth 

of pines in the area; instead, BAI trends were stable 
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or even showed a significant increase in the case of 

the North slope site.” Similar results were noted for 

the trees’ WUEi, which “increased by ca. 39% across 

sites between 1925 and 2013.” Choury et al. 

conclude their study “highlights the substantial 

plasticity of Aleppo pine to warming-induced 

drought stress,” adding, “the extent of such plastic 

responses for Aleppo pines growing at the 

southernmost limit of the species distribution area is, 

from a physiological point of view, remarkable.”  

Giammarchi et al. (2017) assessed the changes in 

productivity of two similarly aged Norway pine 

(Picea abies) forests and then examined “the role of 

several environmental drivers, such as atmospheric 

CO2 levels, temperature, and precipitation regimes on 

the intrinsic water-use efficiency (iWUE) temporal 

patterns of the above-mentioned forests.” They found 

an increase in forest productivity at both sites since 

the 1860s, paralleled by a significant increase of 

iWUE, which they say was “mainly triggered by a 

CO2-driven increase in photosynthetic capacity, 

rather than by a reduction of stomatal conductance.” 

Weiwei et al. (2018) cored Platycladus orientalis 

trees, an evergreen coniferous species endemic to 

China, to investigate trends in tree-ring carbon 

discrimination and iWUE over the past century. They 

found both iWUE and BAI have increased with time. 

Both variables were positively correlated with 

atmospheric CO2 concentration, which findings, the 

authors say, “are consistent with other studies 

conducted on the effects of elevated CO2 on leaf 

physiological activity, which demonstrate that 

increased CO2 promotes water use efficiency.” 
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5.3.5 Future Impacts on Plants 

The productivity of the biosphere is 

increasing in large measure due to the aerial 

fertilization effect of rising atmospheric CO2. 

The benefits of CO2 enrichment will continue 

even if atmospheric CO2 rises to levels far 

beyond those forecast by the IPCC.  

 

Atmospheric CO2 enrichment is boosting biospheric 

productivity around the world, but will it continue to 

do so in coming decades and centuries? Extensive 

research has been conducted on the possible effects 

on plants of elevated CO2 levels and higher 

temperatures in the future. In Chapter 4 of Climate 

Change Reconsidered II: Biological Impacts 

(NIPCC, 2014), NIPCC presented a thorough 

literature review of the subject, finding ample support 

for its conclusion that plants will flourish if 

temperatures and CO2 levels rise in the future. The 

key findings of that chapter are summarized in Figure 

5.3.6.1. 

This section updates the literature review that 

appeared in Biological Impacts. Section 5.3.5.1 

summarizes new research (most of it published since 

2014) on the impacts of rising atmospheric CO2 

concentrations and temperatures on plants important 

for food production; Section 5.3.5.2 addresses future 

biospheric productivity; Section 5.3.5.3 addresses 

future biodiversity; Section 5.3.5.4 addresses future 

extinction; and Section 5.3.5.5 addresses future 

evolution. 
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Figure 5.3.5.1 
Key Findings: Impacts on Earth’s vegetative future 

 

 The vigor of Earth’s terrestrial biosphere has been increasing with time, revealing a great post-industrial 

revolution greening of the Earth that extends across the entire globe. Over the past 50 years global carbon 

uptake has doubled from 2.4 ± 0.8 billion tons in 1960 to 5.0 ± 0.9 billion tons in 2010. 

 The atmosphere’s rising CO2 content, which the IPCC considers to be the chief culprit behind all of its 

“reasons for concern” about the future of the biosphere, is most likely the primary cause of the observed 

greening trend. 

 The observed greening of the Earth has occurred in spite of all the many real and imagined assaults on Earth’s 

vegetation, including fires, disease, pest outbreaks, air pollution, deforestation, and climatic change. Rising 

levels of atmospheric CO2 are making the biosphere more resilient to stress even as it becomes more lush and 

productive. 

 Agricultural productivity in the United States and across the globe dramatically increased over the last three 

decades of the twentieth century, a phenomenon partly due to new cultivation techniques but also due partly 

to warmer temperatures and higher CO2 levels. 

 A future warming of the climate coupled with rising atmospheric CO2 levels will further boost global 

agricultural production and help to meet the food needs of the planet’s growing population. 

 The positive direct effects of CO2 on future crop yields are likely to dominate any hypothetical negative 

effects associated with changing weather conditions, just as they have during the twentieth and early twenty-

first centuries. 

 Plants have a demonstrated ability to adjust their physiology to accommodate a warming of both the 

magnitude and rate-of-rise typically predicted by climate models, should such a warming actually occur.  

 Evidence continues to accumulate for substantial heritable variation of ecologically important plant traits, 

including root allocation, drought tolerance, and nutrient plasticity, which suggests rapid evolution is likely to 

occur based on epigenetic variation alone. The ongoing rise in the atmosphere’s CO2 content will exert 

significant selection pressure on plants, which can be expected to improve their performance in the face of 

various environmental stressors via the process of micro-evolution. 

 As good as things currently are for world agriculture, natural selection and bioengineering could bring about 

additional beneficial effects. For example, highly CO2-responsive genotypes of a wide variety of plants could 

be selected to take advantage of their genetic ability to optimize their growth in response to projected future 

increases in the atmosphere’s CO2 content. 

 
Source: Chapter 4. “Earth’s Vegetative Future,” Climate Change Reconsidered II: Biological Impacts. 
Nongovernmental International Panel on Climate Change. Chicago, IL: The Heartland Institute, 2014. 
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5.3.5.1 Agriculture  

The beneficial effects for agriculture of rising levels 

of CO2 in the modern era were documented in detail 

in Chapter 3, Section 3.4 and earlier in this chapter in 

Section 5.2.2.3 and so do not need to be reported 

again here. But will those benefits continue? 

Agricultural species grown in elevated CO2 

environments often, but not always, at some point 

exhibit some degree of photosynthetic acclimation or 

down regulation, which is typically characterized by 

reduced rates of photosynthesis resulting from 

decreased activity and/or amount of rubisco, the 

primary plant carboxylating enzyme (Sims et al., 

1999; Gavito et al., 2000; Ulman et al., 2000). 

Ziska (1998), for example, reported that soybeans 

grown at an atmospheric CO2 concentration of 720 

ppm initially exhibited photosynthetic rates 50% 

greater than those observed in control plants grown at 

360 ppm. However, after the onset of photosynthetic 

acclimation, CO2-enriched plants displayed 

subsequent photosynthetic rates only 30% greater 

than their ambiently grown counterparts. 

Nevertheless, in nearly every reported case of CO2-

induced photosynthetic acclimation, the reduced rates 

of photosynthesis displayed by CO2-enriched plants 

are greater than those exhibited by plants growing at 

ambient CO2 concentrations 

Several studies have tried to estimate the effects 

on agriculture of temperatures and CO2 

concentrations forecast by the IPCC. Mariani (2017) 

utilized a physiological-process-based crop 

simulation model to estimate the change in food 

production under five temperature and CO2 scenarios 

for four crops (wheat, maize, rice, and soybean) that 

account for two-thirds of total global human caloric 

consumption. The scenarios were identified as 

Today, Pre-Industrial, Glacial, Future_560, and 

Future_800, which correspond to respective 

atmospheric CO2 concentrations of 400, 280, 180, 

560, and 800 ppm, and temperatures that were -1 

(Pre-Industrial), -6 (Glacial), +2 (Future_560), and 

+4 °C (Future_800) different from the Today 

scenario. The results are shown in Figure 5.3.5.1.1. 

Mariani found a return to glacial period 

conditions would reduce global production of the 

four keystone crops by 51% while a return to pre-

industrial conditions – the IPCC’s declared objective 

-- would reduce food production by 18%. Looking 

ahead, Mariani estimates a world with double the pre-

industrial level of CO2 and temperatures 2°C higher 

than today’s levels (Future_560) would witness food 

production 15% higher. A world where CO2 levels 

were even higher (800 pmm) and temperatures were 

4°C higher than today’s levels (Future_800) would 

witness food production 24% above today’s values. 

Mariani writes, “the return of temperature and 

CO2 to glacial or pre-industrial values would give rise 

to serious disadvantages for food security and should 

be as far as possible avoided, as also highlighted by 

the results of Sage and Coleman (2001) and Araus et 

al. (2003).” 

Ruiz-Vera et al. (2017) write, “with the 

continuous increase of atmospheric CO2, it is critical 

to understand the role of sink limitation in the down-

regulation of photosynthetic capacity under 

agricultural field conditions and the capacity of N 

[nitrogen] availability to mitigate it if agriculture is to 

meet future demand (Long et al., 2004; Tilman and 

Clark, 2015).” They wonder if down regulation can 

be avoided by genetically increasing plant sink size 

and providing sufficient N so as to capitalize on “the 

full potential photosynthetic benefit of rising CO2 [in] 

crops.” 

To investigate this possibility, Ruiz-Vera et al. 

designed an experiment to assess the potential of 

nitrogen fertilization to mitigate photosynthetic down 

regulation in tobacco (Nicotiana tabacum L.). The 

experiment was performed at a Free-Air CO2 

Enrichment (FACE) facility in Champaign, Illinois 

(USA) in 2015. Two tobacco cultivars of different 

sink strength were selected for study: Petit Havana 

(low sink capacity, producing small leaves) and 

Mammoth (high sink capacity, producing large 

leaves). After four weeks of initial growth in a 

greenhouse, plants of each cultivar were transplanted 

outdoors at the FACE facility where they were 

subjected in a full factorial design to two CO2 levels 

(400 or 600 ppm) and two nitrogen applications 

(normal, 150 Kg N/ha, or high, 300 Kg N/ha). Over 

the next 48 days the scientists measured gas 

exchange, plant height, specific leaf area, leaf carbon 

and nitrogen content, leaf carbohydrates, and plant 

dry weight. 

The authors report, “high sink strength resulting 

from rapid growth throughout the experiment appears 

to have prevented down-regulation in tobacco cv. 

Mammoth whereas the small stature of cv. Petite 

Havana appears to have resulted in progressive 

down-regulation.” Nevertheless, despite down-

regulation, photosynthetic uptake averaged over the 

growing season in Petit Havana was significantly 

higher (+11%) under elevated CO2 regardless of 

nitrogen treatment. Ruiz-Vera et al. also report that 

increased nitrogen “partially mitigated the down-

regulation of photosynthesis in cv. Petit Havana.” 
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Figure 5.3.5.1.1 
Percent change in the combined production of wheat, maize, rice, and soybean under five 
temperature and CO2 scenarios 

 

 
 

Columns from left to right are five climate scenarios: Glacial, 180 ppm CO2 and -6°C relative to Today; Pre-
Industrial, 280 ppm CO2 and -1°C relative to Today; Today, 400 ppm CO2; Future_560, 560 ppm CO2 and +2°C 
relative to Today; and Future_800, 800 ppm CO2 and +4°C relative to Today. Source: Mariani, 2017. 

 
 

These findings and others, according to the 

authors, “confirm that under open-air conditions of 

CO2 elevation in an agricultural field, down-

regulation can be strongly offset in germplasm with a 

high sink capacity.” Therefore, as they conclude, 

“down-regulation of photosynthetic capacity is not 

inevitable under field conditions where there is no 

limitation of rooting volume or interference with 

micro-climate if there is sufficient sink potential and 

nitrogen supply.” This suggests society can capitalize 

on the full potential photosynthetic benefit of rising 

atmospheric CO2 in crops by selecting cultivars with 

high sink capacity and/or adding supplemental 

nitrogen during the growing season. 

Gesch et al. (2002) grew rice (Oryza sativa L.) in 

controlled environment chambers receiving 

atmospheric CO2 concentrations of 350 ppm for 

about one month. Thereafter, plants were either 

maintained at 350 ppm CO2 or switched to 

atmospheric CO2 concentrations of 175 or 700 ppm 

for an additional 10 days to determine the effects of 

switching atmospheric CO2 concentrations on 

photosynthesis, growth, and enzyme function in this 

important agricultural species. 

Within 24 hours after the CO2 concentration 

switch, plants placed in air of elevated CO2 displayed 

significant increases in the activity of sucrose-

phosphate synthase, a key enzyme involved in the 

production of sucrose. Plants moved to air of sub-

ambient CO2 exhibited significant reductions in the 

activity of this enzyme. Similarly, elevated CO2 

significantly increased the activity of ADP-glucose 

pyrophosphorylase, a key regulatory enzyme in 

starch synthesis, while sub-ambient CO2 significantly 
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reduced its activity. 

Sucrose concentrations in mature source leaves 

of plants decreased following their transfer to air of 

high CO2 concentration, while sucrose concentrations 

in sink organs (stems and sheaths) increased. At one 

day post-transfer, sucrose comprised only 43% of the 

total nonstructural carbohydrates present in these 

sinks. However, at 10 days post-transfer (the end of 

the experiment), sucrose made up 73% of the total 

nonstructural carbohydrates present in stems and 

sheaths. 

Plants switched to air of elevated CO2 

concentration immediately displayed increases in 

their photosynthetic rates, while plants switched to 

sub-ambient CO2 concentrations displayed immediate 

reductions in their photosynthetic rates. At the end of 

the experiment, plants growing at 700 ppm CO2 still 

displayed photosynthetic rates 31% greater than those 

exhibited by unswitched controls, while plants 

subjected to 175 ppm CO2 displayed photosynthetic 

rates 36% less than those exhibited by the same 

control plants. Ultimately, plants switched to 

atmospheric CO2 concentrations of 700 and 175 ppm 

displayed total aboveground dry weights 54% greater 

and 18% less, respectively, than those exhibited by 

control plants maintained at 350 ppm CO2. 

The study by Gesch et al. shows that as the CO2 

content of the air rises, rice plants will likely exhibit 

increased rates of photosynthesis and carbohydrate 

production that should ultimately increase their 

biomass. The data acquired from this study suggest 

that rice plants may avoid the onset of photosynthetic 

acclimation by synthesizing and exporting sucrose 

from source leaves into sink tissues to avoid any 

photosynthetic end-product accumulation in source 

leaves. Through this mechanism, rice plants can take 

full advantage of the increasing atmospheric CO2 

concentration and stimulate their productivity and 

growth without exhibiting lower growth efficiencies 

resulting from photosynthetic acclimation. 

In summary, many peer-reviewed studies suggest 

food production will continue to increase with 

increasing atmospheric CO2 concentrations. 

Agricultural species may not necessarily exhibit 

photosynthetic acclimation, even under conditions of 

low soil nitrogen, for if a plant can maintain a 

balance between its sources and sinks for 

carbohydrates at the whole-plant level, acclimation 

should not be necessary. Because Earth’s 

atmospheric CO2 content is rising by an average of 

only 1.5 ppm per year, most plants should be able to 

adjust their relative growth rates by the small amount 

that would be needed to prevent low nitrogen-

induced acclimation from occurring or expand their 

root systems by the small amount that would be 

needed to supply the extra nitrogen required to take 

full advantage of the CO2-induced increase in leaf 

carbohydrate production. In the event a plant cannot 

initially balance its sources and sinks for 

carbohydrates at the whole-plant level, CO2-induced 

acclimation represents a beneficial secondary 

mechanism for achieving that balance, redistributing 

resources away from the plant’s photosynthetic 

machinery to strengthen sink development or 

enhance other nutrient-limiting processes. 
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5.3.5.2 Biospheric Productivity 

The vigor of Earth’s terrestrial biosphere has been 

increasing with time, revealing a great post-Industrial 

Revolution greening of the Earth that extends across 

the entire globe, a phenomenon documented in 

Section 5.3.2 (see Zhu et al., 2016; Campbell et al. 

2017; and Cheng et al., 2017). Nevertheless, it has 

been hypothesized that future greenhouse gas-

induced climate changes could turn the terrestrial 

biosphere from a net carbon sink into a net carbon 

source (Cox et al., 2000; Matthews et al., 2005). Will 

biospheric productivity continue to improve during 

the twenty-first century and beyond? 

Future biospheric productivity is difficult and 

probably impossible to predict due to our inability to 

forecast future local surface temperatures and other 

climatic conditions, poor understanding of feedbacks 

such as precipitation and cloud formation, and 

uncertainty over how much carbon is held in each of 

the four reservoirs (air, water, stone, and the 

biosphere) and the exchange rates among reservoirs. 

Different assumptions placed in the models used to 

forecast each of these variables can lead to 

dramatically different forecasts. In light of such 

uncertainty, the only scientific forecast is a 

continuation of past trends pointing to a continued 

greening of the Earth. 

The physiological mechanisms whereby warmer 

temperatures and higher levels of CO2 in the 

atmosphere lead to enhanced plant growth operate on 

a planetary scale. Research cited in the previous 

section demonstrates they are unlikely to be limited 

by photosynthetic acclimation or down-regulation. 

Computer models bear this out. Qian et al. (2010) 

analyzed the outputs of 10 models that were part of 

the Coupled Carbon Cycle Climate Model 

Intercomparison Project (C4MIP) of the International 

Geosphere-Biosphere Program and World Climate 

Research Program. All of the models, Qian et al. 

note, “used the same anthropogenic fossil fuel 

emissions from Marland et al. (2005) from the 

beginning of the industrial period until 2000 and the 

IPCC SRES A2 scenario for the 2000–2100 period.” 

The 10 models predicted a mean warming of 

5.6°C from 1901 to 2100 in the northern high 

latitudes (NHL) and, Qian et al. found, “the NHL 

will be a carbon sink of 0.3 ± 0.3 PgCyr
-1

 by 2100” 

[PgC is a petagram, one billion metric tonnes.]. They 

also state “the cumulative land organic carbon 

storage is modeled to increase by 38 ± 20 PgC over 

1901 levels, of which 17 ± 8 PgC comes from 

vegetation [a 43% increase] and 21 ± 16 PgC from 

the soil [an 8% increase],” noting “both CO2 

fertilization and warming enhance vegetation growth 

in the NHL.” 

Thus over the course of the current century, even 

the severe warming predicted by some climate 

models would likely not be a detriment to plant 

growth and productivity in the NHL. In fact, it would 

likely be a benefit, enhancing plant growth and soil 

organic carbon storage. 

Friend (2010) used the Hybrid6.5 model of 

terrestrial primary production and “the climate 

change anomalies predicted by the GISS-AOM GCM 

under the A1B emissions scenario for the 2090s 

[relative] to observed modern climate, and with 

atmospheric CO2 increased from 375.7 ppm to 720 

ppm” – a 92% increase – to calculate the changes in 

terrestrial plant production that would occur 

throughout the world in response to the projected 

climate changes alone and the projected concurrent 

changes in climate and atmospheric CO2 

concentration. 

In response to projected climate changes between 

2001–2010 and 2091–2100, Friend found net primary 

production (NPP) of the planet as a whole was 

reduced by 2.5%. When both climate and 

atmospheric CO2 concentration were changed 

concurrently, however, Friend found a mean increase 

in global NPP of 37.3%. Thus, even for the 

magnitude of warming predicted to occur by the 

models relied on by the IPCC over the remainder of 

the twenty-first century, biospheric productivity can 

be expected to increase dramatically.  

Lin et al. (2010) conducted a meta-analysis of 

pertinent data they obtained from 127 studies 

published prior to June 2009, in order to determine if 

the overall impact of a substantial increase in the air’s 

CO2 concentration on terrestrial biomass production 

would likely be positive or negative. They found for 

the totality of terrestrial plants included in their 

analysis, “warming significantly increased biomass 

by 12.3%,” while noting there was a “significantly 

greater stimulation of woody (+26.7%) than 

herbaceous species (+5.2%).” They conclude, 

“results in this and previous meta-analyses (Arft et 

al., 1999; Rustad et al., 2001; Dormann and Woodin, 

2002; Walker et al., 2006) have revealed that 

warming generally increases terrestrial plant biomass, 
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indicating enhanced terrestrial carbon uptake via 

plant growth and net primary productivity.”  

New research continues to point to a positive 

future for Earth’s terrestrial biosphere. Just one 

recent example is the discovery that seagrass 

meadows in Greenland could be emerging as a major 

carbon sink. Marbà et al. (2018) observed, “Seagrass 

meadows have been shown to rank amongst the most 

intense carbon-sink ecosystems of the biosphere with 

conservation and restoration programs aimed at 

protecting and restoring the carbon stocks and sink 

capacity lost with global seagrass decline.” While the 

loss of seagrass in tropical areas has gained global 

attention, the expansion of seagrass meadows in 

Greenland has been overlooked. Seagrass meadows 

in Greenland “appear to be expanding and increasing 

their productivity,” the authors write. “This is 

supported by the rapid growth in the contribution of 

seagrass-derived carbon to the sediment Corg pool, 

from less than 7.5% at the beginning of 1900 to 53% 

at present, observed in the studied meadows. 

Expansion and enhanced productivity of eelgrass 

meadows in the subarctic Greenland fjords examined 

here is also consistent with the on average 6.4-fold 

acceleration of Corg burial in sediments between 

1940 and present.” 

According to Marbà et al., “The expansion of 

seagrass in Greenland fjords represents a novel 

carbon sink, with limited significance at present due 

to the small size of the meadows. However, the 

potential for further expansion is huge, as the 

convoluted Greenland coastline represents about 12% 

of the global coastline.” They conclude, “whereas the 

carbon sink associated with sediments under 

Greenland eelgrass meadows is likely to be very 

modest at present, it may reach significant levels 

along the 21st century.” 

In summary, the rising vitality of Earth’s 

terrestrial biosphere observed during the twentieth 

and early twenty-first centuries by Zhu et al. (2016), 

Campbell et al. (2017), and Cheng et al. (2017) is 

very likely to continue through the twenty-first 

century and beyond. This is good news for humanity 

and for the natural world. 
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5.3.5.3 Biodiversity 

How will the ongoing rise in the air’s CO2 content 

affect the biodiversity of Earth’s many ecosystems? 

Hundreds of studies have considered that question, 

often in the course of addressing other things, 

including: 

 

 genetic variability within species (Hedhly, 2011; 

Rampino et al., 2012; Hahn et al., 2012; Oney et 

al., 2013; Thilakarathne et al., 2013; Marinciu et 

al., 2013); 

 C3 plants vs. C4 plants (Derner et al., 2003; Zeng 

et al., 2011; Hyovenen, 2011); 

 grasslands (Ramseier et al., 2005; Strengbom et 

al., 2008; Steinbeiss et al., 2008; Reich, 2009; 

Crain et al. 2012);  

 nitrogen fixers vs. non-nitrogen-fixers (Roumet et 

al., 2000; Lilley et al., 2001); and 

 weeds vs. non-weeds (Taylor and Potvin, 1997; 

Dukes, 2002). 

The research gives good reason to believe Earth’s 

increasing atmospheric CO2 concentration will be 

beneficial to biodiversity by increasing niche security 

and expanding the ranges of nearly all the planet’s 

many life forms. The historical record shows few 

cases of a negative effect of warming on diversity, 

even in cases where temperature increases were 

larger and more sudden than those forecast in coming 

centuries. 

Jaramillo et al. (2010) looked back in time to the 

Paleocene-Eocene Thermal Maximum (PETM) of 

some 56 million years ago, which they noted “was 

one of the most abrupt global warming events of the 

past 65 million years.” It was driven, as they 

described it, by “a massive release of 13C-depleted 

carbon” that led to “an approximate 5°C increase in 

mean global temperature in about 10,000 to 20,000 

years.” It was thought by many that Earth’s tropical 

ecosystems “suffered extensively because mean 

temperatures are surmised to have exceeded the 

ecosystems’ heat tolerance.” But did the ancient 

warming of the world truly constitute a major 

problem for the planet’s rainforests? 

In an attempt to answer that question, Jaramillo 

et al. analyzed pollen and spore contents and the 

stable carbon isotopic composition of organic 

materials obtained from three tropical terrestrial 

PETM sites in eastern Colombia and western 

Venezuela. Their findings revealed that the onset of 

the PETM was “concomitant with an increase in 

diversity produced by the addition of many taxa (with 

some representing new families) to the stock of 

preexisting Paleocene taxa.” They determined this 

increase in biodiversity “was permanent and not 

transient.” 

Hof et al. (2011) note recent and projected 

climate change is assumed to be exceptional because 

of its supposedly unprecedented velocity; they say 

this view has fueled the prediction that CO2-induced 

increases in surface temperatures “will have 

unprecedented effects on earth’s biodiversity,” 

primarily by driving many species to extinction. It is 

widely assumed that Earth’s plants and animals are 

unable to migrate poleward in latitude or upward in 

altitude fast enough to avoid extinction and also that 

current climate change simply outpaces evolutionary 

adaptation.  

Hof et al. present evidence demonstrating “recent 

geophysical studies challenge the view that the speed 

of current and projected climate change is 

unprecedented.” For example, they report Steffensen 

et al. (2008) showed temperatures in Greenland 

warmed by up to 4°C/year near the end of the last 

glacial period. They state this change and other rapid 

climate changes during the Quaternary (the last 

2.5 million years) did not cause a noticeable level of 

broad-scale, continent-wide extinctions of species. 

Instead, the rapid changes appeared to “primarily 

affect a few specific groups, mainly large mammals 

(Koch and Barnosky, 2006) and European trees 

(Svenning, 2003),” with the result that “few taxa 

became extinct during the Quaternary (Botkin et al., 

2007).” 

Hof et al. speculate that “species may have used 

strategies other than shifting their geographical 

distributions or changing their genetic make-up.” 

They note, for example, that “intraspecific variation 

in physiological, phenological, behavioral or 

morphological traits may have allowed species to 

cope with rapid climatic changes within their ranges 

(Davis and Shaw, 2001; Nussey et al., 2005; Skelly 

et al., 2007),” based on “preexisting genetic variation 

within and among different populations, which is an 
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important prerequisite for adaptive responses,” noting 

“both intraspecific phenotypic variability and 

individual phenotypic plasticity may allow for rapid 

adaptation without actual microevolutionary 

changes.” 

Hof et al. noted, “habitat destruction and 

fragmentation, not climate change per se, are usually 

identified as the most severe threat to biodiversity 

(Pimm and Raven, 2000; Stuart et al., 2004; Schipper 

et al., 2008).” And since “species are probably more 

resilient to climatic changes than anticipated in most 

model assessments of the effect of contemporary 

climate change on biodiversity,” addressing habitat 

destruction and fragmentation, rather than climate 

change, should take priority, since those more direct 

and obvious effects of mankind are more destructive, 

more imminent, and more easily addressed than are 

the less direct, less obvious, less destructive, less 

imminent, and less easily addressed effects of the 

burning of fossil fuels. 

Polley et al. (2012) looked for the impact of CO2 

enrichment on the composition and diversity of 

vegetation in tallgrass prairie communities. They 

hypothesized that “feedbacks from species change 

would amplify the initial CO2 stimulation of 

aboveground net primary productivity (ANPP) of 

tallgrass prairie communities.” To test that 

hypothesis, they “grew communities of perennial forb 

and C4 grass species for 5 years along a field CO2 

gradient (250–500 ppm) in central Texas (USA) on 

each of three soil types, including upland and 

lowland clay soils and a sandy soil,” measuring a 

number of plant physiological properties and 

processes, and ecosystem ANPP. 

Polley et al. found CO2 enrichment from 280 to 

480 ppm “increased community ANPP by 0–117% 

among years and soils and increased the contribution 

of the tallgrass species Sorghastrum nutans (Indian 

grass) to community ANPP on each of the three soil 

types,” noting the “CO2-induced changes in ANPP 

and Sorghastrum abundance were linked.” They 

write, “by favoring a mesic C4 tall grass, CO2 

enrichment approximately doubled the initial 

enhancement of community ANPP on two clay 

soils,” and conclude, “CO2-stimulation of grassland 

productivity may be significantly underestimated if 

feedbacks from plant community change are not 

considered.” 

Royer and Cheroff (2013) analyzed “how 

atmospheric CO2 and temperature relate to an 

angiosperm-dominated record of plant diversity,” 

based on the specific types and proportions of pollen 

found in central Colombia and western Venezuela 

that dated back to the Palaeogene and early Neogene 

(65–20 million years ago), where the knowledge of 

pollen morphospecies richness came from Jaramillo 

et al. (2006); atmospheric CO2 data came from the 

compilation of Beerling and Royer (2011), together 

with subsequent updates provided by Pagani et al. 

(2011) and Grein et al. (2011); and benthic δ
18

O data 

came from the compilation of Zachos et al. (2008). 

Royer and Cheroff report “pollen morphospecies 

richness from the neotropics of Colombia and 

Venezuela is more strongly correlated with 

atmospheric CO2 than it is with temperature.” In fact, 

“atmospheric CO2 is the only dataset that mirrors (1) 

the low richness values at the beginning (Palaeocene) 

and end (Miocene) of the time series, (2) sustained 

high values during the mid-Eocene, and (3) a short-

term spike in the late Palaeocene.” In other words, 

higher atmospheric levels of CO2 promoted plant 

diversity regardless of changes in global 

temperatures. 

The 53-member research team of Steinbauer et 

al. (2018), publishing in the journal Nature, analyzed 

a massive continent-wide dataset of repeated plant 

surveys from 302 mountain summits across Europe 

dating back to 1871 in an effort to “assess the 

temporal trajectory of mountain biodiversity 

changes.” Vegetation surveys were conducted 

predominantly on the uppermost 10 meters of 

elevation on each summit during the summer, with 

each summit being resurveyed one to six times 

between 1871 and 2016, for a total of 698 surveys 

over the period of study. Such surveys, in the words 

of the authors, were “optimal … for detecting 

changes in plant species richness over time.” 

Steinbauer et al. report there has been “a 

continent-wide acceleration in the rate of increase in 

plant species richness, with five times as much 

species enrichment between 2007 and 2016 as fifty 

years ago, between 1957 and 1966.” (See Figure 

5.3.5.3.1.) They note this trend of increasing 

biodiversity was “consistent across all [continental 

regions], with no single region showing the opposite 

pattern.” 

Despite such good news rooted in real-world 

observations, the team of researchers just could not 

bring themselves to reject the CO2-induced global 

warming-extinction hypothesis. They opine that 

“accelerating plant species richness increases are 

expected to be a transient phenomenon that hides the 

accumulation of a so-called extinction debt,” where 

“a rapid loss of alpine-nival species may occur under 

accelerated global warming.” But extensive research 
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Figure 5.3.5.3.1 
Rate of change in species richness 

 
Red line is mean, shaded grey area represents ± standard error of the mean (SEM). Source: Steinbauer et al., 
2018. 

 

on alpine ecosystems, reported earlier in Section 

5.3.2, finds no basis for such concern. 

Additional research summarized in the next two 

sections, addressing extinction and evolution, 

exposes the faulty assumptions underlying forecasts 

that climate change will reduce plant diversity. In 

summary, fear that climate change might reduce 

biodiversity is contradicted by the historical record 

and by what we know about the mechanisms 

whereby warmer temperatures and higher levels of 

CO2 in the atmosphere benefit plant life. 
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5.3.5.4 Extinction 

According to the Working Group II contribution to 

the IPCC’s Fifth Assessment Report, a “large fraction 

of both terrestrial and freshwater species faces 

increased extinction risk under projected climate 

change during and beyond the 21st century, 

especially as climate change interacts with other 

stressors, such as habitat modification, over-

exploitation, pollution, and invasive species (high 

confidence)” (IPCC 2014, pp. 14-15). Like so many 

of the IPCC’s other predictions, this one ignores 

natural variability and extensive data on plant and 

animal life that contradict it. 

The IPCC takes advantage of the public’s false 

perception that extinctions are often or only the result 

of human disturbances to the natural order. In reality, 

the vast majority of extinctions have nothing to do 

with human behavior. According to Raup (1986), 

“five extinctions stand out consistently as the largest 

and they are conventionally labeled mass extinctions. 

The five are terminal Ordovician (-440 million years 

ago), late Devonian (-365 million years ago), 

terminal or late Permian (-250 million years ago), 

terminal Triassic (-215 million years ago), and 

terminal Cretaceous (65 million years ago). The 

ranking of the five depends somewhat on database 

and metric, but the Permian event usually emerges as 

the largest, with published estimates of species kill 

ranging as high as 96 percent” (p. 1529). 

Raup warns that our knowledge of these mass 

extinctions and many smaller ones in the distant past 

relies on a database of only about 250,000 known 

fossil species, “an extremely small sample of past life 

because of the negligible probability of preservation 

and discovery of any given species” (p. 1528). 

Nevertheless, he says “up to 4 billion species of 

plants and animals are estimated to have lived at 

some time in the geologic past, most of these in the 

last 600 million years (Phaneromic time). Yet there 

are only a few million species living today. Thus, 

extinction of species has been almost as common as 

origination.” 

More recently, Jablonski (2004) observed, 

“Extinction is a fundamental part of nature – more 

than 99% of all species that ever lived are now 

extinct.” He also warns that our understanding of past 

and future extinctions is limited not only by the 

absence of fossil records observed by Raup but by 

our ignorance of how many species currently exist. 

“The most daunting obstacle to assessing and 

responding to these problems is the lack of anything 

close to a full accounting of present-day biodiversity: 

the 1.75 million known species probably represent 

less than 10% of the true inventory, and the figure is 

surely less than 1% for genetically distinct 

populations.” 

What follows the extinction of a species or a 

larger group of related species (called a “clade”)? 

Jablonski writes, “post-extinction periods are 

famously important in opening opportunities for 

once-marginal groups, for example the expansion of 

mammals after the dinosaurs’ demise.” Similarly, 

Erwin (2001) writes, “However much one may 

mourn the passing of trilobites, conodonts, 

ammonoids, richtofenid brachiopods, and even 

dinosaurs, there is no denying the profound 

evolutionary impetus mass extinctions have provided 

to the history of life. Mass extinctions create new 

evolutionary opportunities and redirect the course of 

evolution.” 

Extinctions, then, are not unnatural or objectively 

bad things: They occur constantly even in the 

absence of human action, they are as “natural” as the 

origination of species and they create opportunities 

(ecological niches) for new species or improve the 

success of other, better-adapted species. Viewed in 

this context, the IPCC’s worries about humans 

causing more extinctions seem naïve. We do not even 

know how many species currently exist; we do not 

know how the number of species driven to extinction 

by human action in the past (e.g., the dodo and 

passenger pigeon) compares to the number made 

extinct by other causes during that same period 

(perhaps thousands and possibly millions), or how 

other species may benefit from the extinction of a 

few. The IPCC itself admits “only a few recent 

species extinctions have been attributed as yet to 

climate change (high confidence)” (IPCC, 2014, p. 4) 

and even those claims have been controversial. 

The IPCC bases its forecasts of extinctions due to 

climate change on computer models, often referred to 

as bioclimatic envelope models, that rely on 
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unrealistic and invalidated assumptions about the 

ability of plants and animals to adapt to changes in 

their environment, forecasts of temperature and 

precipitation changes, and the assumption that natural 

ranges are fully occupied but for climatic reasons, 

failing to account for many different reasons such as 

disease, competition, and more. 

Focusing now on plants rather than animals (the 

possible extinction of animals is addressed in Section 

5.4), Willis and MacDonald (2011) note that 

extinction scenarios are typically derived from “a 

suite of predictive species distribution models (e.g., 

Guisan and Thuiller, 2005)” that “predict current and 

future range shifts and estimate the distances and 

rates of movement required for species to track the 

changes in climate and move into suitable new 

climate space.” They write that one of the most-cited 

studies of this type, that of Thomas et al. (2004), 

“predicts that, on the basis of mid-range climatic 

warming scenarios for 2050, up to 37% of plant 

species globally will be committed to extinction 

owing to lack of suitable climate space.”  

In contrast, Willis and MacDonald point out that 

“biotic adaptation to climate change has been 

considered much less frequently.” This phenomenon 

– sometimes referred to as evolutionary resilience – 

is “the ability of populations to persist in their current 

location and to undergo evolutionary adaptation in 

response to changing environmental conditions (Sgro 

et al., 2010).” They note this approach to the subject 

“recognizes that ongoing change is the norm in 

nature and one of the dynamic processes that 

generates and maintains biodiversity patterns and 

processes [italics added],” citing MacDonald et al. 

(2008) and Willis et al. (2009). 

Willis and MacDonald examined the effects of 

significant and rapid warming on Earth’s plants 

during several previous intervals of the planet’s 

climatic history that were as warm as, or even 

warmer than, what the IPCC typically predicts for the 

next century. These intervals included the Paleocene-

Eocene Thermal Maximum, the Eocene climatic 

optimum, the mid-Pliocene warm interval, and the 

Eemian interglacial. Their approach relies on 

empirical, data-based, reconstructions of the past – 

unlike the IPCC’s approach, which is built on 

theoretical model-based projections of the future. 

Willis and MacDonald found, “persistence and 

range shifts (migrations) seem to have been the 

predominant terrestrial biotic response (mainly of 

plants) to warmer intervals in Earth’s history,” while 

“the same responses also appear to have occurred 

during intervals of rapid climate change.” In addition, 

they note “evidence for global extinctions or 

extinctions resulting from reduction of population 

sizes on the scale predicted for the next century 

owing to loss of suitable climate space (Thomas et 

al., 2004) is not apparent.” 

Also questioning the accuracy of standard 

bioclimatic envelope models, Feurdean et al. (2012) 

note “models run at finer scales (Trivedi et al., 2008; 

Randin et al., 2009) or including representations of 

plant demography (Hickler et al., 2009) and more 

accurate dispersal capability (Engler and Guisan, 

2009) appear to predict a much smaller habitat and 

species loss in response to climate model predictions 

than do more coarse-scale models (Thomas et al., 

2004; Thuiller et al., 2005; Araujo et al., 2008).” 

Feurdean et al. analyzed seven fossil pollen 

sequences from Romania situated at different 

elevations “to examine the effects of climate change 

on community composition and biodiversity between 

15,000 and 10,500 cal. yr BP,” a period 

“characterized by large-amplitude global climate 

fluctuations occurring on decadal to millennial time 

scales (Johnsen et al., 1992; Jouzel et al., 2007).” 

They sought to understand “how repeated 

temperature changes have affected patterns of 

community composition and diversity” and identify 

“recovery processes following major disruptions of 

community structure.” 

Feurdean et al. report “community composition 

at a given time was not only the product of existing 

environmental conditions, but also the consequence 

of previous cumulative episodes of extirpation and 

recolonization.” They note “many circumpolar 

woody plants were able to survive when 

environmental conditions became unfavorable” and 

“these populations acted as sources when the climate 

became more favorable again.” That behavior, they 

write, “is in agreement with modeling results at the 

local scale, predicting the persistence of suitable 

habitats and species survival within large-grid cells in 

which they were predicted to disappear by coarse-

scale models.” 

Bocsi et al. (2016) write, “projections of habitat 

loss due to climate change assume that many species 

will be unable to tolerate climate conditions outside 

of those found within their current distributional 

ranges.” To explore whether that assumption is 

justified, they “compared the climatic conditions 

between occurrences in U.S. native vs. U.S. non-

native ranges using 144 non-invasive plant species,” 

quantifying “differences in January minimum 

temperature, July maximum temperature and annual 

precipitation as indicators of climatic tolerance.” 



 Environmental Benefits 

 
 509 

They also compared “modelled potential distributions 

throughout the U.S. based on native and total ranges 

to test how expanded climatic tolerance translates 

into predicted geographical range.” 

Bocsi et al. report that “plants’ native ranges 

strongly underestimate climatic tolerance, leading 

species distribution models to under-predict potential 

range,” further noting “the climatic tolerance of 

species with narrow native ranges appears most prone 

to underestimation.” They conclude, “many plants 

will be able to persist in situ with climate change for 

far longer than projected by species distribution 

models.” 
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5.3.5.5 Evolution 

Various researchers (e.g., Gonzalo-Turpin and 

Hazard, 2009; Steinbauer, et al., 2018) have asserted 

that alpine and other ecosystems are “threatened by 

global warming” and the many species that comprise 

them “are at risk of extinction.” Hansen (2006) has 

claimed life in alpine regions is in danger of being 

“pushed off the planet” by rising temperatures. 

Researchers have been unable to identify any 

species of plants that have been “pushed off the 

planet” in alpine regions (Walther et al., 2005; 

Kullman, 2007; Holzinger et al., 2008; Randin et al., 

2009; Erschbamer et al., 2009). Research continues 

to confirm the ability of plants (and terrestrial 

animals and marine life, discussed in Sections 5.4 

and 5.5 below) to adjust to changes in their 

environment. 

Stocklin et al. (2009) studied the highly 

structured alpine landscape in the Swiss Alps for 

evidence of evolutionary processes in four plants 

(Epilobium fleischeri, Geum reptans, Campanula 

thyrsoides, and Poa alpina), testing for whether 

genetic diversity within their populations was related 

to altitude and land use, while seeking to determine 

whether genetic differentiation among populations 

was related more to different land use or to 

geographic distances. They determined the within-

population genetic diversity of the four species was 

high and mostly not related to altitude and population 

size, while genetic differentiation among populations 

was pronounced and strongly increasing with 

distance, implying “considerable genetic drift among 

populations of alpine plants.” 

Based on their findings and the observations of 

others, Stocklin et al. note “phenotypic plasticity is 

particularly pronounced in alpine plants,” and 

“because of the high heterogeneity of the alpine 

landscape, the pronounced capacity of a single 

genotype to exhibit variable phenotypes is a clear 

advantage for the persistence and survival of alpine 

plants.” Hence, they conclude “the evolutionary 

potential to respond to global change is mostly intact 

in alpine plants, even at high altitude.”  

Ensslin and Fischer (2015) studied how plants 

respond to transplantation to different elevations on 

Mt. Kilimanjaro, Tanzania, in order to determine 

whether there is sufficient quantitative genetic 

(among-seed family) variation in and selection on 

life-history traits and their phenotypic plasticity. 

They transplanted seed families of 15 common 

tropical herbaceous species of the montane and 

savanna vegetation zones of Mt. Kilimanjaro to 

watered experimental gardens in those zones and then 

measured species performance, reproduction, and 

some phenological traits. 

They found “seed families within species 

responded differently to warming,” suggesting “some 

genotypes may persist” and “species may 

subsequently adapt to warming.” They also “found 

genetic variation in all trait means and in some trait 

plasticities to transplantation,” which is “the 

prerequisite for adaptive evolution of traits and of 

plasticities to changes in environmental conditions.” 

They also reported, “because selection on the 

measured traits did not change between gardens, it 

appears that the adaptive potential of these species 

will not be compromised by high temperatures.” 

Ensslin and Fischer conclude “evolutionary 

adaptation seems a probable scenario for most of the 

studied common species and might alleviate the 

negative responses to warming.” 
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5.4 Impact on Terrestrial Animals 

The IPCC’s forecasts of possible extinctions 

of terrestrial animals are based on computer 

models that have been falsified by data on 

temperature changes, other climatic 

conditions, and real-world changes in 

wildlife populations. 

 

The Working Group II contribution to the IPCC’s 

Fifth Assessment Report quoted in Section 5.3.6.4, 

claiming “a large fraction of both terrestrial and 

freshwater species faces increased extinction risk 

under projected climate change during and beyond 

the 21st century,” appears to be a retreat from the 

Fourth Assessment Report, wherein the IPCC 

claimed “new evidence suggests that climate-driven 

extinctions and range retractions are already 

widespread” and the “projected impacts on 

biodiversity are significant and of key relevance, 

since global losses in biodiversity are irreversible 

(very high confidence)” (IPCC, 2007). Unfortunately, 

the IPCC has not retreated far enough to catch up to 

the truth. 

Before undertaking a survey of the literature on 

increasing surface temperatures and terrestrial 

animals, it is necessary to acknowledge that virtually 

all studies alleging to find a negative effect are based 

on the IPCC’s climate models, which are known to 

exaggerate the likely warming, frequency of extreme 

weather, and other possibly harmful climatic 

conditions in the twenty-first century and beyond. 

The IPCC’s forecasts were rigorously critiqued in 

Chapter 2 citing many sources (e.g., Diffenbaugh et 

al., 2008; Armstrong et al., 2008; Sardeshmukh et 

al., 2015; Landsea, 2015; Burn and Palmer, 2015; 

Camargo and Wing, 2016; Stapleton et al., 2016; 

Crockford, 2016, 2017; Christy, 2017; and Sutton et 

al., 2018). A previous volume in the Climate Change 

Reconsidered was devoted to debunking the IPCC’s 

physical science findings (NIPCC, 2013). The 

significance of this cannot be stressed enough: 

Virtually all predictions of future extinctions due to 

climate change are invalid because researchers 

assume too much warming, droughts, extreme 

weather, and other kinds of climate change. 

Section 5.4.1 presents some of the extensive 

research showing terrestrial animals have the ability 

to adapt to changes in climate as great as or even 

greater than those forecast by the IPCC. Section 5.4.2 

looks at the most probable future impact of climate 

change on terrestrial animals. Although there likely 

will be some changes in terrestrial animal population 

dynamics, few if any will be driven even close to 

extinction. Real-world data indicate warmer 

temperatures and higher atmospheric CO2 

concentrations will be highly beneficial, favoring a 

proliferation of species. 

A chapter of a previous volume in the Climate 

Change Reconsidered series, Chapter 5 of Climate 

Change Reconsidered II: Biological Impacts 

(NIPCC, 2014), reviewed and analyzed IPCC-based 

species extinction claims, highlighting many of the 

problems inherent in the models on which such 

claims are based. The model projections were then 

evaluated against real-world observations of various 

animal species and their response to what the IPCC 

has called the unprecedented rise in atmospheric CO2 

and temperature of the twentieth and twenty-first 

centuries. NIPCC’s key findings regarding terrestrial 

animals appear in Figure 5.4.1. 

 

 
 

Figure 5.4.1 
Key Findings: Impacts on terrestrial animals 
 

 The IPCC’s forecast of future species extinction relies on a narrow review of the literature that is highly 

selective and based almost entirely on model projections as opposed to real-world observations; the latter 

often contradict the former. 
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 Numerous shortcomings are inherent in the models utilized in predicting the impact of climate on the health 

and distributions of animal species. Assumptions and limitations make them unreliable. 

 Research suggests amphibian populations will suffer little, if any, harm from rising surface temperatures and 

CO2 levels in the atmosphere and they may even benefit. 

 Although some changes in bird populations and their habitat areas have been documented in the literature, 

linking such changes to climate change remains elusive. Also, when there have been changes, they often are 

positive, as many species have adapted and are thriving in response to rising temperatures of the modern era. 

 Polar bears have survived historic changes in climate that have exceeded those of the twentieth century or are 

forecast by computer models to occur in the future. In addition, some populations of polar bears appear to be 

stable despite rising temperatures and summer sea ice declines. The biggest threat they face is not from 

climate change but hunting by humans, which historically has taken a huge toll on polar bear populations. 

 The net effect of climate change on the spread of parasitic and vector-borne diseases is complex and at this 

time appears difficult to predict. Rising temperatures increase the mortality rates as well as the development 

rates of many parasites of veterinary importance and temperature is only one of many variables that influence 

the range of viruses and other sources of diseases. 

 Existing published research indicates rising temperatures likely will not increase and may decrease plant 

damage from leaf-eating herbivores, as rising atmospheric CO2 boosts the production of certain defensive 

compounds in plants that are detrimental to animal pests. 

 Empirical data on many other animal species, including butterflies, other insects, reptiles, and mammals, 

indicate warmer temperatures and higher CO2 levels in the atmosphere tend to foster the expansion and 

proliferation of animal habitats, ranges, and populations, or otherwise have no observable impacts one way or 

the other. 

 Multiple lines of evidence indicate animal species are adapting and in some cases evolving to cope with 

climate change of the modern era. 

 
Source: Chapter 5. “Terrestrial Animals,” Climate Change Reconsidered II: Biological Impacts. Nongovernmental 
International Panel on Climate Change. Chicago, IL: The Heartland Institute, 2014. 
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5.4.1 Evidence of Ability to Adapt 

Animal species are capable of migrating, 

evolving, and otherwise adapting to changes 

in climate that are much greater and more 

sudden than what is likely to result from the 

human impact on the global climate. 

 

Even assuming its climate models were unbiased and 

reasonably accurate, the IPCC’s forecast of future 

animal extinctions still would not be reliable because 

it depends on species distribution models based on 

assumptions about the immobility of species that are 

contradicted by real-world observations. The failure 

of those models with respect to plants was 

documented in Section 5.3.6.4 above. Here we turn to 

the adaptability of Earth’s terrestrial animals, while 

Section 5.5.1 will consider the adaptability of aquatic 

life. 

The IPCC improperly characterizes the adaptive 

responses (e.g., range shifts, phenotypic or genetic 

adaptations) of many species as supporting their 

model-based extinction claims, when in reality such 

adaptive responses provide evidence of species 

resilience. The “climate envelope” approach used to 

predict shifts in the ranges of Earth’s many animal 

species – and sometimes their extinction – fails to 

accurately describe the way real animals respond to 

climate change in the real world. 

Behavioral plasticity (the ability of a species to 

alter its behavior), developmental plasticity (changes 

in the timing of events in a species’ development), 

migration, and evolutionary adaptation are 

mechanisms by which living organisms will 

successfully confront the challenges that may be 

presented to them by rising surface temperatures, as 

the recent research summarized in Sections 5.4.1.1 

through 5.4.1.4 shows. 

 

 

5.4.1.1 Amphibians 

Li et al. (2013) synthesized the research literature on 

the influence of global climate change on 

amphibians. They report, “evidence is lacking on 

poleward shifts in amphibian distributions and on 

changes in body sizes and morphologies of 

amphibians in response to climate change.” They also 

note “we have limited information on amphibian 

thermal tolerances, thermal preferences, dehydration 

breaths, opportunity costs of water conserving 

behaviors and actual temperature and moisture ranges 

amphibians experience.” And even when the 

information is available, they say, “there remains 

little evidence that climate change is acutely lethal to 

amphibians.” They conclude, “we must remember 

that climate change will likely have both positive and 

negative effects on amphibians and that geographic 

regions will vary in terms of both the severity of and 

species sensitivities to climate change.”  

http://climatechangereconsidered.org/climate-change-reconsidered-ii-physical-science/
http://f1a.fa0.myftpupload.com/climate-change-reconsidered-ii-biological-impacts/
http://f1a.fa0.myftpupload.com/climate-change-reconsidered-ii-biological-impacts/
https://www.nature.com/articles/d41586-018-06631-7
https://www.nature.com/articles/d41586-018-06631-7
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Lindstrom et al. (2013) describe how species 

move into regions where they historically have not 

been present – called an “invasion front” in biology. 

They note the biology of species populations at an 

invasion front “differs from that of populations 

within the range core, because novel evolutionary 

and ecological processes come into play …” Seeking 

to determine how individual members of a given 

species disperse at an invasion front, they analyzed 

an extensive dataset they derived by radio-tracking 

invasive cane toads (Rhinella marina) over the first 

eight years following their arrival at a site in tropical 

Australia. 

Lindstrom et al. found “pioneer toads spent 

longer periods in dispersive mode and displayed 

longer, more directed movements while they were in 

dispersive mode.” They discovered “overall 

displacement per year was more than twice as far for 

toads at the invasion front compared with those 

tracked a few years later at the same site.” 

Lindstrom et al. concluded “studies on 

established populations (or even those a few years 

post-establishment) thus may massively 

underestimate dispersal rates at the leading edge of 

an expanding population.” They note that “this, in 

turn, will cause us to under-predict the rates at which 

native taxa can expand into newly available habitat 

under climate change.” 

Orizaola and Laurila (2016) note some organisms 

can respond to changing environmental conditions 

“through migration, plasticity and/or genetic 

adaptation,” while others, “due to habitat 

fragmentation and low dispersal capacities, … must 

respond to environmental change in situ,” citing 

Chevin et al. (2010). They “examined variation in 

developmental plasticity to changing temperature in 

the pool frog (Pelophylax lessonae) across its 

distribution by studying populations from central 

areas (Poland), edge populations (Latvia) and 

northern marginal populations (Sweden).” 

Orizaola and Laurila report, “plasticity in larval 

life-history traits was highest at the northern range 

margin,” where when reared at induced high 

temperatures, “larvae from marginal populations 

shortened larval period and increased growth rate 

more than larvae from central and edge populations.” 

They write that “the detection of high levels of 

developmental plasticity in isolated marginal 

populations suggests that they may be better able to 

respond to the temperature regimes expected under 

climate change than often predicted, reflecting the 

need to incorporate geographic variation in life-

history traits into models forecasting responses to 

environmental change.”  
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5.4.1.2 Birds 

Smit et al. (2013) investigated the effects of air 

temperature on body temperature and the behavior of 

the White-browed Sparrow-Weaver (Plocepasser 

mahali) at two sites 100 kilometers apart in the 

southern Kalahari Desert of South Africa, over two 

consecutive summer seasons. Among other things, 

they found a relatively large variation in body 

temperature both within and between conspecific 

populations, which suggested to them that “an arid-

zone passerine responds differently to prevailing 

weather conditions in two locations over its range 

and that it also responds to seasonal changes in 

weather conditions” – which further suggests “a 

species’ current range may not be an accurate 

representation of its climatic tolerance.” 

“Taken together with the data of Glanville et al. 

(2012),” Smit et al. write, this result “suggests that 

the thermal physiology of endotherms [warm-

blooded animals] is far more flexible than previously 

thought and could potentially contribute to the 

adaptation of populations under changing climatic 

conditions,” citing Boyles et al. (2011),” so that 

“when predicting species’ responses to climate 

change, their sensitivity (sensu Williams et al., 2008) 

should be resolved at the population, rather than 

species, level.” 
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Atkinson et al. (2013) note “Hawaiian 

honeycreepers are particularly susceptible to avian 

malaria and have survived into this century largely 

because of persistence of high elevation refugia on 

Kaua’I, Maui and Hawai’I Islands, where 

transmission is limited by cool temperatures.” 

Because the long-term stability of these refugia could 

be threatened by future warming and “since cost 

effective and practical methods of vector control in 

many of these remote, rugged areas are lacking, 

adaptation through processes of natural selection may 

be the best long-term hope for recovery of many of 

these species.” In a study devised to explore this 

possibility, Atkinson et al. discovered and 

documented what they describe as the “emergence of 

tolerance rather than resistance to avian malaria in a 

recent rapidly-expanding low-elevation population of 

Hawai’I ‘Amakihi (Hemignathus virens) on the 

island of Hawai’i.” 

Atkinson et al. determined “experimentally 

infected low-elevation birds had lower mortality, 

lower reticulocyte counts during recovery from acute 

infection, lower weight loss, and no declines in food 

consumption relative to experimentally infected high 

elevation Hawai’I ‘Amakihi in spite of similar 

intensities of infection.” They state that the 

“emergence of this population provides an 

exceptional opportunity for determining 

physiological mechanisms and genetic markers 

associated with malaria tolerance that can be used to 

evaluate whether other, more threatened species have 

the capacity to adapt to this disease.” Their finding 

“opens the possibility that other native honeycreepers 

may also be able to adapt to this disease through 

processes of natural selection.” 

Thompson et al. (2015) investigated the effects 

of a 4°C increase in ambient temperature – similar to 

that typically predicted for southern Africa by the 

year 2080 – on certain physiological variables of 10- 

to 12-gram Cape white-eye Zosterops virens, a 

passerine bird species endemic to South Africa. The 

scientists report “there was no significant difference 

in resting metabolism, body mass and intraperitoneal 

body temperature between birds housed indoors at 

4°C above outside ambient temperature and those 

housed indoors at outside ambient temperature.” 

They conclude, “the physiological flexibility of Cape 

white-eyes will aid them in coping with the 4°C 

increase [in air temperature] predicted for their range 

by 2080.” 

Nilsson et al. (2016) write that in a warming 

world, many “organisms in hot environments will not 

be able to passively dissipate metabolically generated 

heat,” noting they will have to revert to evaporative 

cooling, which is “energetically expensive and 

promotes excessive water loss.” They explored “the 

use of hyperthermia in wild birds captured during the 

hot and dry season in central Nigeria,” revealing the 

presence of “pronounced hyperthermia in several 

species with the highest body temperatures close to 

predicted lethal levels.” They also found “birds let 

their body temperature increase in direct relation to 

ambient temperatures, increasing body temperature 

by 0.22°C for each degree of increased ambient 

temperature.” They also note that “to offset the costs 

of thermoregulation in ambient temperatures above 

the upper critical temperature, birds are willing to let 

their body temperatures increase by up to 5°C above 

normal temperatures.” Nilsson et al. state “this 

flexibility in body temperatures may make birds well 

adapted to meet future global increases in ambient 

temperature,” citing the similar prior conclusions of 

Khaliq et al. (2014) and Thompson et al. (2015). 

Gladalski et al. (2016) investigated the response 

of Great Tits (Parus major) and Blue Tits (Cyanistes 

caeruleus) to an extreme variation in spring 

temperature that occurred in central Poland between 

2013 and 2014; the spring of 2013 was the coldest in 

40 years, whereas the spring of 2014 was the 

warmest in 40 years. They gathered data from two 

habitats (an urban parkland and a deciduous forest) in 

Lódź (central Poland), part of an ongoing long-term 

study into the “breeding biology of hole-nesting birds 

occupying nestboxes.” By comparing their 

observations from the two spring temperature 

extremes, the authors observed the effects of extreme 

thermal conditions on the plasticity of breeding 

phenology and double broodedness of both bird 

species. They report, “extremely low spring 

temperatures in 2013 (coldest spring in 40 years) 

resulted in birds laying [eggs] unusually late,” and 

this phenomenon “was followed in 2014 by the 

earliest breeding season on record (warmest spring in 

40 years).” 

Gladalski et al. also found “the breeding date of 

Great Tits and Blue Tits turned out to be a flexible 

trait” and that “populations of both tit species may 

tune their egg-laying dates to diverse weather 

conditions by about 3 weeks,” while in some cases 

they have both early and late clutches. They conclude 

“such a buffer of plasticity may be sufficient for Blue 

Tits and Great Tits to adjust the timing of breeding to 

the upcoming climate changes.” 

Vengerov (2017) evaluated “changes in the 

phenology of breeding and reproductive output of the 

Song Thrush (Turdus philomelos) under conditions of 
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increase in spring air temperature,” examining 

reproductive data collected at the Voronezh Nature 

Reserve every four or five days over the period 

1987–1990 and 2008–2012. A total of 459 nests were 

observed over the nine years of study, during which 

time there was a statistically significant increase in 

spring temperatures. 

Vengerov determined higher temperatures lead to 

an “earlier arrival of the birds from wintering 

grounds,” “earlier and more synchronous breeding of 

the majority of nesting pairs,” “an increase in clutch 

size,” a higher proportion of pairs producing two 

broods per season, and a reduction in “predation 

pressure on bird nests … which markedly improves 

reproductive success.” Vengerov writes, “climate 

warming is conducive to increasing breeding 

productivity of the Song Thrush population as a 

whole.” 
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5.4.1.3 Mammals 

Coulson et al. (2011) write, “environmental change 

has been observed to generate simultaneous 

responses in population dynamics, life history, gene 

frequencies, and morphology in a number of 

species.” They studied these adaptive responses in 

Yellowstone Park wolves, using “survival and 

reproductive success data, body weights, and 

genotype at the K locus (CBD103, a β-defensin gene 

that has two alleles and determines coat color), which 

were collected from 280 radio-collared wolves living 

in the park between 1998 and 2009.” They noted 

“body weight and genotype at the K locus vary across 

U.S. wolf populations” and that both traits influence 

fitness, citing the studies of Schmitz and Kolenosky 

(1985), Anderson et al. (2009), and MacNulty et al. 

(2009). 

Coulson et al. say their results “reveal that, for 

Yellowstone wolves, (i) environmental change will 

inevitably generate eco-evolutionary responses; (ii) 

change in the mean environment will have more 

profound population consequences than changes in 

the environmental variance; and (iii) environmental 

change affecting different functions can generate 

contrasting eco-evolutionary dynamics,” which 

suggests that “accurate prediction of the 

consequences of environmental change will probably 

prove elusive.” 

Maldonado-Chaparro et al. (2015) “aimed to 

characterize patterns of phenotypic change in 

morphological (body mass), life-history (reproductive 

success and litter size), and social (embeddedness) 

traits of female yellow-bellied marmots (Marmota 
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flaviventris) in response to climatic and social 

variation.” They used data collected over a period of 

36 years on a population in Colorado, using “mixed 

effect models to explore phenotypically plastic 

responses” while testing for individual variations in 

mean trait values and plasticity. 

Maldonado-Chaparro et al. report “all examined 

traits were plastic and the population’s average 

plastic response often differed between spatially 

distinct colonies that varied systematically in timing 

of snowmelt, among age classes and between females 

with different previous reproductive experiences.” In 

addition, they detected “individual differences in 

June mass and pup mass plasticity,” all of which led 

them to conclude that in the case of yellow-bellied 

marmots, “plasticity plays a key role buffering the 

effects of continuous changes in environmental 

conditions.” 

Smith and Nagy (2015) note American pikas 

(Ochotona princeps) “have been characterized as an 

indicator species for the effects of global warming on 

animal populations,” citing the works of Smith et al. 

(2004), Beever and Wilkening (2011), and Ray et al. 

(2012). They investigated the resilience of a pika 

metapopulation residing near Bodie, California that 

was exposed to several decades of natural warming, 

testing for a relationship between pika extinctions/ 

recolonizations and chronic/acute temperature 

warming. 

With respect to chronic temperature warming, 

Smith and Nagy report that despite a relatively high 

rate of patch (islands of pika-suitable habitat) 

turnover across the study location, there was “a near 

balance” of pika patch extinctions and 

recolonizations during the past four decades. 

Statistical analyses performed on the patch turnover 

and historic temperature data revealed there was “no 

evidence that warming temperatures have directly 

and negatively affected pika persistence at Bodie.” 

The only significant correlation they found among 

the two parameters occurred between mean 

maximum August temperature and the number of 

pika recolonizations the following year, which 

correlation was positive, indicating higher August 

temperatures led to a greater rate of pika 

recolonization the next year, “in the opposite 

direction of the expectation that climate stress 

inhibits recolonizations.” 

With respect to acute temperature warming, 

defined as the number of hot summer days exceeding 

a temperature threshold of 25°C or 28°C (77°F or 

82.4°F), Smith and Nagy write, “neither warm 

chronic nor acute temperatures increased the 

frequency of extinctions of populations on patches 

and relatively cooler chronic or acute temperatures 

did not lead to an increase in the frequency of 

recolonization events.”  

Varner et al. (2016) also studied American pikas 

(Ochotona princeps), these populations living in two 

habitat ranges in Oregon. One range comprised an 

elevation, landscape, and climate typical of the 

American pika’s range, while the other was situated 

within an atypical low-elevation landscape and 

climate that “appears to be unsuitable [as a pika 

habitat], based on the species’ previously described 

thermal niche.” The researchers sought to quantify 

behavioral differences among the two populations, 

including differences pertaining to foraging and 

territorial behaviors. They collected 417 observer-

hours of behavioral data in July 2011, 2012, and 

2013, during which they made 5,250 pika detections. 

Varner et al. report there were “substantial 

differences” in behavior between pika populations at 

the two habitats. They noted “low-elevation pikas do 

not invest as much time or energy in caching food for 

winter” and were more likely to spend time in 

forested areas off the open talus landscape around 

midday than pikas living at higher elevations. Pikas 

in the lower elevation and warmer habitat had smaller 

home range sizes compared to those at the higher 

elevation site. 

Varner et al. write their findings “indicate that 

behavioral plasticity likely allows pikas to 

accommodate atypical conditions in this low-

elevation habitat and that they may rely on critical 

habitat factors such as suitable microclimate refugia 

to behaviorally thermoregulate.” They conclude, 

“these results suggest that behavioral adjustments are 

one important mechanism by which pikas can persist 

outside of their previously appreciated dietary and 

thermal niches.” 

Loe et al. (2016) analyzed “responses in space 

use to rain-on-snow and icing events and their fitness 

correlates, in wild reindeer in high-Arctic Svalbard.” 

This work revealed that “range displacement among 

GPS-collared females occurred mainly in icy winters 

to areas with less ice, lower over-winter body mass 

loss, lower mortality rate, and higher subsequent 

fecundity, than the departure area.” The researchers 

say their study provides “rare empirical evidence that 

mammals may buffer negative effects of climate 

change and extreme weather events by adjusting 

behavior in highly stochastic environments.” They 

conclude, “under global warming, behavioral 

buffering may be important for the long-term 

population persistence in mobile species with long 
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generation time and therefore limited ability for rapid 

evolutionary adaptation.” 
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5.4.1.4 Reptiles 

Logan et al. (2014) say “tropical ectotherms [cold-

blooded animals] are thought to be especially 

vulnerable to climate change because they are 

adapted to relatively stable temperature regimes, such 

that even small increases in environmental 

temperature may lead to large decreases in 

physiological performance.” Nevertheless, they 

hypothesize that tropical organisms may mitigate the 

detrimental effects of warming through evolutionary 

change in thermal physiology. 

To determine whether and how thermal 

physiology is subject to natural selection, Logan et 

al. “measured survival as a function of the thermal 

sensitivity of sprint speed in two populations of 

Anolis sagrei lizards from the Bahamas,” quantifying 

the relationship between thermal performance and 

survival of 85 males from a non-manipulated 

population in order “to test whether a simulated 

change in thermal environment would increase or 

otherwise alter selection on thermal performance.” 

They repeated the test on a population of 80 males 

they transplanted from an interior forested habitat to 

a warmer, more thermally variable site. 

Logan et al. report, “when we simulated a rapid 

change in the thermal environment by transplanting a 

population of lizards to a warmer and more thermally 

variable habitat, we observed strong natural selection 

on thermal physiology,” which implies “rapid climate 

change may result in directional selection on thermal 

physiology, even in species whose thermoregulatory 

behaviors are thought to shelter them from natural 

selection.” They warn “evolutionary change will not 

occur unless thermal performance traits are 

heritable,” but ultimately conclude, “even if the 

amount of warming expected through the end of the 

century occurred during a single breeding season, this 

species could hypothetically compensate for as much 

as 30% of that environmental change through 

evolutionary adaptation alone.”  

“[B]iologists have increasingly recognized that 

evolutionary change can occur rapidly,” Stuart et al. 

(2014) confirm, and therefore “real-time studies of 

evolution can be used to test classic evolutionary 

hypotheses,” one of which is that “negative 

interactions between closely related species can drive 

phenotypic divergence.” They say “an opportunity to 

study such real-time divergence between negatively 

interacting species has been provided by the recent 

invasion of the Cuban brown anole lizard, Anolis 

sagrei, into the southeastern United States, where 

Anolis carolinensis is the sole native anole.” There, 
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they studied “the eco-evolutionary consequences of 

this interaction.” 

Stuart et al. report, “on small islands in Florida, 

we found that the lizard Anolis carolinensis moved to 

higher perches following invasion by Anolis sagrei 

and, in response, adaptively evolved larger toepads 

after only 20 generations,” illustrating that 

“interspecific interactions between closely related 

species can drive evolutionary change on observable 

time scales.” 

Barrows and Fisher (2014) studied congeneric 

lizards in southern California, noting “species and 

species assemblages extant today survived multiple 

past climate shifts throughout the Pleistocene.” One 

potential mechanism for their survival could have 

been behavioral adaptation, whereby the lizards 

shuttle between sun and shade to maintain a preferred 

body temperature (Tb) that is independent of ambient 

temperature, as described by Dawson (1967). More 

recently, Lopez-Alcaide et al. (2014) discovered 

“Sceloporus adleri can alter its thermoregulatory 

behavior to maintain its preferred Tb for key 

physiological processes when environmental 

temperatures were increased by 6°C.”  

Barrows and Fisher (2014) constructed a set of 

habitat suitability models (HSMs) for an assemblage 

of four sympatric species of lizards within the genus 

Sceloporus – S. magister, S. occidentalis, S. 

vandenburgianus, and S. orcutti – in order to predict 

their distributions under three climate conditions: the 

last glacial maximum of ca 20 kya, the present, and 

the end of the current century as foreseen by the 

IPCC (2013). They say their results suggest the 

elevational heterogeneity of the landscape they 

studied “provided suitable habitat for these species 

throughout a past cold climate extreme and will 

likely continue to do so under predicted future 

warming.” 

Llewelyn et al. (2016) tested for intraspecific 

variation in climate-relevant traits in the rainforest 

sunskink (Lampropholis coggeri). They tested for 

four traits that are potentially important in 

determining a lizard species’ climate sensitivity: 

critical thermal minimum, critical thermal maximum, 

thermal optimum for sprinting, and desiccation rate. 

Working in the Wet Tropics Bioregion of Australia, 

the researchers studied 12 populations of L. coggeri. 

They found “substantial variation both through time 

and across space in the measured traits,” which the 

authors say suggests the lizards possess both “strong 

plasticity and substantial geographic variation.” They 

conclude that if physiological variability similar to 

that observed in rainforest sunskinks occurs in 

tropical rainforest species more generally, “these 

several taxa may not be as climatically specialized” 

and therefore “not as vulnerable to climate change, as 

previously thought.” 
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5.4.2 Future Impacts on Terrestrial Animals 

Although there likely will be some changes in 

terrestrial animal population dynamics, few 

if any will be driven even close to extinction.  

 

As noted in the introduction to Section 5.4, the 

IPCC’s climate model simulations bear no 

resemblance to real-world observations of global 

warmth and the simulations are diverging further 



 Climate Change Reconsidered II: Fossil Fuels 

 
520 

from reality over time (Green and Armstrong, 2014; 

Christy, 2017). Given that the IPCC’s species-

modeling research relies almost exclusively on those 

failed climate models, it comes as little surprise that 

its species extinction predictions are also failing. 

Hundreds of studies, including those summarized 

here, have concluded that although there likely will 

be some changes in terrestrial animal population 

dynamics, few if any will be driven even close to 

extinction. Real-world data indicate warmer 

temperatures and higher atmospheric CO2 

concentrations will be beneficial, favoring a 

maintenance or even proliferation of species. 

Anchukaitis and Evans (2010) write, “widespread 

amphibian extinctions in the mountains of the 

American tropics have been blamed on the 

interaction of anthropogenic climate change and a 

lethal pathogen,” but they note that “limited 

meteorological records make it difficult to conclude 

whether current climate conditions at these sites are 

actually exceptional in the context of natural 

variability,” challenging the contention that modern 

warming was the primary culprit in the demise of the 

Monteverde golden toad (Bufo periglenes). 

Anchukaitis and Evans developed annual proxy 

records of hydroclimatic variability over the past 

century within the Monteverde Cloud Forest of Costa 

Rica, based on measurements of the stable oxygen 

isotope ratio (δ
18

O) made on trees lacking annual 

rings, as described in the papers of Evans and Schrag 

(2004) and Anchukaitis et al. (2008). Their work led 

them to conclude “the extinction of the Monteverde 

golden toad appears to have coincided with an 

exceptionally dry interval caused by the 1986–1987 

El Niño event.” They say their analysis suggests “the 

cause of the specific and well-documented extinction 

of the Monteverde golden toad was the combination 

of the abnormally strong ENSO-forced dryness and 

the lethality of the introduced chytrid fungus, but was 

not directly mediated by anthropogenic temperature 

trends, a finding from paleoclimatology that is in 

agreement with statistical reanalysis (Rohr et al., 

2008; Lips et al., 2008) of the ‘climate-linked 

epidemic hypothesis’.” 

Willis et al. (2010) considered the IPCC’s (IPCC, 

2007a) contentions that “global temperatures will 

increase by 2–4°C and possibly beyond, sea levels 

will rise (~1 m ± 0.5 m), and atmospheric CO2 will 

increase by up to 1000 ppm.” They note it is “widely 

suggested that the magnitude and rate of these 

changes will result in many plants and animals going 

extinct,” citing studies that suggest “within the next 

century, over 35% of some biota will have gone 

extinct (Thomas et al., 2004; IPCC, 2007b) and there 

will be extensive die-back of the tropical rainforest 

due to climate change (e.g. Huntingford et al., 

2008).” 

Willis et al. go on to note some biologists and 

climatologists have pointed out “many of the 

predicted increases in climate have happened before, 

in terms of both magnitude and rate of change (e.g. 

Royer, 2008; Zachos et al., 2008), and yet biotic 

communities have remained remarkably resilient 

(Mayle and Power, 2008) and in some cases thrived 

(Svenning and Condit, 2008).” They report that those 

who mention such things are often “placed in the 

‘climate-change denier’ category,” although the 

purpose for pointing out these facts is simply to 

present “a sound scientific basis for understanding 

biotic responses to the magnitudes and rates of 

climate change predicted for the future through using 

the vast data resource that we can exploit in fossil 

records.” 

Willis et al. focus on “intervals in time in the 

fossil record when atmospheric CO2 concentrations 

increased up to 1200 ppm, temperatures in mid- to 

high-latitudes increased by greater than 4°C within 

60 years, and sea levels rose by up to 3 m higher than 

present,” describing studies of past biotic responses 

that indicate “the scale and impact of the magnitude 

and rate of such climate changes on biodiversity.” 

What emerges from those studies, they write, “is 

evidence for rapid community turnover, migrations, 

development of novel ecosystems and thresholds 

from one stable ecosystem state to another.” And, 

most importantly, they report “there is very little 

evidence for broad-scale extinctions due to a 

warming world.” They conclude, “based on such 

evidence we urge some caution in assuming broad-

scale extinctions of species will occur due solely to 

climate changes of the magnitude and rate predicted 

for the next century,” reiterating that “the fossil 

record indicates remarkable biotic resilience to wide 

amplitude fluctuations in climate.” 

Mergeay and Santamaria (2012) introduce nine 

papers in a special issue of Evolutionary 

Applications, all of which were based on 

contributions to a meeting on Evolution and 

Biodiversity held in Mallorca, Spain (April 12–15, 

2010) and a preparatory e-conference. Shine (2012) 

opens the special issue by “showing how evolution 

can rapidly modify ecologically relevant traits in 

invading as well as native species.” Bijlsma and 

Loeschcke (2012) then “tackle the interaction of drift, 

inbreeding and environmental stress,” while 

Angeloni et al. (2012) “provide a conceptual tool-box 
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for genomic research in conservation biology and 

highlight some of its possibilities for the mechanistic 

study of functional variation, adaptation and 

inbreeding.” 

Van Dyck (2012) shows “an organism’s 

perception of its environment is subject to selection, a 

mechanism that could reduce the initial impact of 

environmental degradation or alleviate it over the 

longer run.” Urban et al. (2012) contend “certain 

consequences of global change can only be accounted 

for by interactions between ecological and 

evolutionary processes,” and Lemaire et al. (2012) 

highlight “the important role of evolution in predator-

prey interactions.” 

Focusing on eco-evolutionary interactions, 

Palkovacs et al. (2012) “review studies on 

phenotypic change in response to human activities” 

and “show that phenotypic change can sometimes 

cascade across populations, communities and even 

entire ecosystems,” while Bonduriansky et al. (2012) 

examine “non-genetic inheritance and its role in 

adaptation,” dissecting “the diversity of epigenetic 

and other transgenerational effects.” Finally, 

Santamaria and Mendez (2012) “build on the 

information reviewed in all previous papers to 

identify recent advances in evolutionary knowledge 

of particular importance to improve or complement 

current biodiversity policy.” 

“Overall,” Mergeay and Santamaria conclude, 

“these nine papers offer compelling evidence for the 

role of evolutionary processes in the maintenance of 

biodiversity and the adaptation to global change.” 

In summary, terrestrial animals are able to adapt 

to climate change occurring on scales that surpass 

those forecast even by the IPCC. Claims to the 

contrary invariably rely on the IPCC’s flawed 

forecasts of future climate conditions and species 

survival models that overlook or ignore the 

documented real-world responses to change by many 

species. Climate change is not a threat to terrestrial 

animals and its impact on wildlife is not a cost. 

History suggests it may even be a benefit. 
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5.5. Impact on Aquatic Life 

The IPCC’s forecasts of dire consequences 

for life in the world’s oceans rely on falsified 

computer models and are contradicted by 

real-world observations. 

  

The Working Group I contribution to the IPCC’s 

Fifth Assessment Report (IPCC, 2013) warns that 

rising atmospheric CO2 concentrations will harm 

aquatic life via changes in ocean temperature/heat 

content, salinity, and pH balance. That warning is 

based on the climate-model-driven claim that human 

emissions of CO2 will cause Earth to warm 

unnaturally. 

As noted in the introduction to this section, the 

IPCC’s climate model simulations bear no 

resemblance to real-world observations of global 

warmth and the simulations are diverging further 

from reality over time (Green and Armstrong, 2014; 

Christy, 2017). Therefore, the assumptions about 

temperature, precipitation, weather, and other climate 

factors typically fed into the models used to forecast 

the impact of climate change on marine life are 

invalid, invalidating the models outputs.  

Several researchers have specifically noted the 

sensitivity of ocean warming projections to 

“temperature biases associated with differing 

instrumentation” (Gouretski and Koltermann, 2007) 

and data-processing methods (Carson and Harrison, 

2008). Lyman et al. (2006) point out that ocean 

temperature is highly variable and “this variability is 

not adequately simulated in the current generation of 

coupled climate models used to study the impact of 

anthropogenic influences on climate,” which “may 

complicate detection and attribution of human-

induced climate influences.”  

Natural variability is also the rule and not the 

exception regarding ocean pH levels. Liu et al. 

(2009) studied 18 samples of fossil and modern 

Porites corals recovered from the South China Sea, 

employing 
14

C dating and positive thermal ionization 

mass spectrometry to generate high precision δ
11

B 

(boron) data. From that data they reconstructed the 

paleo-pH record of the past 7,000 years that is 

depicted in Figure 5.5.1. 

Figure 5.5.1 shows there is nothing unusual, 

unnatural, or unprecedented about the two most 

recent pH values (shown on the far right edge of the 

figure). Hence, there is no compelling reason to 

believe they were significantly influenced by the 

nearly 40% increase in the air’s CO2 concentration 

that occurred during Industrial Revolution. As for the
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Figure 5.5.1 
Reconstructed pH history of the South China 
Sea 
 

 
Source: Created from Table 1 of Liu et al., 2009. 

 
 

prior portion of the record, Liu et al. note there is also 

“no correlation between the atmospheric CO2 

concentration record from Antarctica ice cores and  

Wei et al. (2009) derived the pH history of 

Arlington Reef (off the northeast coast of Australia) 

that is depicted in Figure 5.5.2. As can be seen there, 

there was a ten-year pH minimum centered at about 

1935 (which obviously was not CO2-induced) and a 

shorter more variable minimum at the end of the 

record (which also was not CO2-induced); and apart 

from these two non-CO2-related exceptions, the 

majority of the data once again fall within a band that 

exhibits no long-term trend, such as would be 

expected to have occurred if the gradual increase in 

atmospheric CO2 concentration since the inception of 

the Industrial Revolution were truly making the 

global ocean less basic. 

Coral bleaching models also are flawed, many 

assuming a fixed thermal tolerance not exhibited by 

corals in the real world, as documented below. For 

fish, models are often too coarse, assuming a broad 

species-specific response to change when in fact 

responses can vary by genetic lineages and even 

among populations within those lineages. 

In contrast to the alarming projections of the 

IPCC’s flawed computer models, real-world 

observations suggest aquatic species, like terrestrial 

plants and animals, are built to survive changes in 

their environment, including those that might develop 

in a world of increasing atmospheric CO2. A previous 

 
 

Figure 5.5.2 
Reconstructed pH history of Arlington Reef 
off the northeast coast of Australia 

 

 
Source: Adapted from Wei et al., 2009. 

 
 

volume in the Climate Change Reconsidered series 

(Idso et al., 2014) found hundreds of peer-reviewed 

studies suggesting a much better future is in store for 

Earth’s aquatic life. NIPCC’s 2014 key findings 

regarding aquatic life, which challenge the alarming 

and negative projections of the IPCC, are presented 

in Figure 5.5.3. 

More recent research is summarized below in 

Sections 5.5.1 on the ability of corals and fish to 

adapt to climate change and Section 5.5.2, on the 

likely future impacts of climate change on aquatic 

life. Many laboratory and field studies demonstrate 

toleration, adaptation, and even growth and 

developmental improvements in aquatic life in 

response to higher temperatures and reduced water 

pH levels. When these observations are considered, 

the pessimistic projections of the IPCC give way to 

considerable optimism with respect to the future of 

the planet’s marine life. 
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Figure 5.5.3 
Key Findings: Impacts on aquatic life 

 

 Multiple studies from multiple ocean regions confirm ocean productivity tends to increase with temperature. 

Subjects of this research include phytoplankton and macroalgae, corals, crustaceans, and fish. 

 Rising seawater temperature is conducive to enhanced coral calcification, leading some experts to forecast 

coral calcification will increase by about 35% beyond pre-industrial levels by 2100 and no extinction of coral 

reefs will occur in the future. 

 Many aquatic species demonstrate the capability to adjust their individual critical thermal maximum (the 

upper temperature at which the onset of behavioral incapacitation occurs) upwards in response to temperature 

increases of the amount forecast by the IPCC. 

 Aquatic life has survived decadal, centennial, and millennial-scale climate oscillations that have persisted for 

millions of years. Evidence indicates aquatic species are well-equipped to adapt to forecasted increases in 

temperature, if necessary. 

 Caution should be applied when interpreting results from laboratory-based studies of lower seawater pH 

levels. Such studies often are incapable, or fall far short, of mimicking conditions in the real world and thus 

they frequently yield results quite different than what is observed in nature. 

 Rising atmospheric CO2 levels do not pose a significant threat to aquatic life. Many aquatic species have 

shown considerable tolerance to declining pH values predicted for the next few centuries and many have 

demonstrated a likelihood of positive responses in empirical studies. 

 The projected decline in ocean pH levels in the year 2100 (as compared to preindustrial times) may be 

significantly overstated, amounting to only half of the 0.4 value the IPCC predicts. 

 The natural variability of oceanic pH is often much greater than the change in pH levels forecast by the IPCC. 

http://f1a.fa0.myftpupload.com/climate-change-reconsidered-ii-biological-impacts/
http://f1a.fa0.myftpupload.com/climate-change-reconsidered-ii-biological-impacts/
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 Natural fluctuations in pH may have a large impact on the development of resilience in marine populations, as 

heterogeneity in the environment with regard to pH and pCO2 exposure may result in populations that are 

acclimatized to variable pH or extremes in pH. 

 For those aquatic species showing negative responses to pH declines in experimental studies, there are 

adequate reasons to conclude such responses will be largely mitigated through phenotypic adaptation or 

evolution during the many decades to centuries the pH concentration is projected to fall.  

Source: Chapter 6. “Aquatic Life,” Climate Change Reconsidered II: Biological Impacts. Nongovernmental 
International Panel on Climate Change. Chicago, IL: The Heartland Institute, 2014. 

 
 

5.5.1 Evidence of Ability to Adapt 

Aquatic life demonstrates tolerance, 

adaptation, and even growth and 

developmental improvements in response to 

higher temperatures and reduced water pH 

levels.  

 

The effects of climate change on coral reefs and fish 

have been extensively studied. As the recent research 

summarized here indicates, corals and fish are 

capable of tolerance, acclimation, and adaptation, 

allowing them to successfully cope with future 

changes in their aquatic environment. 

 

 

5.5.1.1 Corals 

By inducing changes in ocean water chemistry that 

can lead to reductions in the calcium carbonate 

saturation state of seawater (Ω), which lowers the 

water’s pH level, it has been predicted that elevated 

levels of atmospheric CO2 may reduce rates of coral 

calcification, possibly leading to slower-growing – 

and, therefore, weaker – coral skeletons, and in some 

cases even death (Barker and Ridgwell, 2012). Such 

projections, however, often fail to account for the fact 

that coral calcification is a biologically mediated 

process and in the real world, living organisms tend 

to find a way to meet and overcome the many 

challenges they face. Coral calcification in response 

to so-called “ocean acidification” is no exception. 

Pelejero et al. (2005) developed a reconstruction 

of seawater pH spanning the period 1708–1988, 

based on the boron isotopic composition (δ
11

B) of a 

long-lived massive Porites coral from Flinders Reef 

in the western Coral Sea of the southwestern Pacific. 

They found “no notable trend toward lower δ
11

B 

values” over the 300-year period, which began “well 

before the start of the Industrial Revolution.” Instead, 

they say “the dominant feature of the coral δ
11

B 

record is a clear interdecadal oscillation of pH, with 

δ
11

B values ranging between 23 and 25 per mil (7.9 

and 8.2 pH units),” which “is synchronous with the 

Interdecadal Pacific Oscillation.” Furthermore, they 

calculated aragonite saturation state values from the 

Flinders pH record that varied between about 3 and 

4.5, which values encompass, in their words, “the 

lower and upper limits of aragonite saturation state 

within which corals can survive.” Nevertheless, they 

report the “skeletal extension and calcification rates 

for the Flinders Reef coral fall within the normal 

range for Porites and are not correlated with 

aragonite saturation state [italics added].”  

Working with specimens of Montipora capitata, 

Bahr et al. (2017) investigated the “direct and 

interactive effects of temperature, irradiance, and 

pCO2” on the growth of this important Hawaiian reef-

building coral. Their work was accomplished at the 

Hawaii Institute of Marine Biology, University of 

Hawaii, in a mesocosm system that represented 

present and projected conditions of climate change, 

including 12 experimental regimes consisting of two 

temperature levels (ambient and +2°C), three 

irradiance conditions (ambient, 50% reduction, and 

90% reduction) and two pCO2 values (ambient and 

twice ambient). Over a period of approximately two 

years, several replicates of the various treatment 

conditions were conducted. The authors measured net 

coral calcification and through statistical analysis 

were able to untangle its relationship among these 

three factors. 

The analysis revealed that temperature and 

irradiance were the primary factors driving net 

calcification of M. capitata and “the effect of pCO2 

acting alone and/or with other predictors did not 

contribute to the multiple regression model.” Bahr et 

al. conclude, “ocean warming in shallow water 

environments with high irradiance poses a more 

immediate threat to coral growth than acidification 

for this dominant coral species.” Indeed, ocean 
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acidification appears to pose no threat to M. capitata 

since its influence carried no predictive power in 

their regression model of factors influencing net 

calcification.  

McCulloch et al. (2017) developed geochemical 

proxies (δ11B and B/Ca) from Porites corals located 

on Davis Reef, a mid-shelf reef located east-northeast 

of Townsville, Queensland, Australia in the central 

Great Barrier Reef, and Coral Bay, which is part of 

the Ningaloo Reef coastal fringing system of Western 

Australia. They obtained seasonal records of 

dissolved inorganic carbon (DIC) and pH of the 

corals’ calcifying fluid (cf) at these locations for the 

period 2007–2012. The records revealed that coral 

colonies from both reef locations “exhibit strong 

seasonal changes in pHcf, from ~8.3 during summer 

to ~8.5 during winter,” which “represents an 

elevation in pHcf relative to ambient seawater of ~0.4 

pH units together with a relatively large seasonal 

range in pHcf of ~0.2 units.” 

These observations, McCulloch et al. note, “are 

in stark contrast to the far more muted changes based 

on laboratory-controlled experiments,” which 

laboratory-based values are “an order of magnitude 

smaller than those actually observed in reef 

environments.” With respect to DICcf , they report 

that the “highest DICcf (~ x 3.2 seawater) is found 

during summer, consistent with thermal/light 

enhancement of metabolically (zooxanthellae) 

derived carbon, while the highest pHcf (~8.5) occurs 

in winter during periods of low DICcf (~ x 2 

seawater).” 

The proxy records also revealed that coral DICcf 

was inversely related (r2 ~ 0.9) to pHcf. Commenting 

on this relationship, McCulloch et al. say it 

“indicate[s] that the coral is actively maintaining both 

high (~x 4 to x 6 seawater) and relatively stable 

(within ± 10% of mean) levels of elevated Ωcf year-

round.” Or, as they explain it another way, “we have 

now identified the key functional characteristics of 

chemically controlled calcification in reef-building 

coral. The seasonally varying supply of summer-

enhanced metabolic DICcf is accompanied by 

dynamic out-of-phase upregulation of coral pHcf. 

These parameters acting together maintain elevated 

but near-constant levels of carbonate saturation state 

(Ωcf) of the coral’s calcifying fluid, the key driver of 

calcification.” 

The implications of the McCulloch et al. findings 

are enormous, for they reveal that “pHcf upregulation 

occurs largely independent of changes in seawater 

carbonate chemistry, and hence ocean acidification,” 

demonstrating “the ability of the coral to ‘control’ 

what is arguably one of its most fundamental 

physiological processes, the growth of its skeleton 

within which it lives.” Furthermore, McCulloch et al. 

say their work presents “major ramifications for the 

interpretation of the large number of experiments that 

have reported a strong sensitivity of coral 

calcification to increasing ocean acidification,” 

explaining that “an inherent limitation of many of 

these experiments is that they were generally 

conducted under conditions of fixed seawater pHsw 

and/or temperature, light, nutrients, and little water 

motion, hence conditions that are not conducive to 

reproducing the natural interactive effects between 

pHcf and DICcf that we have documented here.” 

They conclude that “since the interactive dynamics of 

pHcf and DICcf upregulation do not appear to be 

properly simulated under the short-term conditions 

generally imposed by such artificial experiments, the 

relevance of their commonly reported finding of 

reduced coral calcification with reduced seawater pH 

must now be questioned.” 

Moving from ocean pH to temperature, the 

ability of coral reefs to survive climate change “will 

depend partly on the relative rates of increase of 

thermal tolerance and of environmental temperatures” 

(Bay and Palumbi, 2015). The degree of thermal 

tolerance depends, in large measure, on an 

organism’s ability to adapt (evolutionary change) 

and/or acclimate (physiological change) to 

temperature stress. In long-lived organisms, 

acclimation generally produces the more rapid 

response. 

A growing body of work demonstrates the strong 

potential for recovery from coral bleaching at various 

places around the world, with perhaps an evolving 

potential for corals to successfully recover from 

increasingly more intense warming episodes in the 

face of rising global temperatures. 

Yamano et al. (2011) report, “although most 

studies of climate change effects on corals have 

focused on temperature-induced coral bleaching in 

tropical areas, poleward range shifts and/or 

expansions may also occur in temperate areas, as 

suggested by geological records and present-day 

eyewitnesses in several localities,” citing the work of 

Greenstein and Pandolfi (2008) and Precht and 

Aronson (2004). 

Yamano et al. collected records of coral species 

occurrence from eight temperate regions of Japan, 

where they obtained “the first large-scale evidence of 

the poleward range expansion of modern corals, 

based on 80 years of national records ... where 

century-long measurements of in situ sea-surface 
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temperatures have shown statistically significant 

rises.” They determined “four major coral species 

categories, including two key species for reef 

formation in tropical areas, showed poleward range 

expansions since the 1930s, whereas no species 

demonstrated southward range shrinkage or local 

extinction,” adding “the speed of these expansions 

reached up to 14 km per year,” which they say “is far 

greater than that for other species.” They conclude 

that “temperate areas may serve as refugia for 

tropical corals in an era of global warming.” 

Carilli et al. (2012) write “there is evidence that 

corals may adapt to better withstand heat stress via a 

number of mechanisms,” noting “corals might 

acquire more thermally-resistant symbionts 

(Buddemeier and Fautin, 1993; Rowan, 2004), or 

might increase their own physiological mechanisms 

to reduce bleaching susceptibility by producing 

oxidative enzymes (Coles and Brown, 2003) or 

photoprotective compounds (Salih et al., 2000).” 

They point out that evidence suggests the 

susceptibility of a given coral or reef to bleaching 

depends on the thermal history of that coral or reef 

(Thompson and Van Woesik, 2009; Donner, 2011; 

Brown et al., 2002). 

Carilli et al. “collected cores from massive 

Porites sp. corals in the Gilbert Islands of Kiribati to 

investigate how corals along a natural gradient in 

temperature variability responded to recent heat 

stress events,” examining “changes in coral skeletal 

growth rates and partial mortality scars (Carilli et al., 

2010) to investigate the impact of the bleaching event 

in 2004 (Donner, 2011) on corals from different 

temperature variability regimes.” 

They found the spatial patterns in skeletal growth 

rates and partial mortality scars found in corals from 

the central and northern islands suggest “corals 

subject to larger year-to-year fluctuations in 

maximum ocean temperature were more resistant to a 

2004 warm-water event,” and “a subsequent 2009 

warm event had a disproportionately larger impact on 

those corals from the island with lower historical heat 

stress.” They say their study indicates “coral reefs in 

locations with more frequent warm events may be 

more resilient to future warming.” 

Bellantuono et al. (2012) “tested the response of 

Acropora millepora to thermal preconditioning by 

exposing coral nubbins to 28°C (3°C below 

bleaching threshold) for 10 days, prior to challenging 

them with water temperatures of 31°C for 8 days.” 

Additionally, “in another treatment (non-

preconditioned), corals were exposed to 31°C without 

prior exposure to the 28°C treatment.” They 

discovered that short-term preconditioning to higher-

than-ambient temperatures (but still 3°C below the 

experimentally determined bleaching threshold) for a 

period of ten days provided thermal tolerance for the 

coral and its symbionts.  

Bellantuono et al. say their findings suggest “the 

physiological plasticity of the host and/or symbiotic 

components appears to play an important role in 

responding to ocean warming.” They describe some 

real-world examples of where this phenomenon may 

have played a crucial role in preserving corals 

exposed to extreme warm temperatures in the past, 

citing Fang et al., 1997; Middlebrook et al., 2008; 

and Maynard et al., 2008. 

“To uncover the long-term impacts of elevated 

temperature exposure to corals from reefs that 

experience episodic upwelling,” Mayfield et al. 

(2013) conducted a mesocosm-based experiment 

whereby P. damicornis specimens collected from an 

upwelling coral reef on Houbihu (a small embayment 

within Nanwan Bay, southern Taiwan) were exposed 

for nine months to nearly 30°C, a temperature the 

corals normally encounter in situ for just a few hours 

per year (Mayfield et al., 2012). 

They found, “upon nine months of exposure to 

nearly 30°C, all colony (mortality and surface area), 

polyp (Symbiodinium density and chlorophyll a 

content), tissue (total thickness), and molecular (gene 

expression and molecular composition)-level 

parameters were documented at similar levels 

between experimental corals and controls incubated 

at 26.5°C, suggesting that this species can readily 

acclimate to elevated temperatures that cause 

significant degrees of stress, or even bleaching and 

mortality, in conspecifics of other regions of the 

Indo-Pacific.” 

Mayfield et al. say “there is now a growing body 

of evidence to support the notion that corals 

inhabiting more thermally unstable habitats 

outperform conspecifics from reefs characterized by 

more stable temperatures when exposed to elevated 

temperatures,” citing Coles (1975), Castillo and 

Helmuth (2005), and Oliver and Palumbi (2011).  

Graham et al. (2015) document coral reef 

responses to the major warming-induced bleaching 

event of 1998 that caused unprecedented region-wide 

mortality of Indo-Pacific corals. They report, 

“following loss of more than 90% live coral cover, 12 

of 21 reefs recovered towards pre-disturbance live 

coral states, while nine reefs underwent regime shifts 

to fleshy macroalgae.” They determined recovery 

was favored when reefs were structurally complex 

and in deeper water; when the density of juvenile 
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corals and herbivorous fishes was relatively high; and 

when nutrient loads were low. In a commentary on 

these findings, Pandolfi (2015) writes, “the fact that 

more than half of the reefs fully recovered after the 

bleaching event is a promising outcome for the future 

of coral reefs.” Pandolfi writes, “put simply, many 

reef corals just might be capable of adapting fast 

enough to survive current rates of global 

environmental change,” citing the work of Pandolfi et 

al. (2011) and Munday et al. (2013). 

Bay and Palumbi (2015) conducted a laboratory-

based experiment to investigate the temperature 

acclimation of a reef-building coral, Acropora nana. 

Colonies were subjected to three baseline 

temperature regimes, ambient (29°C), elevated 

(31°C), and variable (29–33°C, mimicking the diel 

tidal fluctuation range). After zero, two, seven, and 

11 days of treatment, samples were taken and 

evaluated for their response to acute temperature 

stress (five hours of 34°C temperature). After seven 

days of exposure to each coral colony’s respective 

baseline temperature regime, A. nana specimens 

subjected to acute temperature stress displayed a 

“striking increase in heat tolerance,” which tolerance 

was higher in corals acclimated to elevated and 

variable temperature regimes as opposed to the 

ambient treatment. 

Bay and Palumbi say their findings suggest 

corals “can track environmental temperatures better 

than previously believed,” and that the observed 

temperature acclimation may provide “some 

protection for this species of coral against slow onset 

of warming ocean temperatures.” They also note 

“such rapid change in heat sensitivity runs contrary to 

coral bleaching models based on fixed thermal 

tolerance that are currently used to predict coral 

bleaching and climate change response,” citing the 

works of Liu et al. (2013) and Logan et al. (2013), 

which suggest predictions of future coral reef demise 

due to rising ocean temperatures are overstated. 

In addition to acclimation, corals likely have 

another important tool in adaptation. Physiological 

acclimation, as that found by Bay and Palumbi 

(2015) is generally assumed to be the more common 

(and most rapid) mode of stress response among 

long-lived organisms like corals. But the work of 

Dixon et al. (2015) reveals there is also “the potential 

for rapid adaptation at the genetic level based on 

standing genetic variation.” They studied Acropora 

millepora corals inhabiting two thermally divergent 

locations separated by 5° of latitude on the Great 

Barrier Reef: Princess Charlotte Bay and Orpheus 

Island. 

Dixon et al. established 10 crosses according to a 

diallel scheme by “cross-fertilizing gametes from 

four adult colonies from the two locations.” The heat 

tolerances of the larval crosses were analyzed based 

on their odds of survival after approximately 30 

hours exposure to 35.5°C temperatures. Among many 

findings, Dixon et al. report “parents from the 

warmer location (Princess Charlotte Bay) conferred 

significantly higher thermo-tolerance to their 

offspring relative to parents from the cooler location 

(Orpheus Island); a dam from warmer Princess 

Charlotte Bay conferred a fivefold increase in 

survival odds and a sire from Princess Charlotte Bay 

conferred an additional twofold increase.” 

Dixon et al. conclude their study “demonstrates 

heritability of coral stress-related phenotypic and 

molecular traits and thus highlights the adaptive 

potential stemming from standing genetic variation in 

coral metapopulations.” They write, “the genetic 

rescue scenario, therefore, emerges as a plausible 

mechanism of rapid coral adaptation to climate 

change, especially if the natural connectivity of 

corals across latitudes is enhanced by assisted 

colonization efforts.”  

Madeira et al. (2015) collected a large number of 

octocorals in the spring and summer of 2013 from a 

pristine sandy intertidal shore in Troia, Setubal, 

Portugal, during midday at low tide, when 

temperatures were normally at their daily extreme 

warmth, while simultaneously recording air 

temperature, intertidal water temperature, salinity, 

and pH. In the laboratory, they analyzed the activities 

of several antioxidant defense enzymes and other 

biomarkers, along with total octocoral protein 

content. They found “this species is able to withstand 

low tide conditions in warmer temperatures without 

evidence of thermal or oxidative stress.” And they 

also state that, as observed by McClanahan et al. 

(2007), corals that experience the greatest 

temperature variability – at higher latitudes, as in this 

study – are also “the corals most capable of surviving 

in challenging conditions.” Consequently, they 

predict “this species is likely to be quite resilient” or 

even to “thrive under future climate warming 

conditions.” 
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5.5.1.2 Fish 

Thermal tolerance, acclimation, and adaptation are 

evident in freshwater and ocean fish species as well. 

They may alter their ranges or behavior; over time, 

they can even evolve traits, such as body size, 

resistance to parasitic infection, and swimming 

ability, that make it easier for them to cope with a 

changing environment. A growing body of evidence, 

including the recent research summarized here, 

shows fish are not the fragile creatures the IPCC 

makes them out to be. 

Seebacher et al. (2012) analyzed six populations 

of mosquitofish (Gambusia holbrooki) from coastal 

and mountain environments and compared their 

capacity for thermal acclimation, demonstrating that 

mosquitofish populations “are divided into distinct 

genetic lineages and that populations within lineages 

have distinct genetic identities.” They report “there 

were significant differences in the capacity for 

acclimation between traits (swimming performance, 

citrate synthase and lactate dehydrogenase activities), 

between lineages, and between populations within 

lineages,” thereby demonstrating “there can be 

substantial variation in thermal plasticity between 

populations within species.” 

Noting “many predictions of the impact of 

climate change on biodiversity assume a species-

specific response to changing environments,” 

Seebacher et al. say “this resolution can be too coarse 

and that analysis of the impacts of climate change 

and other environmental variability should be 

resolved to a population level,” since their findings 

suggest some populations of a species may be able to 

cope with a change others may not be able to tolerate. 

Stitt et al. (2014) studied the upper thermal 

tolerance and capacity for acclimation in three 

captive populations of brook trout (Salvelinus 

fontinalis), which they obtained from three ancestral 

environments that differed in their upper thermal 

tolerance and capacity for acclimation. Building on a 

number of pioneering studies of thermal performance 

in cold-water fish (e.g., Fry et al., 1946; Brett, 1952; 

Brett et al., 1958; McCauley, 1958), they say their 

research revealed “populations can possess 

substantial thermal acclimation capacity, as well as 

heritable variation in thermal tolerance among 

populations,” further citing the work of Danzmann et 

al. (1998) and Timusk et al. (2011). 

Stitt et al. report the three populations they 

studied “differed in their upper thermal tolerance and 

capacity for acclimation, consistent with their 

ancestry,” in that “the northernmost strain had the 

lowest thermal tolerance, while the strain with the 

most southern ancestry had the highest thermal 

tolerance.” They conclude, “with changing climatic 

conditions, populations of brook trout may have 

some degree of plasticity to cope with acute and 

chronic thermal stressors.” 

Shama et al. (2014) write, “empirical evidence is 

accumulating that marine species might be able to 

adapt to rapid environmental change if they have 

sufficient standing variation (the raw material for 

evolutionary change) and/or phenotypic plasticity to 

mount fast responses,” citing the studies of Munday 

et al. (2013) and Sunday et al. (2014). They used a 

combined experimental approach – transgenerational 

plasticity (TGP) along with quantitative genetics – to 
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partition the relative contributions of maternal and 

paternal (additive genetic) effects to offspring body 

size, a key fitness component of marine sticklebacks. 

Shama et al. found “TGP can buffer short-term 

detrimental effects of climate warming and may buy 

time for genetic adaptation to catch up, therefore 

markedly contributing to the evolutionary potential 

and persistence of populations under climate 

change.”  

Narum and Campbell (2015) note “thermal 

adaptation is a widespread phenomenon in organisms 

that are exposed to variable and extreme 

environments,” adding “some organisms may alter 

their distribution or behavior to avoid stressors and 

others may acclimate through physiological 

plasticity, [and] many species evolve adaptive 

responses to local conditions over generations 

through natural selection,” citing Dahloff and Rank 

(2000), Hoffman et al. (2003), and Kavanagh et al. 

(2010). They continue, “evolutionary adaptation to 

local environments has been demonstrated across a 

wide variety of taxa” – citing Keller and Seehausen 

(2012) – “and is expected to play a critical role for 

species with limited dispersal capabilities.” 

Narum and Campbell “tested for differential 

transcriptional response of ecologically divergent 

populations of redband trout (Oncorhynthus mykiss 

gairdneri) that had evolved in desert and montane 

climates.” They reared each pure strain and their F1 

cross “in a common garden environment … exposed 

over four weeks to diel water temperatures that were 

similar to those experienced in desert climates within 

the species’ range,” after which “gill tissues were 

collected from the three strains of fish (desert, 

montane, F1 crosses) at the peak of heat stress and 

tested for mRNA expression differences across the 

transcriptome with RNA-seq.” 

Narum and Campbell found “redband trout from 

a desert climate have a much larger number of 

strongly differentially expressed genes than montane 

and F1 strains in response to heat stress, suggesting 

that a combination of genes has evolved for redband 

trout to adapt in their desert environment.”  

Cure et al. (2015) assessed the size structure and 

habitat associations of juvenile Choerodon 

rubescens, a popular reef fish, during the summer and 

autumn of 2013 (January–May) by means of an 

underwater visual census conducted across available 

shallow water habitats towards the southern range 

edge of their historic distribution. They report “high 

abundances of juveniles (up to 14 fish/40 m
2
) were 

found in areas where they were previously absent or 

in low abundance.” Based on the size structure of the 

populations they encountered, they say “recruitment 

was estimated to occur during summer 2011–12 and 

2012–13,” which “coincides with water temperatures 

1 to 2°C higher than long-term averages in the 

region, making conditions more favorable for recruits 

to survive in greater numbers.” They say their finding 

“mirrors the well-established patterns observed on 

the east coast of Australia,” citing the studies of 

Booth et al. (2007), Figueira et al. (2009), Figueira 

and Booth (2010), and Last et al. (2011). 

In 1980, heated water from a nuclear power plant 

in Forsmark, Sweden began to be discharged into 

Biotest Lake, an adjacent artificial semi-enclosed 

lake in the Baltic Sea created in 1977. The heated 

water has raised the temperature of the lake by 6–

10°C compared to the surrounding Baltic Sea, but 

other physical conditions between the lake and the 

sea are very similar. 

A few years after the power plant began 

operation, scientists conducted a study to determine 

the effect of the lake’s increased temperatures on the 

host-parasite dynamics between a fish parasite, the 

eyefluke (Diplostomum baeri), and its intermediate 

host, European perch (Perca fluviatilis). That 

analysis, performed in 1986 and 1987, revealed that 

perch in Biotest Lake experienced a higher degree of 

parasite infection compared to perch living in the 

cooler confines of the surrounding Baltic Sea 

(Höglund and Thulin, 1990), which finding is 

consistent with the IPCC’s concerns that rising 

temperatures may lead to an increase in infectious 

diseases. 

Mateos-Gonzales et al. (2015) returned to Biotest 

Lake and reexamined the host-parasite dynamic. 

They note Biotest Lake “provides an excellent 

opportunity to study the effect of a drastically 

changed environmental factor, water temperature, on 

the evolution of host-parasite interactions, in a single 

population recently split into two.” They compared 

the prevalence and intensity of parasitic infection in 

perch populations growing in warmer Biotest Lake 

versus the natural population from the surrounding 

cooler Baltic Sea in 2013 and 2014. They also 

conducted a controlled laboratory experiment in 

which they exposed perch from both locations to D. 

baeri, comparing their infection rates. 

The field results indicated the “intensity of 

infection in Baltic fish was on average 7.2 times 

higher than in the corresponding Biotest fish.” In 

addition, Baltic fish were found to acquire “slightly 

more parasites as they age,” whereas Biotest fish did 

not. With respect to the laboratory tests, Mateos-

Gonzales et al. report exposure to parasites “did not 
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have an effect in fish from the Biotest Lake, but it did 

in fish from the Baltic Sea,” increasing their intensity 

of infection by nearly 40%. 

Mateos-Gonzales et al. write the findings present 

“a dramatic contrast” to those reported nearly three 

decades earlier when Biotest fish were infected at a 

rate of “almost twice” that of Baltic fish. Compared 

to 1986/87, the intensity of parasitic infection in 

Biotest fish has fallen almost 80%, whereas it has 

decreased only slightly in Baltic fish. The authors 

conclude their results illustrate “how an increased 

temperature has potentially aided a dramatic change 

in host-parasite dynamics.” They further note this 

adaptation has “direct implications for consequences 

of global climate change, as they show that fast 

environmental changes can lead to equally rapid 

evolutionary responses.”  

Veilleux et al. (2015) sequenced and assembled 

“de novo transcriptomes of adult tropical reef fish 

exposed developmentally or trans-generationally to 

projected future ocean temperatures and correlated 

the resulting expression profiles with acclimated 

metabolic traits from the same fish.” They “identified 

69 contigs [overlapping DNA sequences] 

representing 53 key genes involved in thermal 

acclimation of aerobic capacity,” noting “metabolic 

genes were among the most upregulated trans-

generationally, suggesting shifts in energy production 

for maintaining performance at elevated 

temperatures.” They also found “immune- and stress-

responsive genes were upregulated trans-

generationally, indicating a new complement of 

genes allowing the second generation of fish to better 

cope with elevated temperatures.” 

Veilleux et al. conclude, “the plasticity of these 

genes and their strong correlation to known 

acclimating phenotypic traits suggests that they may 

be critical in aiding reef fishes and possibly other 

marine organisms to survive in a warmer future 

environment.” 

Madeira et al. (2016) examined the cellular stress 

response of a tropical clownfish species (Amphiprion 

ocellaris) exposed to elevated temperatures over a 

period of one month. Their experiment was 

conducted in a controlled laboratory setting in which 

they subjected juvenile A. ocellaris to either ambient 

(26°C) or elevated (30°C) temperatures, examining 

several biomarkers (e.g., stress proteins and 

antioxidants) in several tissue types (brain, gills, 

liver, intestine, and muscle) at zero, seven, 14, 21, 

and 28 days of temperature treatment. They write, 

“results showed that exposure time significantly 

interacted with temperature responses and tissue-

type, so in fact time influenced the organisms’ 

reaction to elevated temperature.” At Day 7 they 

observed significantly higher levels of biomarkers in 

fish in the high temperature environment, indicative 

of a typical thermal stress response. Thereafter, 

biomarker levels stabilized, showing either “a 

significant decrease in comparison with controls or 

no significant differences from the control” through 

the end of the experiment, which observations they 

suggest are indicative of temperature acclimation. 

Madeira et al. write, “A. ocellaris probably lives 

far from its upper thermal limit and is capable of 

adjusting the protein quality control system and 

enzymes’ activities to protect cell functions under 

elevated temperature,” adding “these results suggest 

that this coral reef fish species presents a significant 

acclimation potential under ocean warming scenarios 

of +4°C.”  

Munday et al. (2017) reared offspring of wild-

caught breeding pairs of the coral reef damselfish, 

Acanthochromis polyacanthus, for two generations at 

current-day and two elevated temperature treatments 

(+1.5 and +3.0°C), consistent with current climate 

change predictions, while “length, weight, body 

condition and metabolic traits (resting and maximum 

metabolic rate and net aerobic scope) were measured 

at four stages of juvenile development.” They found 

“significant genotype x environment interactions 

indicated potential for adaptation of maximum 

metabolic rate and net aerobic scope at higher 

temperatures,” noting “net aerobic scope was 

negatively correlated with weight,” and indicating 

“any adaptation of metabolic traits at higher 

temperatures could be accompanied by a reduction in 

body size.” 

Munday et al. write their results suggest there is 

“a high potential for adaptation of aerobic scope to 

high temperatures, which could enable reef fish 

populations to maintain their performance as ocean 

temperatures rise.” They also report “recent studies 

indicate that plasticity may be especially important in 

enabling populations of marine species to adjust to 

climate change,” citing among others Munday 

(2014), Shama et al. (2014), and Thor and Dupont 

(2015), while also noting “this type of adaptive 

plasticity may buffer populations against the 

immediate effects of environmental change and give 

genetic adaptation time to catch up,” citing the study 

of Chevin and Lande (2010). 

Madeira et al. (2017) examined the acclimation 

potential of the common clownfish (Amphiprion 

ocellaris) to rising temperature, exposing juvenile 



 Environmental Benefits 

 
 533 

fish to seawater temperatures of either 26° or 30°C 

for a period of four weeks, during which time they 

measured two biochemical markers – one involved in 

preventing protein damage (heat shock protein 70, 

Hsp70) and another involved in dealing with it 

(ubiquitin, Ub) – to determine the presence of 

thermal damage to cellular proteins. 

Madiera et al. say there were no differences in 

survival rates among the control and elevated 

temperature treatments. However, they report that 

thermal stress was observed in the fish after one week 

of exposure (both biomarkers increased 

significantly), after which Ub levels decreased, which 

the authors say suggests “the animals were able to 

acclimate.” Thereafter, “as the juveniles acclimated 

to the new temperature conditions, Hsp70 kept 

showing increased levels in order to maintain cellular 

homeostasis, while the degree of irreversible damage 

(protein denaturation) started to decrease, as shown 

by lower Ub levels.” Thus, Madiera et al. conclude 

“A. ocellaris is capable of displaying a plastic 

response to elevated temperature by adjusting the 

protein quality control system to protect cell 

functions, without decreasing survival.” 

Madiera et al. say the observed physiological 

acclimation in A. ocellaris “may come as 

counterintuitive, considering that tropical species 

have evolved in a relatively stable thermal 

environment and are therefore expected to exhibit 

narrower thermal reaction norms,” yet acclimate they 

did, indicating clownfish “do not seem to be in 

immediate danger due to direct effects of warming 

oceans.” 
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5.5.2 Future Impacts on Aquatic Life 

The pessimistic projections of the IPCC give 

way to considerable optimism with respect to 

the future of the planet’s marine life. 

 

The experimental and observational research cited in 

Section 5.5.1 suggests an optimistic outlook on the 

future of Earth’s marine life and this is in fact what 

researchers predict, contradicting the IPCC’s 

pessimistic outlook. 

Starting again with acidification, Loaiciga (2006) 

used a mass-balance approach to “estimate the 

change in average seawater salinity caused by the 

melting of terrestrial ice and permanent snow in a 

warming earth.” He applied “a chemical equilibrium 

model for the concentration of carbonate species in 

seawater open to the atmosphere” in order to 

“estimate the effect of changes in atmospheric CO2 

on the acidity of seawater.” Assuming that the rise in 

the planet’s mean surface air temperature continues 

unabated and that it eventually causes the melting of 

all terrestrial ice and permanent snow – an extreme 

assumption – Loaiciga calculated that “the average 

seawater salinity would be lowered not more than 

0.61%o from its current 35%o.”  

Loaiciga also reports that across the range of 

seawater temperature considered (0 to 30°C) “a 

doubling of CO2 from 380 ppm to 760 ppm increases 

the seawater acidity [lowers its pH] approximately 

0.19 pH units.” He thus concludes that “on a global 
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scale and over the time scales considered (hundreds 

of years), there would not be accentuated changes in 

either seawater salinity or acidity from the rising 

concentration of atmospheric CO2.” 

Similarly, an analysis of Tans (2009), the results 

of which are included in Figure 5.5.2.1 below, 

estimated the decline in oceanic pH by the year 2100 

is likely to be only about half of that projected by the 

IPCC and that this drop will begin to be ameliorated 

shortly after 2100, gradually returning oceanic pH to 

present-day values beyond AD 2500. 

Turning to temperature, Brown et al. (2010) write, 

“climate change is altering the rate and distribution of 

primary production in the world’s oceans,” which in 

turn “plays a fundamental role in structuring marine 

food webs (Hunt and McKinnell, 2006; Shurin et al., 

2006),” which are “critical to maintaining 

biodiversity and supporting fishery catches.” They 

note the “effects of climate-driven production change 

on marine ecosystems and fisheries can be explored 

using food web models that incorporate ecological 

interactions such as predation and competition,” 

citing the work of Cury et al. (2008). 

Brown et al. used the output of an ocean general 

circulation model driven by a “plausible” greenhouse 

gas emissions scenario (IPCC, 2007, scenario A2) to 

calculate changes in climate over a 50-year time 

horizon, the results of which were fed into a suite of 

models for calculating primary production of lower 

trophic levels (phytoplankton, macroalgae, seagrass, 

and benthic microalgae). Those results were used as 

input to “twelve existing Ecopath with Ecosim (EwE) 

dynamic marine food web models to describe 

different Australian marine ecosystems,” which 

protocol ultimately predicted “changes in fishery 

catch, fishery value, biomass of animals of 

conservation interest, and indicators of community 

composition.” 

Brown et al. state that under the IPCC’s 

“plausible climate change scenario, primary 

production will increase around Australia” with 

“overall positive linear responses of functional 

groups to primary production change,” and that 

“generally this benefits fisheries catch and value and 

leads to increased biomass of threatened marine 

animals such as turtles and sharks.” They conclude 

the primary production increases suggested by their 

work to result from future IPCC-envisioned 

greenhouse gas emissions and their calculated 

impacts on climate “will provide opportunities to 

recover overfished fisheries, increase profitability of 

fisheries and conserve threatened biodiversity.” 

 

 
 
Figure 5.5.2.1 
The change in surface seawater pH vs. time 
and as calculated by Tans and the IPCC 

 

Sources: Red band is from Figure 5 of Tans, 2009 
representing two emission scenarios. Blue line is the 
IPCC’s forecast based on emission scenario A2 from 
IPCC, 2007.

 
 

In a comprehensive literature review published in 

Science, Pandolfi et al. (2011) summarize what they 

describe as “the most recent evidence for past, 

present and predicted future responses of coral reefs 

to environmental change, with emphasis on rapid 

increases in temperature and ocean acidification and 

their effects on reef-building corals.”  

Focusing here only on Pandolfi et al.’s findings 

with respect to the future of coral reefs, they write, 

“because bleaching-susceptible species often have 

faster rates of recovery from disturbances, their 

relative abundances will not necessarily decline.” In 

fact, they say “such species could potentially increase 

in abundance, depending on how demographic 

characteristics and competitive ability are correlated 

with thermal tolerance and on the response of other 

benthic taxa, such as algae,” while they further note 

“the shorter generation times typical of more-

susceptible species (Baird et al., 2009) may also 

confer faster rates of evolution of bleaching 
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thresholds, which would further facilitate 

maintenance of, or increases to, the relative 

abundance of thermally sensitive but faster-evolving 

species (Baskett et al., 2009).” 

In summing up their analysis, Pandolfi et al. state 

emerging evidence for variability in the coral 

calcification response to acidification, geographical 

variation in bleaching susceptibility and recovery, 

responses to past climate change, and potential rates 

of adaptation to rapid warming “supports an 

alternative scenario in which reef degradation occurs 

with greater temporal and spatial heterogeneity than 

current projections suggest.” Further noting that 

“non-climate-related threats already confronting coral 

reefs are likely to reduce the capacity of coral reefs to 

cope with climate change,” they conclude “the best 

and most achievable thing we can do for coral reefs 

currently to deal with climate change is to seek to 

manage them well,” by reducing more direct 

anthropogenic impacts such as fishing, pollution, and 

habitat destruction. 

Gurney et al. (2013) also note the expected future 

importance of reef management, writing, “given that 

climate change impacts on coral reefs cannot be 

mitigated directly, the question arises whether 

reduction of stressors that originate and can be 

managed at a local scale (i.e. local-scale stressors) 

provides a tractable opportunity to increase the 

potential of coral reefs to cope with inevitable 

changes in the climate,” citing Pandolfi et al. (2011) 

and Hughes et al. (2007). They use a simulation 

model validated for four sites in Bolinao, Philippines 

to “simulate future reef state for each site 40 years 

into the future under scenarios involving the 

cumulative impact of fishing, poor water quality and 

thermal bleaching-induced mortality related to 

climate change.” 

Gurney et al. simulated 18 scenarios, “all 

possible combinations of different levels of fishing 

pressure (three levels), coral mortality due to 

bleaching (three levels) and water quality (two 

levels).” Water quality was represented in the model 

through the combined effects of nutrification and 

sedimentation, for which they examined two 

scenarios: unregulated (the current situation, with 

high nutrification and sedimentation) and highly 

regulated (no impact of nutrification and 

sedimentation).They examined three fisheries 

management approaches: no reduction in fishing 

pressure (zero fisheries management), a 50% 

reduction in fishing pressure, and “no-take marine 

reserves” (zero fishing pressure).  

Gurney et al. write, “our analysis of the 

cumulative impact of bleaching, poor water quality 

and fishing indicate that management of the two local 

stressors will significantly influence future reef state 

under climate change.” They conclude, “our research 

supports the paradigm that managing local-scale 

stressors is critical to the persistence of coral reefs in 

the context of global climate change, a concept that is 

widely advocated,” citing Pandolfi et al. (2011) and 

Donner (2009) “but still subject to debate,” citing 

Keller et al. (2009) and Baker et al. (2008). 

Baker (2014) lists some of the processes 

described by Bay and Palumbi (2014) that indicate 

“reef-building corals may have a broad repertoire of 

responses to deal with warming temperatures.” In 

addition to their capacity for “maintaining diverse 

allelic variation,” as described by Bay and Palumbi, 

Baker also mentions “front-loading genes involved in 

heat stress,” citing Barshis et al. (2013) and Kenkel et 

al. (2013); “employing rapid acclimatization 

pathways,” citing Palumbi et al. (2014), DeSalvo et 

al. (2010), and Kenkel et al. (2013); “changing the 

composition of their algal symbiont communities,” 

citing Baker et al. (2004) and Berkelmans and van 

Oppen (2006); and “maintaining a healthy pool of 

microbial associates” in order “to prevent infection 

and disease during recovery from heat stress,” citing 

Bourne et al. (2009). 

Baker closes, optimistically, that “these diverse 

responses provide hope that the world’s remaining 

corals may still contain the adaptive ingredients 

needed to survive.” 
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5.6 Conclusion 

Combustion of fossil fuels has helped and 

will continue to help plants and animals 

thrive leading to shrinking deserts, expanded 

habitat for wildlife, and greater biodiversity. 

 

Many of the scholars and advocates who write about 

climate change are either unfamiliar with or overlook 

the environmental benefits created by human use of 

fossil fuels. Chemists and biologists should know 

better: Fossil fuels are composed mainly of hydrogen 

and carbon atoms, two of the most abundant elements 

found in nature. They are not “pollutants” but share a 

common chemical basis with all of life on Earth. 

Geologists should know better, too. The global 

carbon cycle acts to buffer the impact of man-made 

carbon dioxide (CO2) by including it in exchange 
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processes among carbon reservoirs that are huge 

compared to the human contribution. The size of the 

human contribution to atmospheric CO2 

concentrations is so small it may be less than the 

margin of error in measurements of known exchange 

rates among carbon reservoirs. Geologists ought to 

realize that current atmospheric CO2 levels are not 

unprecedented and indeed are low when considered 

over geologic time scales. Because CO2 is essential to 

plant and animal life, it is possible human use of 

fossil fuels may avert an ecological disaster. 

Fossil fuels directly benefit the environment by 

making possible huge (orders of magnitude) 

advances in efficiency, making it possible to meet 

human needs while using fewer natural resources. 

Fossil fuels make it possible for humanity to flourish 

while still preserving much of the land needed by 

wildlife to survive. And the prosperity made possible 

by fossil fuels has made environmental protection 

both highly valued and financially possible, 

producing a world that is cleaner and safer than it 

would have been in their absence. 

This chapter also finds the CO2 released when 

fossil fuels are burned improves the productivity of 

ecosystems and has a positive effect on plant 

characteristics, including rates of photosynthesis and 

biomass production and the efficiency with which 

plants utilize water. Atmospheric CO2 enrichment 

ameliorates the negative effects of a number of 

environmental plant stresses including high 

temperatures, air and soil pollutants, herbivory, 

nitrogen deprivation, and high levels of soil salinity. 

With the help of the ongoing rise in the air’s CO2 

content, humankind should be able to meet the food 

needs of a growing population without occupying 

much of the land needed by wildlife to survive. 

Although there likely will be some changes in 

terrestrial animal population dynamics, few (if any) 

will be driven even close to extinction. In a number 

of instances, real-world data indicate warmer 

temperatures and higher atmospheric CO2 

concentrations will be beneficial, favoring a 

proliferation of terrestrial species. Similarly, many 

laboratory and field studies of aquatic life 

demonstrate tolerance, adaptation, and even growth 

and developmental improvements in response to 

higher temperatures and reduced water pH levels. 

When these observations are considered, the 

pessimistic projections of the IPCC give way to 

considerable optimism with respect to the future of 

the planet’s terrestrial and marine life. 
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Introduction to Part III  
 

Part II documented the benefits reaped by mankind 

from the use of fossil fuels, including: 

 

 Fossil fuels have vastly improved human well-

being and safety by powering labor-saving and 

life-protecting technologies such as air 

conditioning, modern medicine, and cars and 

trucks. 

 A warmer world would see a net decrease in 

temperature-related mortality and diseases in 

virtually all parts of the world, even those with 

tropical climates. 

 The greater efficiency made possible by 

technologies powered by fossil fuels makes it 

possible to meet human needs while using fewer 

natural resources and land, thereby benefiting the 

natural environment. 

 

Against these benefits must be balanced the costs 

imposed on humanity and the environment from the 

use of fossil fuels. The Working Group II 

contribution to Fifth Assessment Report of the United 

Nations’ Intergovernmental Panel on Climate Change 

(IPCC) claims climate change causes a “risk of death, 

injury, and disrupted livelihoods” due to sea-level 

rise, coastal flooding, and storm surges; food 

insecurity, inland flooding, and negative effects on 

fresh water supplies, fisheries, and livestock; and 

“risk of mortality, morbidity, and other harms during 

periods of extreme heat, particularly for vulnerable 

urban populations” (IPCC, 2014, p. 7).  

Environmental advocacy groups similarly claim 

the “hidden costs” of using oil and coal amount to 

billions and even trillions of dollars a year for the 

United States alone. For example, the Natural 

Resources Defense Council (NRDC) says “the total 

cost of global warming [which the NRDC attributes 

to fossil fuels] will be as high as 3.6% of gross 

domestic product (GDP). Four global warming 

impacts alone – hurricane damage, real estate losses, 

energy costs, and water costs – will come with a price 

of 1.8% of U.S. GDP, or almost $1.9 trillion annually 

(in today’s dollars) by 2100. … [T]he true cost of all 

aspects of global warming – including economic 

losses, noneconomic damages, and increased risks of 

catastrophe – will reach 3.6% of U.S. GDP by 2100 if 

business-as-usual emissions are allowed to continue” 

(NRDC, 2008, pp. iv, vi). See also Lovins (2011, pp. 

5–6) for a similar discussion. 

These claims seem disconnected from reality. 

The predictions of “droughts, floods, famines, [and] 

disease spread” were shown in Parts I and II to be 

without any scientific basis, so we should be 

skeptical when seeing them included in cost-benefit 

analyses. As for the economic impact of “oil 

dependence,” just one recent innovation in energy 

technology – combining horizontal drilling and 

hydraulic fracturing (fracking) to tap oil and natural 

gas trapped in shale deposits – has created 1.7 million 

new direct and indirect jobs in the United States, with 

the total likely to rise to 3 million in the next eight 

years (IHS Global Insight, 2012). It has added $62 

billion to federal and state treasuries, with that total 

expected to rise to $111 billion by 2020. By 2035, 

U.S. fracking operations could inject more than $5 

trillion in cumulative capital expenditures into the 

economy, while generating more than $2.5 trillion in 

cumulative additional government revenues (Ibid). 

And this is only one of many value-creating 

innovations occurring in the energy sector. 

The NRDC and other advocacy groups like it 

have several things in common. First, they accept 
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uncritically the claims of the IPCC, invariably citing 

the Summaries for Policymakers of its Fourth or Fifth 

Assessment Reports while overlooking the caution 

and uncertainties expressed in the full reports. (This 

is especially ironic in the case of the NRDC since the 

organization infiltrated the IPCC, placing its own 

staffers on many of the IPCC’s editing and peer-

review committees, and so effectively wrote the 

reports they now cite as proof of their views. See 

Laframboise (2011).) The IPCC’s computer models 

fail to replicate past temperature trends, meaning they 

cannot produce accurate forecasts of future climate 

conditions (Fyfe et al., 2013). According to 

McKitrick and Christy (2018), for the period from 

1958 to 2017 the models hindcast a warming of ̴ 

0.33° C/decade while observations show only ̴ 

0.17°C/decade. (With a break term for the 1979 

Pacific climate shift included the models hindcast  ̴ 

0.39°C/decade and observations show ̴ 0.14° 

C/decade.) This fact undermines all alleged cost-

benefit analyses of climate change that rely on IPCC 

reports for forecasts of future climate conditions. 

Second, the Rocky Mountain Institute, NRDC, 

and groups like them invariably exclude from their 

accounting any of the benefits of fossil fuels. As 

documented in Chapters 3, 4, and 5, these benefits 

are huge relative to any damages due to fossil fuels or 

to climate change. Ignoring those benefits is 

obviously wrong. Epstein (2016) notes, 

[I]t is a mistake to look at costs in isolation 

from benefits, or benefits apart from costs. 

Yet that appears to be the approach taken in 

these reports. … [A] truly neutral account of 

the problem must be prepared to come to the 

conclusion that increased levels of CO2 

emissions could be, as the Carbon Dioxide 

Coalition has argued, a net benefit to society 

when a more comprehensive investigation is 

made. The entire process of expanding EPA 

regulations and other Obama administration 

actions feeds off this incorrect base 

assumption. 

Environmental groups also rely heavily on 

economic models and simulations, called integrated 

assessment models (IAMs) to reach their conclusions. 

Like the climate models relied on by the IPCC, these 

models hide assumptions and uncertainties, are often 

invalidated by real-world data, and fail the test of 

genuine scientific forecasts. They are merely 

scenarios based on their authors’ best guesses, 

“tuned” by their biases and political agendas, and far 

from reliable. See Chapter 2 for the candid discussion 

of by a group of leading modelers of “the art and 

science of climate model tuning” (Hourdin et al., 

2017) and Green and Armstrong (2007) for an audit 

of the use of IAMs for forecasting. Real data are 

available to fact-check the models, but they are 

curiously absent from the claims of advocates and the 

academic literature they cite. 

Chapters 6 and 7 of Part III set out an accurate 

accounting of the biggest alleged costs of fossil fuels, 

those attributable to chemical compounds released 

during the combustion of fossil fuels and what the 

IPCC calls “threats to human security” which 

includes famine, conflict, damage from floods and 

extreme weather, and forced migration. The authors 

find that in both cases, costs are exaggerated in the 

popular as well as the academic literature. Non-

specialists feed these inflated cost estimates into their 

computer models apparently without understanding 

they are unsupported by real observational data and 

credible economic, scientific, and public health 

research. When these major sources of concern are 

addressed, any remaining costs are quite small or 

speculative. 

Chapter 8 conducts cost-benefit analyses of 

climate change attributed by the IPCC to the 

combustion of fossil fuels, the use of fossil fuels, and 

regulations enacted or advocated in the name of 

slowing or stopping global warming. At the risk of 

overly simplifying what is a very complicated 

analysis, the conclusions of that chapter can be said 

to affirm the small and highly uncertain cost of man-

made climate change, the net benefits of fossil fuels, 

and the very high cost of regulations aimed at 

reducing greenhouse gas emissions. 
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Key Findings 

The key findings of this chapter include the 

following: 

 

 

An Air Quality Tutorial 

 The combustion of fossil fuels without air 

pollution abatement technology releases 

chemicals known to be harmful to humans, other 

animal life, and plants. 
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 At low levels of exposure, the chemical 

compounds produced by burning fossil fuels are 

not known to be toxic. 

 Exposure to potentially harmful emissions from 

the burning of fossil fuels in the United States 

declined rapidly in recent decades and is now at 

nearly undetectable levels.  

 Exposure to chemical compounds produced 

during the combustion of fossil fuels is unlikely 

to cause any fatalities in the United States. 

 

Failure of the EPA 

 Due to its faulty mission, flawed paradigm, and 

political pressures on it to chase the impossible 

goal of zero risk, the U.S. Environmental 

Protection Agency (EPA) is an unreliable source 

of research on air quality and its impact on 

human health. 

 The EPA makes many assumptions about 

relationships between air quality and human 

health, often in violation of the Bradford Hill 

Criteria and other basic requirements of the 

scientific method.  

 The EPA has relied on research that cannot be 

replicated and violates basic protocols for 

conflict of interest, peer review, and 

transparency. 

 

Observational Studies 

 Observational studies are easily manipulated, 

cannot prove causation, and often do not support 

a hypothesis of toxicity with the small 

associations found in uncontrolled observational 

studies.  

 Observational studies cited by the EPA fail to 

show relative risks (RR) that would suggest a 

causal relationship between chemical compounds 

released during the combustion of fossil fuels and 

adverse human health effects. 

 Real-world data and common sense contradict 

claims that ambient levels of particulate matter 

kill hundreds of thousands of Americans and 

millions of people around the world annually.  

 By conducting human experiments involving 

exposure to levels of particulate matter and other 

pollutants it claims to be deadly, the EPA reveals 

it does not believe its own epidemiology-based 

claims of a deadly threat to public health. 

 

Circumstantial Evidence 

 Circumstantial evidence cited by the EPA, World 

Health Organization (WHO), and other air 

quality regulators is easily refuted by pointing to 

contradictory evidence. 

 EPA cannot point to any cases of death due to 

inhaling particulate matter, even in environments 

where its National Ambient Air Quality Standard 

(NAAQS) is exceeded by orders of magnitude. 

 Life expectancy continues to rise in the United 

States and globally despite what should be a huge 

death toll, said to be equal to the entire death toll 

caused by cancer, attributed by the EPA and 

WHO to just a single pollutant, particulate 

matter. 

 

Conclusion 

 It is unlikely that chemical compounds released 

during the combustion of fossil fuels kill or harm 

anyone in the United States, though it may be a 

legitimate health concern in third-world countries 

that rely on burning biofuels and fossil fuels 

without modern emission control technologies. 

 

 

Introduction 

Data cited by Simon (1995, 1996), Lomborg (2001), 

Anderson (2004), Hayward (2011), Goklany (2007, 

2012), Epstein (2014), Pinker (2018), and many 

others reported in Part II, much of it compiled by the 

U.S. Environmental Protection Agency (EPA) and 
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other government sources, document a dramatic 

improvement in public health since the beginning of 

the industrial revolution. Do chemical compounds 

released by burning fossil fuels nevertheless pose a 

public health risk?  

In 2010, the EPA claimed just one kind of air 

pollutant, particulate matter (fine dust particles), 

caused approximately 360,000 and as many as 

500,000 premature deaths in the United States in 

2005, citing Laden et al. (2006) (EPA, 2010, p. G7). 

The high estimate would be more than one-fifth of all 

deaths in the United States that year and nearly as 

high as all deaths from cancer (Kung et al., 2008). In 

2011, then-EPA Administrator Lisa Jackson endorsed 

the highest estimate in testimony to Congress, saying, 

“If we could reduce particulate matter to levels that 

are healthy we would have an identical impact to 

finding a cure for cancer” (quoted in Harris and 

Broun, 2011, p. 2). 

The World Health Organization (WHO) similarly 

claims air pollution is a major health problem 

globally, saying it caused 600,000 premature deaths 

in 2010 in Europe alone (WHO, 2015). A 2016 WHO 

report claimed “3.9 million premature deaths each 

year [are] attributable to outdoor air pollution” and 

exposure to household air pollution (HAP) “causes 

4.3 million premature deaths each year” (WHO, 

2016, p. ix). 

These claims are reported and repeated without 

hesitation or scrutiny by environmental groups, the 

media, and even serious scholars in the climate 

change debate. But the EPA and WHO claims are 

based on weak epidemiological relationships and 

trends carelessly described without definition as 

“associations” or “trends.” Much like assumptions, 

computer models, and circumstantial evidence are 

paraded by the United Nations’ Intergovernmental 

Panel on Climate Change (IPCC) as evidence in the 

climate science debate, so too are these unscientific 

lines of reasoning presented as evidence by the EPA 

and WHO in the debate over air quality. 

This chapter begins with a brief tutorial on air 

quality
1
 and then explains why chemical compounds 

released during the combustion of fossil fuels do not 

present a significant human health threat in the 

                                                      
1 We use the term “air quality” rather than “air pollution” 

when possible because the public policy goal is to improve 
air quality, not necessarily to reduce or end “air pollution.” 
Referring to chemical compounds created during the 
combustion of fossil fuels as “pollution” prejudges them as 
harmful. Emissions are not harmful unless they are present 
in concentrations sufficient to endanger human health. 

 

United States or other developed countries. In 

developing countries, where exposure to pollutants is 

greater, a health risk may be present, though fossil 

fuels may prove to be a solution rather than the 

problem in many regions. Morrison (2018), for 

example, describes an effort to replace old biomass 

cookstoves in developing countries with “stoves that 

use propane, a fossil fuel, the same blue-flamed 

byproduct of gas drilling contained in cylinders under 

countless American backyard grills.” The solution to 

air quality issues in developing countries lies in the 

prosperity, values, and technologies used by 

developed countries to solve their air quality 

problems. 
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6.1 An Air Quality Tutorial 

Critics of fossil fuels often attribute social costs to the 

public health consequences of emissions created by 

the combustion of fossil fuels without understanding 

basic facts about chemistry, alternative (often natural) 

sources of the same chemicals, evidence of human 

exposure and trends of the same, and how all these 

data are interpreted. This section offers a brief 

tutorial on these topics. 

 

 

6.1.1 Chemistry 

The combustion of fossil fuels without air 

pollution abatement technology releases 

chemicals known to be harmful to humans, 

other animal life, and plants. 

 
When burned, fossil fuels release carbon dioxide 

(CO2), water (H2O), carbon monoxide (CO), sulfur 

dioxide (SO2), nitrogen oxides (NOx), and particulate 

matter (PM). Another pollutant, ozone (O3), is 

created through photochemical reaction with the 

other pollutants. Carbon dioxide and water, as Moore 

has observed, are “the two most essential foods for 

life” (Moore, 2015) and are not public health 

concerns, leaving five emissions of concern.  

Carbon monoxide (CO) is a colorless, odorless 

gas formed when carbon in wood or fossil fuels is not 

burned completely. Approximately 80% or more of 

human outdoor CO emissions in the United States 

comes from motor vehicle exhaust while the 

remaining 20% comes from industrial processes and 

residential wood burning. CO is produced indoors by 

woodstoves, gas stoves, unvented gas and kerosene 

space heaters, and smoking. 

Sulfur dioxide (SO2) is formed when fossil fuels 

containing sulfur, such as coal and oil, are burned, 

when gasoline is extracted from crude oil, and when 

metals are extracted from ore. Sulfur dioxide 

dissolves in water, creating droplets that are less 

basic or alkaline than would otherwise occur, 

creating what is popularly and inaccurately called 

“acid rain.”  

Nitrogen oxides (NOx) are a group of gases 

containing nitrogen and oxygen, most of which are 

colorless and odorless. Nitrogen oxides form when 

fuel is burned at high temperatures, as in a 

combustion process. Half of NOx emissions in the 

United States come from motor vehicle exhaust and 

most of the rest from stationery generators. 

Particulate matter (PM) is the general term used 

to describe a mixture of solid particles and liquid 

droplets found in the air. Some PM particles are large 

enough to be seen as dust or dirt. Others are so small 

they can be detected only with an electron 

microscope. PM2.5 refers to particles less than or 

equal to 2.5 µm (micrometer) in diameter. PM10 

refers to particles less than or equal to 10 µm in 

diameter (about one-seventh the diameter of a human 

hair). “Primary” PM is emitted directly into the 

atmosphere. Examples of primary particles are dust 

from roads or black carbon (soot) from burning wood 

or fossil fuels. “Secondary” particles, which are 

formed in the atmosphere from gaseous emissions, 

include sulfates (formed from SO2), nitrates (formed 

from NOx), and carbon (formed from CO2). 

Fossil fuels create PM in the form of soot when 

the supply of oxygen during combustion is 

insufficient to completely convert carbon to carbon 

oxides. This typically occurs during the combustion 

of coal and oil, not natural gas. PM also is produced 

by agriculture (plowing, planting, and harvesting 

activities), resuspension by wind or traffic of dust 

particles from roads, and many natural processes 

including forest fires, wind erosion, desert dust, 

volcanoes, sea salt aerosols (sodium chloride 

https://www.propublica.org/article/cookstoves-push-to-protect-the-planet-falls-short
https://www.propublica.org/article/cookstoves-push-to-protect-the-planet-falls-short
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(NaCl)), and biological aerosols (e.g., spores and 

pollen). The EPA estimates approximately 16% of 

U.S. PM10 emissions and 40% of PM2.5 emissions are 

anthropogenic while the rest is “fugitive dust” (dust 

from open fields, roadways, storage piles, and other 

non-point sources) and “miscellaneous and natural 

sources” (EPA, 2018a). See Figure 6.1.1.1. 

Ozone (O3) is a triatomic oxygen molecule gas 

that occurs in Earth’s upper atmosphere and at 

ground level. Ozone is not directly emitted into the 

atmosphere when fossil fuels are combusted, but it 

can be counted as a pollutant resulting from their use 

because fossil fuel use produces precursors to the 

photochemical reaction that creates ozone at ground 

level. Those precursors are carbon monoxide, 

nitrogen oxides, and particulate matter. Trees and 

other plants also produce ozone precursors, in 

particular hydrocarbons, but primarily in rural areas 

where their ratio to nitrogen oxides is too large to 

create the conditions in which ozone is formed. 

Volatile organic compounds (VOCs) are often 

included in lists of pollutants attributable to the use of 

fossil fuels. All molecules containing carbon with 

high vapor pressure at ordinary room temperature are 

classified as VOCs, meaning they readily evaporate 

in air. This category necessarily duplicates or 

overlaps with others in this list of emissions. Nature, 

primarily plants, produces about ten times as much 

VOCs, by weight, as all human activities (1,150 

versus 142 teragrams per year). The combustion of 

fossil fuels contributes only a small fraction of man-

made VOCs, with carbon monoxide, gasoline fumes, 

and benzene being three examples. 

Lead (Pb) is often included as an emission from 

the combustion of fossil fuels, but it was a lead-

containing compound called tetraethyllead added to 

petroleum to improve engine performance that was 

responsible for lead emissions from motor vehicles. 

Lead is not found in appreciable amounts in coal 

or refined oil products. Due to the phase-out of 

leaded gasoline in the United States and other 

nations, lead in the air is no longer a public health 

hazard in the United States or other developed 

countries (von Storch et al., 2003). The main sources 

of human lead emissions today are waste incinerators 

and lead-acid battery manufacturers. 

Some trace minerals in fossil fuels also are 

present in ash when fossil fuels are burned. The ash 

can become airborne or dissolved into and 

transported by water. One such compound is mercury 

(Hg), which in its organic form (methylmercury) can 

be poisonous to humans and other living creatures. 

Mercury is a naturally occurring substance, with 

 
 
Figure 6.1.1.1 
Sources of particulate matter (PM) in the 
United States  
 
A.  Relative amounts of U.S. PM10 emissions from 
anthropogenic and other sources, 2011 

 

 
 

 
 
B. Relative amounts of U.S. PM2.5 emissions from 
anthropogenic and other sources, 2011 

 
Source: EPA, 2018a, data from the 2011 National 
Emissions Inventory, Version 1. 

 

https://www.epa.gov/air-emissions-inventories/2011-national-emissions-inventory-nei-data
https://www.epa.gov/air-emissions-inventories/2011-national-emissions-inventory-nei-data
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some 200 million tons present in seawater. Mercury 

emissions from the combustion of fossil fuels in the 

United States are very small relative to other sources: 

approximately 7 tons annually (EPA, 2018b) versus 

5,000 to 8,000 tons from all sources globally, 

including volcanoes, subsea vents, geysers, forest 

fires, and other natural sources.  

Gasoline evaporates quickly when exposed to air, 

a property that leads to rapid dispersal of spills above 

ground, but when spilled underground (say, from 

leaking gas station tanks) it can remain in place for 

years and pose a threat to drinking water. Finally, 

carbon monoxide and particulate matter from 

incomplete fuel combustion by automobile engines 

and NOx can react with sunshine to create ozone 

(already discussed above) and a visible haze called 

“smog.” 
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6.1.2 Exposure 

At low levels of exposure, the chemical 

compounds produced by burning fossil fuels 

are not known to be toxic. 

 
The most important lesson regarding air quality is 

what matters most is not the toxicity of a chemical 

but the level of exposure. As Paracelsus, a Swiss 

physician, observed some five centuries ago, 

“Everything is poison. There is nothing without 

poison. Only the dose makes a thing not a poison.” 

Without exposure there can be no harm.  

Emissions from the combustion of fossil fuels 

increased early in the modern era due to rising 

population and per-capita energy consumption, but 

have been falling since the 1940s. Today, most of the 

potentially harmful chemical compounds created 

during the combustion of fossil fuels for electricity 

generation are removed by pollution control 

technologies and never enter the air. According to the 

National Energy Technology Laboratory (NETL, 

2015), an agency within the U.S. Department of 

Energy, pollution controls used by a “subcritical 

pulverized coal plant with a nominal net output of 

550 MWe” reduce NOx emissions by 83%, SO2 

emissions by 98%, mercury by 96.8%, and PM by 

99.9% when compared with a similar plant with no 

pollution controls (p. 77). Catalytic converters on 

cars and trucks convert CO and unburned 

hydrocarbons in the combustion process into CO2 and 

converts NOx into harmless N2.  

This section begins with an explanation of the 

potential threat to human health posed by exposure to 

seven chemical compounds produced by the 

combustion of fossil fuels: carbon monoxide (CO), 

sulfur dioxide (SO2), nitrogen oxides (NOx), 

particulate matter (PM), ozone (O3) (formed by the 

interactions of the previous four), volatile organic 

compounds (VOCs) (the vaporous state of some 

previous compounds), and elementary mercury (Hg). 

It then summarizes recent research on current levels 

of exposure to these chemicals. Particulate matter is 

reported briefly here, but is addressed in much 

greater detail in Section 6.3. 

 

 
Potential threat to human health 

Carbon monoxide (CO) can be poisonous at high 

levels of exposure not commonly found in ambient 

air. In the human body, hemoglobin (an iron 

compound) in the blood carries oxygen from the 

lungs to various tissues and transports carbon dioxide 

(CO2) back to the lungs. Hemoglobin has 240 times 

more affinity toward CO than it does for oxygen. 

When the hemoglobin reacts with CO, it reduces the 

hemoglobin available for the transport of oxygen. 

This in turn reduces oxygen supply to the body’s 

organs and tissues. Consequently, people who suffer 

from cardiovascular disease are most at risk from 

elevated levels of CO. There is also the potential for 

harm in pregnancy, because relative oxygen levels 

have a greater impact on the fetus, which depends on 

maternal blood oxygen. More commonly, exposure to 

elevated levels of CO may result in visual 

impairment, reduced manual dexterity, and difficulty 

in performing complex tasks. Figure 6.1.2.1 shows 

https://cfpub.epa.gov/roe/indicator.cfm?i=19#2
https://cfpub.epa.gov/roe/indicator.cfm?i=19#2
https://www.epa.gov/trinationalanalysis/electric-utilities-mercury-releases-2016-tri-national-analysis
https://www.epa.gov/trinationalanalysis/electric-utilities-mercury-releases-2016-tri-national-analysis
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6.1.2.1 
Health effects associated with human exposure to carbon monoxide 

 

 
Source: Radovic, 1992. 

 
 

one estimate of the health effects associated with 

different levels of exposure to carbon monoxide. 

Most of the sulfur in a fossil fuel combines with 

oxygen and forms sulfur dioxide (SO2) in the 

combustion chamber. Unless captured by emission 

control technology, this SO2 is emitted into the 

atmosphere where it oxidizes to sulfur trioxide (SO3). 

SO3 is soluble in water in the clouds and forms 

H2SO4 (sulfuric acid). Exposure to sulfuric acid 

irritates the mucous membranes of the respiratory 

tract, which causes airways to restrict and damages 

the cells of the mucous membranes, causing the 

release of inflammatory mediators that cause airway 

swelling and spasm, restricting airway size, causing 

an increase in work of breathing and decrease in 

available inspired air.  

Exposure to a concentration of 1 part per million 

of SO3 can cause coughing and choking; higher levels 

can result in temporary breathing impairment such as 

wheezing, chest tightness, or shortness of breath. 

Long-term exposure can aggravate existing 

cardiovascular disease and respiratory illnesses. SO3 

in the atmosphere also acts as a precursor to fine 

particulate matter. 

Nitric oxide (NO) released during combustion of 

fossil fuels is oxidized in the atmosphere to nitrogen 

dioxide (NO2). (NO2 is also created from the nitrogen 

in the air during some high-temperature processes 

that do not involve fossil fuels.) Nitrogen dioxide is a 

noxious gas that can cause inflammation of the 

respiratory tract, similar to sulfuric acid, and, at high 

concentrations, even death. 

NO2 is soluble in water and forms HNO3 (nitric 

acid). Like sulfuric acid, nitric acid constricts airways 

in humans and animals and can cause adverse health 

effects. Short-term exposure may lead to changes in 

airway responsiveness and lung function in 

individuals with preexisting respiratory illnesses. 

Long-term exposure may lead to increased 

susceptibility to respiratory infection and may cause 

irreversible alterations in lung structure. 

The sulfuric and nitric acids created by SO2 and 

NOx in the atmosphere return to the surface in the 

form of dry deposition of particles or rain that is 

slightly more acidic than would otherwise occur, 

popularly referred to as “acid rain.” Pure water is 

neither acidic nor basic, but natural rainfall even in 

the absence of human use of fossil fuels is slightly 

acidic because it dissolves carbon dioxide from the 

air. Nitrogen, like carbon dioxide, is a plant fertilizer, 

and therefore higher levels are generally beneficial to 

most types of plant life and, by expanding habitats, to 

animal life as well. However, the addition of nitrogen 

to lakes and rivers can cause excessive algae growth, 

which contributes to eutrophication (depletion of 

dissolved oxygen), which can harm fish and other 

aquatic life. This concern is addressed in Chapter 5. 

Particulate matter (PM), whether produced by 

the combustion of fossil fuels or by other processes 

described in the preceding section, can enter lungs 

and get trapped in the very thin air passages, reducing 

the air capacity of the lungs. Reduced air capacity 

can lead to such breathing and respiratory problems 

as emphysema and bronchitis, as well as increased 

general susceptibility to respiratory diseases. People 

with heart or lung disease and the elderly are 

especially at risk. Depending on the composition of 

the particles, chemical or mechanical or even 

allergenic, the effect is directly on the tissues, like the 

chemical effects described above for nitrous and 

sulfuric compounds, but not as toxic. The effect of 

particles is determined by their composition since 



 Climate Change Reconsidered II: Fossil Fuels 

552 

they are not large enough to obstruct airways, even 

the terminal bronchioles that allow air into the air 

sacs that exchange oxygen and carbon dioxide. 

However, deposits of small particles can occur 

because the cleaning mechanisms in the alveoli and 

airways are not 100% efficient. There is no medical 

research establishing a mechanism for how small 

particles might cause death. 

Exposure to ground-level ozone (O3) can cause 

inflammation of the lining of the lungs, reduced lung 

function, and respiratory symptoms such as cough, 

wheezing, chest pain, burning in the chest, and 

shortness of breath. Longer-term exposure has been 

associated with the aggravation of respiratory 

illnesses such as asthma, emphysema, and bronchitis, 

leading to increased use of medication, absences 

from school, doctor and emergency department visits, 

and hospital admissions.  

Volatile organic compounds (VOCs) related to 

fossil fuels include the compounds mentioned above, 

since the classification is determined by their ability 

to evaporate at relatively low temperatures. Most 

VOCs considered public health threats come from the 

use of cleaners, paints, and building materials in 

indoor spaces and not the combustion of fossil fuels. 

Outdoor levels of VOCs are monitored and regulated 

due to their role in the creation of ozone and smog. 

Exposure to mercury (Hg) fumes can cause 

harmful effects on the nervous, digestive and immune 

systems, lungs and kidneys, and may be fatal. The 

inorganic salts of mercury are corrosive to the skin, 

eyes and gastrointestinal tract, and may induce 

kidney toxicity if ingested. Neurological and 

behavioral disorders may be observed after 

inhalation, ingestion or dermal exposure of different 

mercury compounds. Symptoms include tremors, 

insomnia, memory loss, neuromuscular effects, 

headaches and cognitive and motor dysfunction 

WHO, 2017).  

Once in the environment, mercury can be 

transformed by bacteria into methylmercury, which 

bioaccumulates in fish and shellfish. Human 

consumption of seafood with high levels of 

methylmercury can cause some of the health effects 

described above. Methylmercury can pass through 

the placenta, exposing the fetus and causing birth 

defects, possibly manifested as lower IQ. 

 

 
Current levels of exposure 

The U.S. EPA was required by the Clean Air Act to 

establish National Ambient Air Quality Standards 

(NAAQS) setting the maximum level of exposure, 

measured in concentration of the pollutant in the air 

and time of exposure for substances believed to 

endanger public health or the natural environment. 

The EPA has set NAAQS for six pollutants, which it 

calls “criteria air pollutants,” being the five identified 

in the previous section as attributable to fossil fuels 

plus lead (EPA, 2018a). The current NAAQS appear 

in Figure 6.1.2.2. 

In its description of the table in Figure 6.1.2.2, 

the EPA says “The Clean Air Act identifies two types 

of national ambient air quality standards. Primary 

standards provide public health protection, including 

protecting the health of ‘sensitive’ populations such 

as asthmatics, children, and the elderly. Secondary 

standards provide public welfare protection, 

including protection against decreased visibility and 

damage to animals, crops, vegetation, and buildings.” 

EPA says of its NAAQS, “The primary standards 

are set at a level intended to protect public health, 

including the health of at-risk populations, with an 

adequate margin of safety. In selecting a margin of 

safety, the EPA considers such factors as the 

strengths and limitations of the evidence and related 

uncertainties, the nature and severity of the health 

effects, the size of the at-risk populations, and 

whether discernible thresholds have been identified 

below which health effects do not occur. In general, 

for the criteria air pollutants, there is no evidence of 

discernible thresholds” (EPA, 2018b, p. 1). EPA’s 

use of “safety factors” and a “linear no-threshold 

dose-response relation” are controversial and are 

explored in Section 6.2.2. 

The EPA has estimated the “percentage of 

children living in [U.S.] counties with pollutant 

concentrations above the levels of the current air 

quality standards” for the six EPA criteria pollutants 

in the most recent year, 2013. Its findings are 

summarized in Figure 6.1.2.3. 

As shown in Figure 6.1.2.3, according to the EPA 

carbon monoxide in ambient outdoor air is a 

nonexistent threat, with 0% of children living in 

counties in which they might be exposed to harmful 

levels of that pollutant. Fewer than 1% of children 

live in counties where lead exposure might be a 

threat, 2% where nitrogen dioxide is a problem, and 

3% for sulfur dioxide. Particulate matter and ozone 

seem to pose larger problems, with between 3% and 

21% of children living in counties where they might 

be exposed to unhealthy levels of PM and 58% 

threatened by ozone. 

EPA also has created an “Air Quality Index” 

combining and weighing its measures of exposure to 
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Figure 6.1.2.2 
National Ambient Air Quality Standards 

 

Pollutant 
[links to historical tables of 
NAAQS reviews] 

Primary/ 
Secondary 

Averaging 
Time Level Form 

Carbon Monoxide (CO)  primary 

8 hours 9 ppm 
Not to be exceeded more than once per 
year 1 hour 35 ppm 

Lead (Pb) 

primary 
and 
secondary 

Rolling 3 month 
average 0.15 μg/m

3
 
(1)

 Not to be exceeded 

Nitrogen Dioxide (NO2) 

primary 1 hour 100 ppb 
98th percentile of 1-hour daily maximum 
concentrations, averaged over 3 years 

primary 
and 
secondary 1 year 53 ppb 

(2)
 Annual Mean 

Ozone (O3) 

primary 
and 
secondary 8 hours 0.070 ppm 

(3)
 

Annual fourth-highest daily maximum 8-
hour concentration, averaged over 3 
years 

Particle Pollution 
(PM)  

PM2.5 

primary 1 year 12.0 μg/m
3
 annual mean, averaged over 3 years 

secondary 1 year 15.0 μg/m
3
 annual mean, averaged over 3 years 

primary 
and 
secondary 24 hours 35 μg/m

3
 98th percentile, averaged over 3 years 

PM10 

primary 
and 
secondary 24 hours 150 μg/m

3
 

Not to be exceeded more than once per 
year on average over 3 years 

Sulfur Dioxide (SO2) 

primary 1 hour 75 ppb 
(4)

 
99th percentile of 1-hour daily maximum 
concentrations, averaged over 3 years 

secondary 3 hours 0.5 ppm 
Not to be exceeded more than once per 
year 

(1) In areas designated nonattainment for the Pb standards prior to the promulgation of the current (2008) standards, and for which 
implementation plans to attain or maintain the current (2008) standards have not been submitted and approved, the previous standards (1.5 
µg/m3 as a calendar quarter average) also remain in effect. 

(2) The level of the annual NO2 standard is 0.053 ppm. It is shown here in terms of ppb for the purposes of clearer comparison to the 1-hour 
standard level. 

(3) Final rule signed October 1, 2015, and effective December 28, 2015. The previous (2008) O3 standards additionally remain in effect in 
some areas. Revocation of the previous (2008) O3 standards and transitioning to the current (2015) standards will be addressed in the 
implementation rule for the current standards.  

(4) The previous SO2 standards (0.14 ppm 24-hour and 0.03 ppm annual) will additionally remain in effect in certain areas: (1) any area for 
which it is not yet 1 year since the effective date of designation under the current (2010) standards, and (2)any area for which an 
implementation plan providing for attainment of the current (2010) standard has not been submitted and approved and which is designated 
nonattainment under the previous SO2 standards or is not meeting the requirements of a SIP call under the previous SO2 standards (40 CFR 
50.4(3)). A SIP call is an EPA action requiring a state to resubmit all or part of its State Implementation Plan to demonstrate attainment of the 
required NAAQS. 

Source: EPA, 2018a. 

 
  

https://www.epa.gov/co-pollution/table-historical-carbon-monoxide-co-national-ambient-air-quality-standards-naaqs
https://www.epa.gov/lead-air-pollution/table-historical-lead-pb-national-ambient-air-quality-standards-naaqs
https://www.epa.gov/criteria-air-pollutants/naaqs-table#1
https://www.epa.gov/no2-pollution/table-historical-nitrogen-dioxide-national-ambient-air-quality-standards-naaqs
https://www.epa.gov/criteria-air-pollutants/naaqs-table#2
https://www.epa.gov/ground-level-ozone-pollution/table-historical-ozone-national-ambient-air-quality-standards-naaqs
https://www.epa.gov/criteria-air-pollutants/naaqs-table#3
https://www.epa.gov/pm-pollution/table-historical-particulate-matter-pm-national-ambient-air-quality-standards-naaqs
https://www.epa.gov/pm-pollution/table-historical-particulate-matter-pm-national-ambient-air-quality-standards-naaqs
https://www.epa.gov/so2-pollution/table-historical-sulfur-dioxide-national-ambient-air-quality-standards-naaqs
https://www.epa.gov/criteria-air-pollutants/naaqs-table#4
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Figure 6.1.2.3 
Percentage of children living in counties with exposures above the EPA NAAQS in 2015  

 
Percentage of 
children exposed 

Pollutant Measurement of Exposure 

0 Carbon monoxide 
Concentrations above the level of the current 
standard for carbon monoxide 

0.1 Lead 
Ambient lead concentrations above the level of the 
current three-month standard for lead 

2 Nitrogen dioxide 
Concentrations above the level of the current one-
hour standard for nitrogen dioxide at least one day 
per year  

3 Sulfur dioxide 
Sulfur dioxide concentrations above the level of the 
current one-hour standard for sulfur dioxide at least 
one day per year  

3 Particulate Matter (2.5 μm) 
Average concentration above the level of the current 
annual PM2.5 standard  

7 Particulate Matter (10 μm) 
PM10 concentrations above the level of the current 
24-hour standard for PM10 at least one day per year 

21 Particulate Matter (2.5 μm) 
PM2.5 concentrations above the level of the current 
24-hour PM2.5 standard at least once per year  

58 Ozone 
Ozone concentrations above the level of the current 
8-hour ozone standard at least one day during the 
year 

 
Source: EPA, 2018b, from text on p. 12. 

 
 
the six criteria pollutants. The percentage of children 

living in counties where they might be exposed to 

what the EPA deems “unhealthy air” was only 3% in 

2015, down from 9% 16 years earlier (EPA, 2018). A 

graph showing the decline appears as Figure 6.1.3.3 

in the next section. 

 

 

EPA versus Real-World Exposure 

EPA’s estimates of exposure to chemical compounds 

released during the combustion of fossil fuels are 

“stylized facts,” simplifications of the very complex 

and uncertain data collected and interpreted to meet 

the needs of government regulators (and perhaps 

newspaper headline writers). Still, they can be shown 

to greatly overstate the real-world exposure to 

pollutants experienced by people living in the United 

States, including children.  

Start with the EPA’s assumption that every child 

living in a county is breathing the worst air quality 

reported by any air-quality monitoring station in that 

county over the course of a year. This is why the text 

above summarizing EPA’s findings uses the clumsy 

phrase “percentage of children living in counties 

where they might be exposed to pollutant 

concentrations above the levels of the current air 

quality standards” instead of the percentage or 

number of children actually exposed. As Schwartz 

and Hayward reported in 2007, 

 

EPA and ALA [American Lung Association] 

get their inflated numbers by counting 

everyone in a county as breathing air that 

exceeds federal standards, even if most of the 

county has clean air. For example, only one 

rural area of San Diego County, with about 

1% of the population, violates the EPA’s 8-

hour ozone standard. But the EPA and the 

ALA count all three million people in the 

county as breathing “unhealthy” air. This is 

akin to giving every student in a school a 

failing grade if just one gets an “F” on an 

exam (p. 7). 

It gets worse. The “one day per year” appearing 

in Figure 6.1.2.3 is EPA shorthand for a complex 

way of measuring “exceedances” and “violations” 

(explained by Schwartz and Hayward, 2007, pp. 8-9). 
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If exceedances occurred one day a year, then some 

children living in counties where children could be 

exposed to a pollutant as little as 0.27% of the time (1 

÷ 365). So for the PM2.5 standard, a one-day violation 

a year in counties where 21% of the children in the 

United States reside means the average child in the 

United States is exposed only 0.06% of the time (0.21 

x 0.27), or for about five hours a year, to ambient 

levels of PM2.5 above EPA’s NAAQS.   

When the EPA’s faulty way of counting affected 

children is corrected, Schwartz and Hayward (2007, 

p. 10) found “about 11% of Americans live in areas 

that violate the 8-hour ozone standard, while about 

the same fraction live in areas that violate for PM2.5.” 

The authors were using data from 2006. Since then 

concentrations of PM2.5 have fallen by about 24% 

(see Figure 6.1.3.1 below). So maybe only 8% of 

Americans (0.11 x (1 - 0.24)) live in areas that violate 

the PM2.5 standard 0.27% of the time, so average 

exposure is 0.02% a year, or less than two hours a 

year.   

EPA estimates anthropogenic emissions account 

for about 40% of PM2.5 released into the air each year 

in the United States (EPA, 2018, see Figure 6.1.1.1 

above). Fossil fuel-related activities account for 

approximately half of those emissions, so fossil fuels 

account for about 20% of human exposure to PM2.5 in 

the United States. So maybe fossil fuels are 

responsible for exposing Americans to levels of PM10 

that exceed EPA’s NAAQS for about 24 minutes a 

year (0.02 x 0.2 x 60). 

The same exercise could be performed for ozone 

and other pollutants and would arrive at similar 

conclusions: exposure to possibly harmful air 

pollutants due to the use of fossil fuels in the United 

States is probably too low to accurately measure or 

distinguish from background levels. This is according 

to the EPA’s own monitoring stations and assuming 

arguendo that EPA’s NAAQS actually are 

meaningful indicators of a possible threat to public 

health. That assumption is taken up (and refuted) in 

Section 6.1.4 and in later sections.  
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6.1.3 Trends 

Exposure to potentially harmful emissions 

from the burning of fossil fuels in the United 

States declined rapidly in recent decades and 

is now at nearly undetectable levels.  

 

Chemical compounds released during the combustion 

of fossil fuels in the United States and in developed 

countries around the world have fallen dramatically 

since the 1940s and 1950s as a result of technological 

change, public pressure for a cleaner environment, 

and government regulations. Air quality data for the 

United States are readily available from government 

agencies and are used to document these trends for 

the rest of this chapter. Data for Europe, readily 

available on the website of the European 

Environment Agency, show similar trends for that 

part of the world.  

Figure 6.1.3.1 shows the trends for emissions and 

aerial concentrations in the United States during each 

of four periods: 1980 to 2016, 1990 to 2016, 2000 to 

2016, and 2010 to 2016. Sulfur dioxide emissions fell 

by 90% since 1980, carbon monoxide emissions by 

73%, and emissions of nitrogen oxides by 62%. The 

declines in just the most recent period, the six years 

from 2010 to 2016, were substantial for every 

pollutant except particulate matter. Aerial carbon 

monoxide concentrations have fallen 85% since 

1980, lead 99%, and nitrogen dioxide between 61% 

and 62%. The trend analysis reveals much of the 

improvement took place in only the past 16 years, 

since 2000, and that major improvements occurred in 

the past six years. 

As noted in Section 6.1.2, the EPA tracks the 

percentage of children in the United States living in 

counties where they might be exposed to pollutant 

https://www.epa.gov/criteria-air-pollutants/naaqs-table
https://www.epa.gov/sites/production/files/2018-01/documents/ace3_criteria_air_pollutants_updated_1-19-18_508_0.pdf
https://www.netl.doe.gov/File%20Library/Research/Energy%20Analysis/Publications/Rev3Vol1aPC_NGCC_final.pdf
https://www.ems.psu.edu/~radovic/Chapter11.pdf
http://www.who.int/news-room/fact-sheets/detail/mercury-and-health
http://www.who.int/news-room/fact-sheets/detail/mercury-and-health
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Figure 6.1.3.1 
Change in criteria pollutants in the United States, 1980–2016 
 
A. Percent change in emissions of five criterion pollutants plus VOCs in the United States, 1980-2016 

 

 1980 vs 
2016  

1990 vs 
2016 

2000 vs 
2016 

2010 vs 
2016 

Carbon Monoxide -73 -66 -52 -21 

Lead -99 -80 -50 -23 

Nitrogen Oxides (NOx) -62 -59 -54 -30 

Volatile Organic Compounds (VOC) -55 -42 -21 -10 

Direct PM10 -57 -18 -15 -4 

Direct PM2.5 --- -25 -33 -6 

Sulfur Dioxide -90 -89 -84 -66 

 

 
 
B. Percent change in aerial concentration of six criteria pollutants in United States, 1980–2016 

 

 1980 vs 
2016  

1990 vs 
2016 

2000 vs 
2016 

2010 vs 
2016 

Carbon Monoxide -85 -77 -61 -14 

Lead -99 -99 -93 -77 

Nitrogen Dioxide (annual) -62 -56 -47 -20 

Nitrogen Dioxide (1-hour) -61 -50 -33 -15 

Ozone (8-hour) -31 -22 -17 -5 

PM10 (24-hour) --- -39 -40 -9 

PM2.5 (annual) --- --- -42 -22 

PM2.5 (24-hour) --- --- -44 -23 

Sulfur Dioxide (1-hour) -87 -85 -72 -56 

 

 
Source: EPA, 2018b. 

 
 

concentrations higher than the levels of the current 

air quality standards. Its graph showing estimates for 

1999–2016 appears as graph A in Figure 6.1.3.2. It 

shows exposure to what the EPA believes to be 

unsafe levels of exposure is in steep decline. For 

example, the percentage of children living in counties 

where they might be exposed to harmful levels of 

PM2.5 decreased from 55% to 21%, to SO2 from 31% 

to 3%, and to NO2, from 23% to 2%. These are 

dramatic declines. 

The EPA’s “Air Quality Index,” which combines 

and weights its measures of exposure to the six 

criteria pollutants, also shows a dramatic reduction in 

exposure to possibly harmful pollutants from 1999 to 

2015. The EPA’s graph showing changes in the 

percentage of days with “good,” “moderate,” or 
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Figure 6.1.3.2 
Trends in U.S. Air Quality 
 

A. Percentage of children ages 0 to 17 years living in U.S. counties with pollutant  
concentrations above the levels of the current air quality standards, 1999–2016 

 

 
 

 

 
 

B. Percentage of days with good, moderate, or unhealthy air quality for children  
ages 0 to 17 years in the United States, 1999–2015 

 

 
 
Source: EPA, 2018c. 
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“unhealthy” air quality for children from 1999 to 

2015 appears in Figure 6.1.3.2 as graph B. The 

percentage of days during which children lived in 

counties where they might be exposed to what the 

EPA deems “unhealthy air” has declined from 9% in 

1999 to 3% in 2015, while the percentage of 

children’s days with “good” air quality increased 

from 36% in 1999 to 52% in 2015. 
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6.1.4 Interpreting Exposure Data 

Exposure to chemical compounds produced 

during the combustion of fossil fuels is 

unlikely to cause any fatalities in the United 

States. 

 
The chemistry, exposure data, and trends presented in 

Sections 6.1.1, 6.1.2, and 6.1.3 are a necessary 

though not sufficient basis for rendering findings on 

the possible health effects of emissions caused by the 

combustion of fossil fuels. We can begin by ruling 

out negative health effects due to “acid rain” and 

aerial emissions of mercury.  

There is no biological mechanism whereby less 

basic rainwater would pose a threat to human health. 

Benarde (1987) reported that “an exhaustive search 

of the pertinent literature indicates that deleterious 

human health effects [of “acid rain”], if there are any, 

remain to be established. As a consequence of 

pollution abatement efforts the next 15 to 20 years 

should witness a reduction in acid levels. 

Accordingly, a worsening of current levels of 

chemical pollutants is not anticipated. Hence, a 

significant threat to public health via acid rain 

currently or in the foreseeable future, should not be 

expected.” More recent efforts to link acid rain with 

human health effects focus on the contribution of SO2 

and NOx emissions to the formation of fine 

particulate matter and not to acidification per se 

(Chestnut and Mills, 2005; Menz and Seip, 2004). 

Even EPA says “Walking in acid rain, or even 

swimming in a lake affected by acid rain, is no more 

dangerous to humans than walking in normal rain or 

swimming in non-acidic lakes” (EPA, n.d.).  

Mercury is a genuine threat to human health. 

However, exposure to mercury in the United States 

and other developed countries is well within public 

safety levels. The National Research Council of the 

National Academies of Sciences determined in 2000 

that 85 micrograms of mercury per liter (µg/L) or 

higher in cord blood was associated with early 

neurodevelopmental effects. According to the 

Centers for Disease Control and Prevention’s Fourth 

National Report on Human Exposure to 

Environmental Chemicals, blood samples from 8,373 

people taken in 2010 (the most current test data 

available) found 95% had mercury levels below 4.90 

µg/L and “all blood mercury levels for persons in the 

Fourth Report were less than 33 µg/L” (CDC, 2018, 

Vol. 1, p. 319 and CDC, 2017).  

The accumulation of methylmercury (MeHg) in 

fish tissue has been raised as a public health issue, 

but its accumulation depends on many environmental 

factors and is largely independent of concentrations 

of elemental mercury in the air (Mason et al., 2005). 

Electricity generation using coal in the United States 

released an estimated 26.5 tons of mercury in 2011 

and only 6.94 tons in 2016 (EPA, 2018). This is 

dwarfed by other emission sources: U.S. forest fires 

emit at least 44 tons per year; cremation of human 

remains, 26 tons; Chinese power plants, 400 tons; 

and volcanoes, subsea vents, geysers and other 

sources, approximately 9,000-10,000 tons per year 

(Soon and Driessen, 2011). Atmospheric 

concentrations of mercury do not coincide with 

changes in anthropogenic emissions, a reflection of 

the fact that humans account for less than 0.5% of all 

the mercury in the air and, as is the case with 

mercury in the oceans, the numerous natural cycles 

that affect its presence in the atmosphere. Soon and 

Monckton (2012) concluded an analysis of U.S. 

mercury control regulations as follows: 

 

The scientific literature to date strongly and 

overwhelmingly suggests that meaningful 

management of mercury is likely impossible, 

https://www.epa.gov/criteria-air-pollutants/naaqs-table
https://www.epa.gov/report-environment
https://www.epa.gov/sites/production/files/2018-01/documents/ace3_criteria_air_pollutants_updated_1-19-18_508_0.pdf
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because even a total elimination of all 

industrial emissions, especially those from 

U.S. coal-fired power plants, will almost 

certainly not be able to affect trace, or even 

high, levels of MeHg that have been found in 

fish tissue over century-long time periods.  

 

 Globally, emissions of mercury have plummeted 

since governments around the world launched 

campaigns to reduce industrial emissions. Since 

1990, nine European countries reduced their 

emissions by 85% or more and five (Sweden, 

Denmark, Norway, Ireland, and Croatia) now report 

zero emissions (European Environment Agency, n.d.) 

U.S. emissions from electricity generation fell 89% 

during the same period (Oakridge National 

Laboratory, 2017, figure ES1, p. viii). Exposure to 

mercury in the air (as opposed to ingesting paint 

chips that might contain lead and other avenues of 

exposure) is not a health threat in the United States or 

other developed countries today. 

Regarding the remaining pollutants, EPA has 

established National Ambient Air Quality Standards 

(NAAQS) that it uses to determine which states, 

counties, and cities are “nonattainment” areas making 

them subject to EPA enforcement actions, and to 

define and report to Congress progress toward 

“good” air quality. To the public, failure to attain 

NAAQS may appear to be evidence of “unhealthy” 

air, and EPA encourages this perception. However, 

NAAQSs are set orders of magnitude lower than 

what the best available science suggests is a level 

where human health and public welfare are actually 

threatened (Belzer, 2012). This means failing to 

attain EPA’s NAAQS does not mean an actual threat 

to human health exists (Belzer, 2012). 

EPA standards are based on either the dose at 

which no adverse effect was observed (NOAEL) or 

the lowest dose at which an adverse effect was 

observed (LOAEL). When a LOAEL is used, the 

default safe threshold is reduced by a factor of ten to 

account for the unknown distance between the 

observed LOAEL and the unobserved NOAEL. If the 

LOAEL or NOAEL comes from an animal study, the 

default safe threshold is reduced by another factor of 

10 to account for the possibility that humans are more 

sensitive than the most sensitive laboratory animal 

tested. Together, these two “safety adjustments” can 

reduce the safety threshold by a factor of 100. 

A third default safety factor of ten is used to 

make sure the most susceptible members of the 

population are protected. A fourth factor of ten is 

applied when data is obtained from studies with less-

than-lifetime exposure. A fifth factor of ten is applied 

when the database is incomplete. When all five safety 

factors are used, the composite safety factor is 

10,000. This means the EPA standard would be 

10,000 times more strict than what the actual public 

health research suggests is a dose that is dangerous to 

human health. Mercifully – and because such 

extreme precaution would subject it to ridicule in the 

public health community – EPA has adopted a policy 

whereby the total safety factor applied to any 

particular chemical is no more than 3,000, a still 

remarkably high risk multiplier (EPA, 2002, pp. 4-

41).  

Incredibly, this is not the only way the EPA errs 

on the side of setting its safety standards too low. 

Belzer (2012) identifies the following practices: 

 

 Extrapolating human cancer risk at very low 

environmental levels from very high laboratory 

exposures to animals; 

 Using default assumptions such as daily adult 

inhalation, drinking water consumption, and time 

spent outdoors that overstate the average; 

 Reliance on simulation models instead of 

exposure data obtained from the risk scenario of 

interest; 

 Estimating risks and benefits using exposures to 

a small fraction of the population, such as the 95
th
 

percentile, rather than the mean; and 

 Extrapolation of risk from each step of a risk 

assessment means even small over-estimations 

produce very large reductions in the safety 

standard. 

The result of these default options and 

assumptions is “cascading bias,” which Belzer (2012, 

p. 13, fn. 28) defines as “when each of several terms 

in a point estimate of risk is upwardly biased, the 

point estimate is biased by the product of the biases.” 

A bureaucracy’s definition of acceptable risk is not a 

statement of relative risk based on toxicology or 

observation, or even derived from epidemiological 

associations, but the result of a political process that 

balances science with institutional goals, with the 

latter often influenced by subjective judgements 

about acceptable risk. As Belzer (2017) later 

observed, “EPA will strive for the highest estimate of 

risk that does not bring upon the Agency unbearable 
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ridicule. You simply cannot rely on the EPA risk 

assessment to give you an unvarnished perspective. 

When given an EPA risk assessment, all you know is 

risk can’t be any worse” (p. 3). In short, the EPA’s 

NAAQS should not be accepted as a definition of 

“safe” or “unsafe” air, even if they were arrived at by 

close attention to the science and with utmost 

integrity. 

As the discussion of particulate matter later in 

this chapter demonstrates, the EPA’s NAAQS were 

not determined by “close attention to the science and 

with utmost integrity.” The process by which they 

were established demonstrates an almost shocking 

degree of manipulation, dishonesty, and refusal to 

acknowledge research findings that run counter to the 

agency’s policy agenda. That they are still defended 

today by the EPA bureaucracy and the coterie of 

well-paid academics it has assembled to provide the 

appearance of scientific fact, if not by the agency’s 

administrator, reveals a flawed culture inside a failed 

government agency.  

Later in this chapter these issues – along with 

whether small-associations epidemiology is a 

legitimate basis for air quality standards at all, 

particularly when the EPA’s philosophy is that there 

is no safe level of any primary air pollutant (the 

“linear no-threshold” (LNT) dose-response 

relationship) – are addressed in some depth. But even 

before those concerns are addressed, the evidence is 

clear that very few people in the United States are 

exposed to pollutants at levels likely to pose a threat 

to human health. The same is almost certainly sure 

for much of Europe and developed countries around 

the world. Further confirmation can be seen in the 

inability of the EPA to show any declines in mortality 

in the past two decades that could be attributed to the 

decline in particulate matter or other pollutants, a 

decline that should be apparent if the criteria 

pollutants were once a human health threat at levels 

higher than today’s. 

The very low and falling number of children who 

may be exposed to dangerous chemicals and the 

almost ridiculously low levels of exposure chosen by 

EPA for its NAAQS have never been reported by the 

press, but the EPA’s highly speculative numbers of 

people “killed” every year by particulate matter and 

ozone appear countless times in headlines and the 

fundraising letters of environmental advocacy groups 

such as the American Lung Association (ALA, n.d.). 

They also appear in estimates of the “social cost” of 

fossil fuels and of future climate change and are used 

to justify anti-fossil fuel regulations. But as the 

analysis in this section shows, the real public health 

risks of exposure to EPA’s six criteria pollutants are 

negligible. 
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6.2 Failure of the EPA  

The data presented in Section 6.1 show dramatic 

progress has been made in reducing emissions of 

possibly harmful chemical compounds produced 

during the use of fossil fuels, and more importantly 

reducing human exposure to those chemicals. While 

giving credit for this achievement to the government 

agencies most responsible for enforcing 

environmental protection laws might seem 

appropriate, this is not the case. As was shown in 

Chapter 1, Section 1.3.1, improvements in air quality 

in the United States began in the 1940s and 1950s, 

long before the national government and U.S. 

Environmental Protection Agency (EPA) got 

involved. Hayward writes, 

The chief drivers of environmental 

improvement are economic growth, 

constantly increasing resource efficiency, 

technological innovation in pollution control, 

and the deepening of environmental values 

among the American public that have 

translated to changed behavior and consumer 

preferences. Government regulation has 

played a vital role, to be sure, but in the 

grand scheme of things regulation can be 

understood as a lagging indicator, often 

achieving results at needlessly high cost, and 

sometimes failing completely (Hayward, 

2011, p. 2). 

Schwartz and Hayward (2007) note, 

“Improvements in air quality are not unique. Other 

environmental problems, such as water quality, were 

also improving before the federal government took 

over regulatory control. Likewise, other risks were 

dropping without federal regulation. Per mile of 

driving, the risk of dying in a car accident dropped 

75% between 1925 and 1966 – the year Congress 

adopted the National Traffic and Motor Vehicle 

Safety Act and created the National Highway Traffic 

Safety Administration. Between 1930 and 1971 – the 

year that the Occupational Safety and Health 

Administration was created – the risk of dying in a 

workplace accident dropped nearly 55%.” In all these 

cases – air quality, automobile safety, and workplace 

safety – the rate of improvement was about the same 

before and after the federal government nationalized 

policy. Without doubt, improvements would have 

continued in all these areas even if the federal 

government had not taken the regulatory reins away 

from the states. 

As this section will show, the EPA has often been 

more of a hindrance than a help in advancing the 

cause of environmental protection in the United 

States. The discussion in Chapter 1, Section 1.4.3, of 

how government bureaucracies work (and do not 

work) provides good background for this discussion. 

This section begins by explaining how the EPA’s 

mission has evolved over time in response to 

congressional and public pressure as well as the 

natural tendencies of bureaucracies, creating a culture 

that cannot concede the possibility that human 

emissions of toxic substances are not a major public 

health crisis in need of the EPA’s expert attention. 

This bias contaminates all of its scientific research, 

making it unreliable. Next, the EPA’s repeated and 

flagrant violation of the basic rules of the scientific 

method is documented. Finally, the loss of integrity 

and outright corruption that have affected the agency 

are documented. Along the way, parallels to the 

mission, methodology, and corruption of the United 

Nations’ Intergovernmental Panel on Climate Change 

(IPCC), documented in Chapter 2, are identified. 
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6.2.1 A Faulty Mission 

Due to its faulty mission, flawed paradigm, 

and political pressures, the U.S. 

Environmental Protection Agency (EPA) is 

an unreliable source of research on air 

quality and its impact on human health. 
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Chapter 2 explained how the mission of the United 

Nations’ Intergovernmental Panel on Climate Change 

(IPCC) – to find and document the human impact on 

the global climate – blinded it to the possibility that 

natural variability could explain most or even all of 

the warming experienced in the late twentieth century 

and thus obviate the need for an organization tasked 

with solving the nonexistent problem. The EPA’s 

mission similarly blinds it to the possibility that 

natural causes of cancer and other diseases may 

outweigh any effects of man-made chemical 

compounds. 

EPA’s website says “Born in the wake of 

elevated concern about environmental pollution, the 

EPA was established on December 2, 1970 to 

consolidate in one agency a variety of federal 

research, monitoring, standard-setting and 

enforcement activities to ensure environmental 

protection. Since its inception, the EPA has been 

working for a cleaner, healthier environment for the 

American people” (EPA, 2018). Elsewhere on its 

website, the EPA says its mission is simply “to 

protect human health and the environment.” 

The simple mission statement obscures profound 

conflicts of interest that prevent the EPA from 

making good on its promise. Like many government 

agencies, the EPA was given not one but three 

mandates: to identify, evaluate, and solve a social 

problem. But combining all three responsibilities in 

the same entity means the agency has no incentive to 

decide the social problem does not merit a significant 

investment of public monies to solve, or that the 

problem, should it exist, even could be solved. The 

agency is also charged with measuring its own 

success and then reporting it to those who control its 

funding and future existence. As explained in 

Chapter 1, Section 1.4.3, the heads of such agencies, 

no matter how honest or well-intended, cannot 

objectively evaluate their own performances (Savas, 

2000, 2005). Schwartz and Hayward (2007) 

explained it the following way: 

The Clean Air Act charges the EPA with 

setting air pollution health standards. But this 

means that federal regulators decide when 

their own jobs are finished. Not surprisingly, 

no matter how clean the air, the EPA 

continues to find unacceptable risks. The 

EPA and state regulators’ powers and 

budgets, as well as those of 

environmentalists, depend on a continued 

public perception that there is a serious 

problem to solve. Yet regulators are also 

major funders of the health research intended 

to demonstrate the need for more regulation. 

They also provide millions of dollars a year 

to environmental groups, which use the 

money to augment public fear of pollution 

and seek increases in regulators’ powers. 

These conflicts of interest largely explain the 

ubiquitous exaggeration of air pollution 

levels and risks, even as air quality has 

steadily improved (2007, pp. 11–12). 

The EPA quickly grew in size and influence. Its 

resources and power naturally attracted the attention 

of interest groups. Jay Lehr, Ph.D., a scientist who 

was involved in the founding of the EPA, wrote in 

2014, “Beginning around 1981, liberal activist groups 

recognized the EPA could be used to advance their 

political agenda by regulating virtually all human 

activities regardless of their impact on the 

environment. Politicians recognized they could win 

votes by posing as protectors of the public health and 

wildlife. Industries saw a way to use regulations to 

handicap competitors or help themselves to public 

subsidies” (Lehr, 2014). 

As reported by Chase (1995), in 1993 President 

Bill Clinton signed the International Convention on 

Biological Diversity and just months later created the 

President’s Council on Sustainable Development, 

making “‘ecosystem protection” the EPA’s highest 

mandate. “Under the new rules [EPA’s] primary goal 

would no longer be to protect public health. Rather, it 

would seek to save nature instead” (p. 91). Evidence 

that the change in mission affected the EPA’s 

research since 1993 can be found in the fact that in 

1987, 1990, and 1991 the agency produced a series of 

reports recognizing the impacts of pollution (not only 

air pollution but also impacts on water and food and 

exposure to toxic waste) were small relative to other 

human health risks (EPA, 1987, 1990, 1991), but 

since then it has embraced a “zero risk” paradigm 

whereby any human impact on the environment, no 

matter how small, is regarded as justification for 

government regulation (e.g., EPA, 2004, 2009). 

Protecting public health has become a pretense for 

stopping any human activity that has any impact at all 

on the environment. Such a broad definition of 

“environmental protection” gives the agency license 

to regulate virtually every human activity. 
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The War on Cancer  

Much as the IPCC assumes only man can cause 

climate change, the EPA’s mission leads it to assume 

that natural causes of cancer and other diseases either 

do not exist or do not matter to the regulatory 

process. In both cases the assumptions are false, and 

they contaminate and often invalidate much of what 

both the IPCC and the EPA do. 

The EPA ignores and even hides from the public 

evidence that man-made chemicals are trivial 

contributors to the nation’s disease and mortality 

rates. For example, Bruce N. Ames and Lois Swirsky 

Gold, two distinguished medical researchers at the 

University of California-Berkeley, pointed out that 

“99.99% of all pesticides in the human diet are 

natural pesticides from plants” (Ames et al., 1990). 

“All plants produce toxins to protect themselves 

against fungi, insects, and animal predators such as 

humans. Tens of thousands of these natural pesticides 

have been discovered, and every species of plant 

contains its own set of different toxins, usually a few 

dozen. When plants are stressed or damaged (when 

attacked by pests), they greatly increase their output 

of natural pesticides, occasionally to levels that are 

acutely toxic to humans” (Ames and Gold, 1993, p. 

157. See also Ames, 1983, and Ames et al., 1990).  

The EPA’s focus on man-made chemical 

compounds as the cause of negative health effects 

was reinforced by political constraints placed on the 

agency. According to Kent and Allen (1994), “The 

strong political pressures in the Congress to legislate 

risk levels at or near zero can have a serious impact 

on the costs of environmental programs. To the 

extent that zero risk statutes are not feasible, they 

also threaten the overall credibility of the nation’s 

environmental efforts. Statutory language pursuing 

‘zero discharge’ and extremely low cleanup standards 

for superfund sites could force huge social 

investments that would divert scarce resources from 

even higher-risk problems” (Kent and Allen, 1994, p. 

65). 

The EPA’s campaign to regulate away all risks is 

doomed to fail since risk is inherently subjective. 

Lash (1994) explained why this is so: 

Some people willingly die to protect their 

children; others abandon them. Some choose 

to die for religious faith, or honor, or 

country; others use those concepts as 

rhetorical symbols to achieve selfish ends. It 

is the interaction of what we value with what 

we believe to be reality that determines how 

we act. Given identical information and 

alternatives, different people make different 

choices. The debate over what the 

comparative risk process is, what it should 

be, and whether it is essential or pernicious 

as a tool for public policy is a debate about 

decisions, who should make them, and how 

(p. 70). 

He added, “Whether the issue is smoking or 

global climate change, normative questions are 

inextricably woven into the assessment of risk” 

(Lash, 1994, p. 76). Furedi (2010) noted, “frequently, 

worst-case thinking displaces any genuine risk-

assessment process. Risk assessment is based on an 

attempt to calculate the probability of different 

outcomes. Worst-case thinking – these days known 

as precautionary thinking – is based on an act of 

imagination. It imagines the worst-case scenario and 

demands that we take action on that basis. … In the 

absence of freedom to influence the future, how can 

there be human responsibility? That is why one of the 

principal accomplishment[s] of precautionary culture 

is the normalisation of irresponsibility. That is a 

perspective that we need to reject for a mighty dose 

of humanist courage.” 

Ames and Swirsky Gold warned, “Excessive 

concern for pollution will not improve public health – 

and, in the confusion, may cause us to neglect 

important hazards, such as smoking, alcohol, 

unbalanced diets (with too much saturated fat and 

cholesterol, and too few fruits and vegetables), AIDS, 

radon in homes, and occupational exposures to 

chemicals at high levels. The progress of technology 

and scientific research is likely to lead to a decrease 

in cancer death rates and incidence of birth defects, 

and an increase in the average human life span (Ames 

and Gold, 1993, p. 179). 

 

 
The War on Coal 

President Barack Obama understood clearly how the 

EPA could be used to advance his political agenda, 

which included penalizing manufacturers and the 

fossil fuel industry and rewarding high-tech 

companies and the alternative energy industry. When 

campaigning for president in January 2008, Obama 

told the editorial board of The San Francisco 

Chronicle, “If somebody wants to build a coal-fired 

power plant, they can. It’s just that it will bankrupt 



 Climate Change Reconsidered II: Fossil Fuels 

564 

them,” and later, “Under my plan … electricity rates 

would necessarily skyrocket” (Martinson, 2012). 

Once elected, Obama proceeded to “weaponize” 

the EPA against the fossil fuel industry. His 

administration promulgated new rules and tightened 

older ones in an effort to strangle the coal industry. 

According to Orr and Palmer (2018) those efforts 

included: 

 

 Clean Power Plan 

 Cross-State Air Pollution Rule 

 More stringent National Ambient Air Quality 

Standards (NAAQS) for mercury, particulate 

matter, and ozone 

 Cooling Water Intake Rule 

 Coal Combustion Residuals Rule 

 Carbon Pollution Standards for New Plants 

 Effluent Limitations Guidelines 

 Stream Protection Rule 

 Department of the Interior bans on new mines on 

public lands and mountaintop mining  

Many of these regulations could not be justified 

by cost-benefit analysis, a point that will be 

documented in Chapter 8. They were adopted solely 

as part of a “war on coal” modeled after the war on 

cancer to force a transition from fossil fuels to 

alternative energy sources (wind and solar) or 

mandatory energy conservation. Wrote Orr and 

Palmer,  

The war on coal was very real. It was led 

from the White House and backed by 

hundreds of millions of dollars in funding 

from left-wing foundations including the 

Rockefeller Brothers, the Hewlett 

Foundation, the MacArthur Foundation, 

Bloomberg Philanthropies, and even 

Chesapeake Energy, a natural gas drilling 

company seeking to grow demand for its 

product. These millions were funneled to 

environmental activist groups including 

Greenpeace, the Sierra Club, and Natural 

Resources Defense Council. Just one donor, 

billionaire Michael Bloomberg, has given 

more than $168 million to the Sierra Club to 

support the effort (citing Suchecki, 2015, and 

Brown, 2017). 

Members of the Obama administration 

sometimes acknowledged the real political objective 

of the campaign. EPA Administrator Gina McCarthy 

testified before the U.S. Senate Environment and 

Public Works Committee on July 23, 2014: “The 

great thing about this [Clean Power Plan] proposal is 

that it really is an investment opportunity. This is not 

about pollution control” (McCarthy, 2014, italics 

added). Secretary of State John Kerry described U.S. 

policy regarding coal-fueled power plants: “We’re 

going to take a bunch of them out of commission” 

(Davenport, 2014). In a December 9, 2015 address at 

the United Nations conference where the Paris 

Accord was negotiated, Kerry was remarkably frank 

about how the treaty was not, after all, about 

protecting the environment. He said: 

The fact is that even if every American 

citizen biked to work, carpooled to school, 

used only solar panels to power their homes, 

if we each planted a dozen trees, if we 

somehow eliminated all of our domestic 

greenhouse gas emissions, guess what – that 

still wouldn’t be enough to offset the carbon 

pollution coming from the rest of the world. 

If all the industrial nations went down to zero 

emissions – remember what I just said, all the 

industrial emissions went down to zero 

emissions – it wouldn’t be enough, not when 

more than 65% of the world’s carbon 

pollution comes from the developing world 

(Quoted in Watts, 2015). 

The EPA was a willing accomplice in this 

political campaign to end the world’s reliance on 

fossil fuels. An international climate treaty would 

have provided legal as well as political cover for 

exercising even more power over sectors of the 

economy that constitutionally and by tradition were 

the reserve of state governments or left unregulated. 

The Paris Accord would have been the capstone of an 

eight-year march to power under a president devoted 

to transforming the nation’s energy, manufacturing, 

and agricultural sectors into a new system in which 

the agency would be empowered to regulate virtually 

every aspect of life in America. Today, the EPA has a 

budget of $8 billion and 12,000 full-time staff. Its 

regulations already account for more than half of the 
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total cost of complying with federal regulations 

(Crews, 2018). But like all bureaucracies, it wanted 

to grow.   
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6.2.2 Violating the Bradford Hill Criteria 

EPA makes many assumptions about 

relationships between air quality and human 

health, often in violation of the Bradford Hill 

Criteria and other basic requirements of the 

Scientific Method.  

 
Belzer (1994) wrote: “Science involves a set of 

rigorous procedures for sorting out evidence from 

assertions, fact from fiction, and causation from 

association. Scientists develop theories of physical, 

biological, and human systems and craft testable 

hypotheses, all the while subjecting their efforts to 

critical review by their peers and the marketplace of 

ideas” (p. 176). As discussed in Chapter 2, Section 

2.2.1, the scientific method requires researchers to 

formulate and disprove an alternative null hypothesis. 

In the case of man-made climate change, the 

hypothesis is that dangerous climate change is 

resulting, or will result, from human-related 

greenhouse gas emissions. A reasonable null 

hypothesis is that changes in global climate indices 

and the physical environment are the result of natural 

variability. Another null hypothesis could be that any 

hypothetical mechanism that produces some global 

warming will not produce a climate catastrophe. 

Climate scientists have failed to disprove either null 

hypothesis, meaning the original hypothesis has not 

been proven to be correct. 

The scientific method imposes the same 

requirements on the debate over the human health 

effects of the chemical compounds produced during 

the combustion of fossil fuels. The EPA has compiled 

mountains of assumptions, observational studies, and 

circumstantial evidence in support of its implicit 

hypothesis that man-made chemical compounds 

cause measurable and harmful effects on human 

health, while failing to invalidate the null hypothesis 

that observed death rates and illnesses are the result 

of other causes including aging, genetics, naturally 

occurring carcinogens, unhealthy behaviors such as 

smoking and poor nutritional choices, and other 

forms of risky behavior. Instead of testing the 

elements of its hypothesis for validity, the EPA 

adopted the fallacies of anchoring (defending a 

previous decision or piece of information against new 

evidence), confirmation bias (interpreting all new 

evidence as confirmation of an existing belief), and 

cherry-picking arguments and information to support 

its hypothesis.  

 

Bradford Hill Criteria 

Much of the public concern over man-made 

chemicals is due to the assumption by policymakers, 

regulators, and advocates that evidence of an 

association between a chemical in the air or water 

and a human health effect is evidence that the 

chemical causes that effect. Because distinguishing 

between coincidence and correlation, on the one 

hand, and causal relationships on the other can be 

very difficult in matters of public health, an English 

epidemiologist named Sir Austin Bradford Hill 

(1897–1991) established in 1965 what has become 

known as the Bradford Hill Criteria (BHC), nine 

minimal conditions necessary to provide evidence of 

a causal relationship between an event (in this case 

exposure to an air pollutant) and a health effect 

(illness or mortality). The criteria are presented in 

Figure 6.2.2.1. 

Similar standards have been proposed by other 

researchers (e.g., Henle-Koch-Evans postulates 

(Evans, 1976, 1977) and Susser, 1973, 1991). 

Commenting on the Bradford Hill Criteria, Foster et 

al. (1993) wrote, 

Most scientists would agree that they are not 

standards of scientific proof, or at least not 

the high standards that the HKE postulates 

are generally assumed to be. Nevertheless, 

Hill’s criteria have been widely influential in 

epidemiology. The fact that epidemiologists 

feel it necessary to debate them at all 

underscores the frequent difficulty of 

interpreting epidemiological evidence. At the 

least, it points to the need for a holistic 

assessment of the data, and the recognition 

that the evidence will never be completely 

consistent (p. 10). 

The Bradford Hill Criteria are endorsed by the 

Federal Judicial Center (FJC), an education and 

research agency of the United States federal courts 

established by an Act of Congress (28 U.S.C. §§ 

620–629) in 1967, at the recommendation of the 

Judicial Conference of the United States. FJC’s 

reference manual for judges, titled the Reference 

Manual on Scientific Evidence, provides expert 

advice for determining the admissibility of scientific 

evidence in U.S. federal courts and advises federal 

judges and lawyers practicing in federal courts to 

adhere to that advice in complying with the rules of 

evidence. The latest (third) edition is co-published by 
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Figure 6.2.2.1 
Bradford Hill Criteria for establishing a causal relationship 

 
1. Strength of the association. Relative risk (the incidence rate in the exposed population divided by the rate 

in the unexposed population) measures the strength of the association. The higher the relative risk, the 

greater the likelihood that the relationship is causal. 

2. Consistency of the observed association. Has it been repeatedly observed by different persons, in different 

places, circumstances, and times? 

3. Specificity of the association. Causation is most likely when the association is limited to specific 

occupations, particular sites, and types of diseases. 

4. Temporal relationship of the association. The effect must occur after the cause. 

5. A dose-response curve. The higher the dose, the higher the incidence of disease or mortality. A higher 

dose should not lead to less, rather than greater, harmful effects. 

6. Biological plausibility. A plausible mechanism between cause and effect is helpful, but since it depends 

on the biological knowledge of the day, “this is a feature I am convinced we cannot demand.” 

7. Coherence with current knowledge. The cause-and-effect interpretation of the data should not seriously 

conflict with the generally known facts of the natural history and biology of the disease. 

8. Experimental evidence. Before-and-after comparisons can reveal the strongest support for the causation 

hypothesis.  

9. Analogizing to similar known causes. Knowing the effects of a drug such as thalidomide or a disease such 

as rubella on pregnant women makes it more plausible that other drugs and diseases might have similar 

effects. 

Source: Hill, 1965. 

 
 

the National Research Council of the National 

Academies (FJC, 2011). 

The manual’s chapter on epidemiology was 

coauthored by a distinguished legal scholar, Michael 

D. Green, J.D., the Bess & Walter Williams Chair in 

Law, Wake Forest University School of Law, and 

two distinguished epidemiologists: D. Michal 

Freedman, J.D., Ph.D., M.P.H., epidemiologist in the 

Division of Cancer Epidemiology and Genetics at the 

National Cancer Institute in Bethesda, Maryland, and 

Leon Gordis, M.D., M.P.H., Dr.P.H., professor 

emeritus of epidemiology at Johns Hopkins 

Bloomberg School of Public Health and professor 

emeritus of pediatrics at Johns Hopkins School of 

Medicine, Baltimore, Maryland. 

The authors (on p. 566) define relative risk (the 

focus of BHC #1) as the ratio of the incidence rate 

(often referred to as incidence) of disease or mortality 

in exposed individuals to the incidence rate in 

unexposed individuals:  

 
RR =   (Incidence rate in the exposed) 

   (Incidence rate in the unexposed) 

 

The FJC authors stressed, “The relative risk is 

one of the cornerstones for causal inferences. 

Relative risk measures the strength of the association. 

The higher the relative risk, the greater the likelihood 

that the relationship is causal” (p. 602). On the 

important question of how high a relative risk finding 

must be to pass the legally required threshold (in civil 

cases) of “more likely than not,” or at least 51% 

probable, the FJC authors wrote: 

Some courts have reasoned that when 

epidemiological studies find that exposure to 
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the agent causes an incidence in the exposed 

group that is more than twice the incidence in 

the unexposed group (i.e., a relative risk 

greater than 2.0), the probability that 

exposure to the agent caused a similarly 

situated individual’s disease is greater than 

50%. These courts, accordingly, hold that 

when there is group-based evidence finding 

that exposure to an agent causes an incidence 

of disease in the exposed group that is more 

than twice the incidence in the unexposed 

group, the evidence is sufficient to satisfy the 

plaintiff’s burden of production and permit 

submission of specific causation to a jury. In 

such a case, the factfinder may find that it is 

more likely than not that the substance 

caused the particular plaintiff’s disease. 

Courts, thus, have permitted expert witnesses 

to testify to specific causation based on the 

logic of the effect of a doubling of the risk 

(FJC, 2011, p. 612). 

Since this is an important and contentious point 

in the air quality debate, it is worth quoting the FJC 

at greater length on this question: 

Having additional evidence that bears on 

individual causation has led a few courts to 

conclude that a plaintiff may satisfy his or 

her burden of production even if a relative 

risk less than 2.0 emerges from the 

epidemiological evidence. For example, 

genetics might be known to be responsible 

for 50% of the incidence of a disease 

independent of exposure to the agent. If 

genetics can be ruled out in an individual’s 

case then a Relative Risk greater than 1.5 

might be sufficient to support an inference 

that the substance was more likely than not 

responsible for the plaintiff’s disease. ...  

Eliminating other known and competing 

causes increases the probability that the 

individual’s disease was caused by the 

exposure to the agent. ...  

Similarly, an expert attempting to determine 

whether an individual’s emphysema was 

caused by occupational chemical exposure 

would inquire whether the individual was a 

smoker. By ruling out (or ruling in) the 

possibility of other causes, the probability 

that a given agent was the cause of an 

individual’s disease can be refined. 

Differential etiologies are most critical when 

the agent at issue is relatively weak and is not 

responsible for a large proportion of the 

disease in question.  

Although differential etiologies are a sound 

methodology in principle, this approach is 

only valid if general causation exists and a 

substantial proportion of competing causes 

are known. Thus, for diseases for which the 

causes are largely unknown, such as most 

birth defects, a differential etiology is of little 

benefit. And, like any scientific 

methodology, it can be performed in an 

unreliable manner (pp. 616–7). 

The FJC’s insistence on RRs of 2 (or at least 1.5) 

is lower than what other researchers in the field 

expect. Arnett (2006) wrote, “[O]bservational 

epidemiological studies, unless they show 

overwhelmingly strong associations – on the order of 

an increased relative risk of 3.0 or 4.0 – do not 

indicate causation because of the inherent systematic 

errors that can overwhelm the weak associations 

found. These errors include confounding factors, 

methodological weaknesses, statistical model 

inconsistencies, and at least 56 different biases” (p. 

1).  

The EPA and the voluminous research it claims 

in support of its regulations violate this first and most 

important of the Bradford Hill Criteria by relying on 

observational studies with RRs less than 4.0, 3.0, 2.0, 

and even the lowest standard of 1.5. Indeed, as shown 

in the next section, the studies on which the EPA 

relies often find zero or even negative RRs that are 

hidden in meta-analyses or simply left out of their 

reviews of the literature. The EPA simply assumes 

associations, even very weak ones, are proof of 

causation. 

Another violation of the Bradford Hill Criteria is 

the EPA’s reliance on animal experiments in which 

mice and rats are exposed to near-toxic doses of 

toxins. The EPA assumes, falsely, that such 

experiments produce reliable evidence of the risk to 

humans exposed to far lower levels of those toxins in 

daily life (Whelan, 1993). That assumption is 

contradicted by current toxicological knowledge 

(BHC #7). Ames and Gold (1993) wrote:  

Animal cancer tests are conducted at near-

toxic doses of the test chemical that cannot 
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predict the cancer risk to humans at the much 

lower levels to which they are typically 

exposed. The prediction of cancer risk 

requires knowledge of the mechanisms of 

carcinogenesis, which is progressing rapidly. 

Recent understanding of these mechanisms 

undermines many of the assumptions of 

current regulatory policy regarding rodent 

carcinogens and requires a reevaluation of 

the purpose of routine animal cancer tests (p. 

154). 

Commenting on the use of animal testing in the 

search for cures to cancer rather than possible causes, 

Mak, Evaniew, and Lost (2014) write, “there is a 

growing awareness of the limitations of animal 

research and its inability to make reliable predictions 

for human clinical trials. Indeed, animal studies seem 

to overestimate by about 30% the likelihood that a 

treatment will be effective because negative results 

are often unpublished. Similarly, little more than a 

third of highly cited animal research is tested later in 

human trials. Of the one-third that enter into clinical 

trials, as little as 8% of drugs pass Phase I 

successfully.” 

A third violation of BHC and the scientific 

method is EPA’s default assumption of a linear no-

threshold (LNT) dose-response relationship. For 

example, EPA assumes there is no safe threshold of 

exposure to fine particles (PM2.5) so that even brief 

exposure to extremely low levels of PM2.5 (like those 

calculated in Section 6.1.3) can cause illnesses and 

death within hours of inhalation (i.e., “short-term” or 

literally “sudden death”) and that long-term (i.e., 

years or decades) exposure to low levels of PM2.5 also 

can cause premature death (EPA, 2009; Samet, 2011, 

p. 199). EPA reasons that if exposure to large 

concentrations has negative health effects, then 

exposure to even tiny amounts also must have 

negative effects, albeit smaller ones. EPA’s LNT 

assumption for PM2.5 and other pollutants has been 

vigorously disputed (e.g., Calabrese and Baldwin, 

2003; Calabrese, 2005, 2015).  

Calabrese and Baldwin (2003) explained, “The 

dose-response revolution is the changing perception 

that the fundamental nature of the dose response is 

neither linear nor threshold, but U-shaped,” meaning 

extremely low exposures of some toxins may have 

positive health effects (called hormesis). This 

contradicts EPA’s assumption that responses are 

linear all the way down to zero exposure, and if true 

it invalidates much of its health effects claims relying 

on this assumption. Figure 6.2.2.2 shows some of the 

alternative dose-response curves that EPA simply 

assumes away. 

Calabrese and Baldwin continue,  

[A]cceptance that hormetic-like U-shaped 

dose responses are widespread and real has 

been difficult to achieve. The reasons for this 

are many, but in general include the 

following. First, the field of toxicology has 

become progressively and insidiously 

dependent on the role of government to set 

the national (and international) toxicological 

agenda. This agenda translates into designing 

and interpreting studies to fit into current risk 

assessment paradigms. That is, in the case of 

noncarcinogens, regulatory agencies design 

hazard assessment methodology to provide a 

NOAEL [no-observed-adverse-effect-level], 

whereas in the case of carcinogens, the study 

needs data that can be employed to estimate 

low-dose cancer risk. Such NOAEL and/or 

low-dose evaluations are dominating 

concerns. These controlling governmental 

regulatory perspectives have provided a 

seductive focus on toxicological thinking, 

providing the flow of financial resources and 

forcing private-sector and academic 

institutions to respond to such initiatives 

(Ibid.). 

Calabrese and Baldwin’s account is consistent with 

what we know about how government bureaucracies 

operate (see Chapter 1, Section 1.4) and how funding 

can bias research findings (see Chapter 2, Section 

2.2.4). The EPA’s linear no-threshold assumption 

means when large populations are involved, such as 

the population of the United States (approximately 

326 million), simple math allows it to claim that even 

tiny amounts of an air pollutant with very small 

effects are responsible for thousands of deaths each 

year. Such claims generate favorable headlines, 

please political overseers, and justify a bigger 

research budget next year. But in fact, it is just as 

likely that those low levels of exposure have positive 

health effects or no effect at all. Government 

bureaucrats, politicians, the media, and 

environmental activists have no reason to let the 

public know that EPA’s claims are implausible and 

even counterfactual (see Altman, 1980; Whelan, 

1993; Avery, 2010; Milloy, 2001, 2016). 
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Figure 6.2.2.2 
Alternative ways to extrapolate from high to low doses 

 

 
  
Source: Belzer, 2012, Figure A, p. 8. 

 
 

Finally, the EPA’s paradigm assumes that 

reducing potential health threats by reducing 

emissions is superior to making investments in health 

promotion, even though the latter may be far more 

cost effective. Focusing only on small and 

hypothetical health benefits, often achieved at 

enormous costs by further reducing already de 

minimus emissions of toxins, the agency misses 

significant opportunities for protecting public health 

by reforming existing policies that perversely reward 

harmful behavior or by making targeted public 

investments in improving nutrition, safety, or 

education. For example, Gough (1990) determined 

that if the EPA’s estimates of cancer risks from 

environmental exposures were correct and if its 

regulatory programs were 100% successful in 

controlling those exposures, the agency could 

eliminate only between 0.25 and 1.3% of all cancers. 

Hattis and Goble (1994) also expressed concern that 

the EPA is taking resources away from solving more 

urgent problems (p. 125). 

Just as the IPCC and its allies in the climate 

change debate closed ranks against distinguished 

climate scientists who questioned their disregard of 

the basic requirements of the scientific method, the 

EPA and its allies attacked Ames, Feinstein, 

Calabrese, and other highly qualified critics. Writing 

in 1991, Feinstein observed, 

In previous eras of medical history, when 

major changes were proposed in customary 

scientific paradigms, the perceived threats to 

the status quo led to profound intellectual 

discomforts. Rational discussion of the 

proposed changes was sometimes replaced 

by passionate accusations about ethical 

behavior. A similar situation may arise in 

epidemiology today, as fundamental 

problems are noted in paradigmatic scientific 

methods, and as the available epidemio-

logical evidence is used not only in public 

policy controversies, but particularly in 

adversarial legal conflicts. When the basic 

scientific quality of epidemiological evidence 
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and methods is questioned, defenders of the 

status quo may respond by castigating the 

dissenters as fools or heretics, or by 

insinuating that they have been bribed with 

consultation honoraria (Feinstein, 1991, 

abstract). 

* * * 

 

In conclusion, the EPA assumes its task is to 

accumulate evidence in support of a self-serving 

hypothesis rather than disprove the null hypothesis 

that observed rates of death and illnesses are the 

result of causes other than the chemicals produced by 

modern industrial society. It assumes that association 

equals causation, administering massive doses of 

chemicals to laboratory animals predicts the human 

health impacts of much lower levels of exposure, and 

that even brief exposure to low levels of some 

pollutants can cause disease or death. All of these 

assumptions violate the Bradford Hill Criteria and 

other requirements of the scientific method, rendering 

EPA’s science an unreliable guide for researchers and 

policymakers. 
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6.2.3 Lack of Integrity and Transparency 

The EPA has relied on research that cannot 

be replicated and violates basic protocols for 

conflict of interest, peer review, and 

transparency.  

 

In 2018, EPA Administrator Scott Pruitt 

acknowledged his agency had been “weaponized” by 

the previous administration to wage a “war on fossil 

fuels.” “The key to me,” Pruitt told a reporter for The 

Daily Signal, “is that weaponization of the agency 

that took place in the Obama administration, where 

the agency was used to pick winners and losers. 

Those days are over” (Bluey, 2018). 

Pruitt went on to say, “Can you imagine, in the 

first instance, an agency of the federal government, a 

department of the U.S. government, declaring war on 

a sector of your economy? Where is that in the 

statute? Where does that authority exist? It doesn’t. 

And so to restore process and restore commitment to 

doing things the right way, I think we’ve seen 

tremendous success this past year” (Bluey, 2018) 

About the Paris Accord, which President Donald 

Trump had said the United States would exit, Pruitt 

said, “What was decided in Paris under the past 

administration was not about carbon reduction. It was 

about penalties to our own economy because China 

and India, under that accord, didn’t have to take any 

steps to reduce CO2 until the year 2030. So, if it’s 

really about CO2 reduction, why do you let that 

happen?” 

As described in Section 6.2.1, the “war on coal” 

was real. Burnett (2018) writes, “Nearly a year into 

his presidency, Obama’s Environmental Protection 

Agency (EPA) issued an endangerment finding ruling 

carbon dioxide, the gas plants need for life and every 

human and animal exhales, a danger to human health 

or the environment. Never before had EPA found a 

naturally occurring chemical dangerous at levels that 

have no toxic effect. During his tenure, Obama also 

successfully pressured Congress to increase the 

subsidies to wind and solar power plants and directed 

agencies such as EPA to expand their regulatory 

authority to tighten regulations on coal-fired power 

plants. Combined with competition from natural gas, 

these regulations and subsidies caused the premature 

closure of more than 250 coal-fired power plants 

nationwide.” 

Major regulatory decisions, such as the agency’s 

finding that carbon dioxide endangered public health 

and therefore could be regulated by the EPA under 

the Clean Air Act, were rushed through without the 

documentation required for a major rule and even 

without approval by the EPA’s Science Advisory 

Board. This follows a long history of the EPA 

refusing to respond to outside criticism, reliance on a 

small cabal of favored researchers, refusal to consider 

research that contradicts its findings, and general lack 

of transparency (see Expert Panel, 1992; GAO, 2008, 

2011; NRC, 2011; Smith, 2014; Carna, 2015b). 

Many authors have reported the lack of integrity 

and often outright corruption that have characterized 

the EPA. Lehr (2014) wrote, “The vague language of 

the federal environmental statutes and the 

corresponding massive delegation of authority to the 

EPA to make law, enforce law, and adjudicate 

violations concentrate tremendous power in the hands 

of the agency, breeding insensitivity, zealotry, and 

abuse. Experience has shown that regulatory agencies 

will tend to expand until checked, and the potential 

for regulatory expansion at the EPA, unbounded as it 

is by congressional language, is vast.” 

A sample of books documenting corruption 

inside the EPA appears in Figure 6.2.3.1. Following 

the table are brief reports of some especially 

egregious examples of corruption inside the agency. 

 

 

The John Beale Case 

One of the highest-salaried EPA officials responsible 

for setting NAAQS for particulate matter and ozone 

in the 1990s and for the “Endangerment Finding” for 

carbon dioxide in 2009 “is a convicted felon who 
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Figure 6.2.3.1 
Exposés of lack of integrity and corruption inside the EPA 

 
Ron Arnold, Freezing in the Dark: Money, Power, Politics and the Vast Left Wing Conspiracy, 2007. 
 
Wilfred Beckerman, Through Green-Colored Glasses: Environmentalism Reconsidered, 1996. 
 
Larry Bell, Climate of Corruption: Politics and Power Behind the Global Warming Hoax, 2011. 
 
James T. Bennett and Thomas J. DiLorenzo, Cancer Scam: Diversion of Federal Cancer Funds to Politics, 1998. 
 
Alex B. Berezow and Hank Campbell, Science Left Behind: Feel-Good Fallacies and the Rise of the Anti-Scientific Left, 2012. 
 
Rupert Darwall, The Age of Global Warming: A History, 2013. 
 
James V. DeLong, Out of Bounds, Out of Control: Regulatory Enforcement at the EPA, 2002. 
 
Jeff Gillman and Eric Heberlig, How the Government Got In Your Backyard, 2011. 
 
Indur M. Goklany, The Precautionary Principle: A Critical Appraisal of Environmental Risk Assessment, 2001. 
 
Geoffrey C. Kabat, Hyping Health Risks: Environmental Hazards in Daily Life and the Science of Epidemiology, 2008.  
 
Wallace Kaufman, No Turning Back: Dismantling the Fantasies of Environmental Thinking, 1994. 
 
Aynsley Kellow, Science and Public Policy: The Virtuous Corruption of Virtual Environmental Science, 2007. 
 
Jay H. Lehr, ed., Rational Readings on Environmental Concerns, 1992. 
 
S. Robert Lichter and Stanley Rothman, Environmental Cancer – A Political Disease? 1999. 
 
Christopher Manes, Green Rage: Radical Environmentalism and the Unmaking of Civilization, 1990. 

 
A.W. Montford, The Hockey Stick Illusion: Climategate and the Corruption of Science, 2010. 
 
Daniel T. Oliver, Animal Rights: The Inhumane Crusade, 1999. 

 
James M. Sheehan, Global Greens: Inside the International Environmental Establishment, 1998. 
 
Julian Simon, Hoodwinking the Nation, 1999. 

 
Rich Trzupek, Regulators Gone Wild: How the EPA Is Ruining American Industry, 2011. 
 
 
Source: Lehr, 2014. 

 
 

went to great lengths to deceive and defraud the U.S. 

government over the span of more than a decade,” 

according to Alisha Johnson, press secretary to Gina 

McCarthy, the EPA administrator at the time (Isikoff, 

2013). 

John C. Beale, a high-ranking career bureaucrat 

in the EPA’s Office of Air and Radiation and said to 

be the person most responsible for the EPA’s rulings 

on ozone, particulate matter, and carbon dioxide, was 

convicted of felony theft of government property in 

2014 and sentenced to 32 months in prison for fraud 

and stealing nearly $900,000 from American 

taxpayers (Wall Street Journal, 2013). Mark 

Kaminsky, an investigator for the Office of the 

Inspector General, testified that Beal is a pathological 

liar who “lied across all aspects of his life” (Gaynor, 

2014). During his deposition, Beale said he lied to his 

friends and colleagues because he felt “an excitement 

about manipulating people or convincing them of 

something that’s not true” (Hayward, 2014). 

Patrick Sullivan, assistant inspector general for 

investigations at the EPA, told NBC News “he 
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doubted Beale’s fraud could occur at any federal 

agency other than the EPA. ‘There’s a certain culture 

here at the EPA where the mission is the most 

important thing,’ he said. “They don’t think like 

criminal investigators. They tend to be very trusting 

and accepting’” (Isikoff, 2013). According to NBC 

News, the scandal was “what some officials describe 

as one of the most audacious, and creative, federal 

frauds they have ever encountered.”  

Much of Beale’s work at the EPA was in 

furtherance of agendas promoted by liberal 

environmental organizations, the use of collusive 

lawsuits with a result of sue and settle for new 

environmental regulations, and promotion of more 

burdensome air regulations with the objective of 

imposing maximum harm on industry in general and 

the coal industry in particular. A minority report 

issued by the U.S. Senate Committee on Environment 

and Public Works painted a vivid picture of 

manipulation and corruption: 

Before his best friend Robert Brenner 

[Deputy Director of the Office of Policy, 

Analysis, and Review (OPAR) within the 

office of Air and Radiation (OAR)] hired him 

to work at the EPA, Beale had no legislative 

or environmental policy experience and 

wandered between jobs at a small-town law 

firm, a political campaign, and an apple farm. 

Yet at the time he was recruited to the EPA, 

Brenner arranged to place him in the highest 

pay scale for general service employees, a 

post that typically is earned by those with 

significant experience. 

What most Americans do not know is that 

Beale and Brenner were not obscure no-name 

bureaucrats housed in the bowels of the 

Agency. Through his position as head of the 

Office of Policy, Analysis, and Review, 

Brenner built a “fiefdom” that allowed him to 

insert himself into a number of important 

policy issues and to influence the direction of 

the Agency. Beale was one of Brenner’s 

acolytes – who owed his career and hefty 

salary to his best friend. 

During the Clinton Administration, Beale 

and Brenner were very powerful members of 

the EPA’s senior leadership team within the 

Office of Air and Radiation, the office 

responsible for issuing the most expensive 

and onerous federal regulations. Beale 

himself was the lead EPA official for one of 

the most controversial and far reaching 

regulations ever issued by the Agency, the 

1997 National Ambient Air Quality 

Standards (NAAQS) for Ozone and 

Particulate Matter (PM). These standards 

marked a turning point for the EPA air 

regulations and set the stage for the 

exponential growth of the Agency’s power 

over the American economy. Delegating the 

NAAQS to Beale was the result of Brenner’s 

facilitating the confidence of the EPA elites, 

making Beale the gatekeeper for critical 

information throughout the process. Beale 

accomplished this coup based on his 

charisma and steadfast application of the 

belief that the ends justify the means (U.S. 

Senate Committee on Environment and 

Public Works, 2014, p. i). 

According to Reynolds (2018), “Beale had his 

hand in another fishy tactic utilized by the EPA. The 

creation of the particulate matter regulations came 

about as a result of the first instance of “sue and 

settle,” in which friendly bureaucrats negotiate 

settlements with activist groups. In the case of the 

particulate matter regulations, the American Lung 

Association had sued the EPA to expedite the 

creation of the regulations, and a court order imposed 

a deadline on the agency. The Obama administration 

stuffed the EPA with former employees of radical 

environmental organizations, and then put them in 

charge of negotiating settlements when those 

organizations sued. This allowed the EPA to bypass 

the normal rulemaking process with congressional 

oversight because they were under court order. 

Incidentally, Pruitt put an end to this practice in 

October 2017, another reason he’s been targeted for 

destruction by the Left.” 

Anyone who claims the EPA’s ozone and PM 

NAAQS are based on the scientific method and “best 

available science” should read this account carefully 

and reconsider. 

 

 
Richard Windsor 

While conducting research for a book, Christopher 

Horner, an attorney and author affiliated with the 

Competitive Enterprise Institute, found an EPA 

memo from 2008 describing “alias” email accounts 

created by former EPA Administrator Carol Browner 
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(1993–2001). Those accounts created a “dual account 

structure” used by high-level officials inside the EPA 

to correspond with one another and with outside 

environmental groups without fear that the messages 

would be “leaked” to the public. Many of the 

accounts were apparently set to “auto-delete” 

(Horner, 2012a). 

More recently, EPA Administrator Lisa Jackson 

(2009–2013) invented the name “Richard Windsor” 

for emails sent and received to evade federal 

transparency laws. The scandal resulted in her abrupt 

resignation in December, 2013 just days after the 

Justice Department announced it would begin 

releasing the secret emails. She was never formally 

charged with a crime.  

Federal law requires all government employees 

to use only official email accounts. If they use a 

private account to do official business, they are 

required to make those accounts available to their 

employing department or agency. Why would two 

EPA administrators and their senior staff seek to hide 

their professional (not personal) emails from the 

public? The Competitive Enterprise Institute, which 

filed Freedom of Information Act (FOIA) requests 

and eventually launched a lawsuit leading to a 

judge’s decision to order the release of Jackson’s 

emails, said in a news release on the date of her 

resignation announcement, “the emails relate to the 

war on coal Jackson was orchestrating on behalf of 

President Obama outside the appropriate democratic 

process” (Hall, 2012). The news release continued, 

But this scandal cannot end with Jackson’s 

resignation. She appears to have illegally 

evaded deliberative procedures and 

transparency requirements set in law – as did 

the federal appointees and career employees 

with whom she communicated through her 

alias email account. She must be held to 

account, as must those others – both to assure 

the peoples’ business is done in public and to 

send a signal to other high-level government 

officials this conduct cannot and will not be 

tolerated. 

Meanwhile, CEI will continue to try to get to 

the bottom of Jackson’s efforts to evade 

public scrutiny of her actions. We have and 

will continue to pursue what we have 

determined to be widespread similar behavior 

including private email accounts, private 

computers and privately owned computer 

servers used to hide discussions that, by law, 

must be open to scrutiny and be part of the 

public record. The administration has 

admitted the agency has destroyed 

documents in apparent violation of the 

federal criminal code, and we intend to 

continue to investigate and expose these 

attempts to hide the agency’s actions. 

Regarding Carol Browner, the Clinton-era EPA 

administrator, Horner wrote: “You remember Ms. 

Browner? She’s the lady who suddenly ordered her 

computer hard drive be reformatted and backup tapes 

be erased, just hours after a federal court issued a 

‘preserve’ order that her lawyers at the Clinton 

Justice Department insisted they hadn’t yet told her 

about? She’s the one who said it didn’t 

matter because she didn’t use her computer for email 

anyway?” (Horner, 2012b).  

Regrettably, the corruption didn’t end with 

Jackson’s resignation. In 2015, EPA Administrator 

Gina McCarthy (2013–2017) repeatedly refused to 

turn over to congressional investigators records of the 

agency’s interactions with environmental advocacy 

groups, leading the chairman of the House Science, 

Space and Technology Committee to issue a 

subpoena for the records in March (Carna, 2015a). In 

October, the EPA again refused to turn over records 

to congressional investigators, this time concerning 

its collaboration with environmental groups to alter 

global temperature records, leading to another 

subpoena (Warrick, 2015).  

McCarthy also was subpoenaed for hiding and 

deleting text messages just days after being told by a 

House committee that she may have been violating 

federal document retention laws (Miller, 2015). 

Twenty-one members of Congress introduced 

legislation to impeach her, saying “Administrator 

McCarthy committed perjury and made several false 

statements at multiple congressional hearings, and as 

a result, is guilty of high crimes and misdemeanors – 

an impeachable offense” (Gosar, 2015). 

 

 
Human Experiments 

By conducting human experiments involving 

exposure to levels of particulate matter and 

other pollutants it claims to be deadly, the 

EPA reveals it doesn’t believe its own 

epidemiology-based claims of a deadly threat 

to public health. 
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Another EPA scandal pertains to life-endangering 

experiments performed on human subjects in 

violation of international standards and medical 

ethics (Bell, 2013; Dunn, 2012, 2015; Milloy, 2013, 

2016; Milloy and Dunn, 2012, 2016). The EPA has 

tested a variety of air pollutants – including very high 

exposures to PM2.5 – on more than 6,000 human 

volunteers. Many of these volunteers were elderly or 

already health-compromised – the very groups the 

EPA claims are most susceptible to death from PM2.5 

exposure. PM2.5 exposures in these experiments have 

been as high as 21 times greater than allowed by the 

EPA’s own air quality rules (Milloy, 2012). 

It is illegal, unethical, and immoral to expose 

experimental subjects to harmful or lethal toxins. The 

Reference Manual on Scientific Evidence (FJC, 

2011), published by the United States Federal 

Judicial Center and cited previously in Section 6.2.2, 

on page 555 declares that exposing human subjects to 

toxic substances is “proscribed” by law and cites case 

law. The Nuremberg Code and the Helsinki Accords 

on Human Experimentation by the World Medical 

Association prohibit human experiments that might 

cause harm to the subjects. The EPA’s internal policy 

guidance on experimental protocols prohibits, under 

United States law (the “Common Rule”), experiments 

that expose human subjects to any harm, including 

exposure to lethal or toxic substances. 

The EPA human experiments were conducted 

from January 2010 to June 2011, according to 

information obtained by JunkScience.com from a 

Freedom of Information Act request, and ended three 

months before then-EPA Administrator Lisa Jackson 

testified to Congress claiming PM2.5 was possibly the 

most deadly substance known to mankind, killing as 

many people as die from cancer in the United States 

every year. If the EPA believed its own rhetoric 

about the health threats of PM2.5, then it also should 

have believed these experiments could have resulted 

in serious injury or death, and so were illegal and 

unethical. 

What could have possessed these EPA 

researchers to conduct these illegal experiments? 

Robert Devlin, a senior EPA research official who 

supervised human experiments at the University of 

North Carolina School of Medicine, said in an 

affidavit, “Controlled human exposure studies 

conducted by the EPA scientists and the EPA funded 

scientists at multiple universities in the United States 

fill an information gap that cannot be filled by large 

population studies. … These studies are done under 

conditions that are controlled to ensure safety, with 

measurable, reversible physiological responses. They 

are not meant to cause clinically significant adverse 

health effects, but rather reversible physiological 

responses can be indicators of the potential for more 

serious outcomes (Devlin, 2012). 

Devlin either did not believe EPA Administrator 

Jackson’s claims that exposure to even low levels of 

PM2.5 could cause instant death, or he knowingly 

violated the provisions of the Nuremberg Code, the 

Helsinki Accords on Human Experimentation, and 

the U.S. Common Rule. Either Jackson is wrong, or 

Devlin and scores of other doctors and researchers 

who participated in these illegal experiments should 

be in prison. 

The EPA refused to respond to FOIA requests 

filed by medical researchers Steve Milloy and John 

Dale Dunn, M.D. (note both are contributors to this 

chapter). When sued, it claimed the EPA-funded 

researchers were immunized from any requirement to 

produce their data because the data were the private 

property of the researchers. Then the EPA’s inspector 

general took up the case in October 2012. Eighteen 

months later, the inspector general concluded the 

agency had indeed failed to warn study subjects that 

it believed the experiments could kill them – but the 

inspector general inexplicably ignored the issue of 

whether the experiments were fundamentally illegal 

and unethical (EPA, 2014).  

Embarrassed by negative publicity from the case, 

the EPA quietly paid the National Research Council 

of the National Academies of Sciences to produce a 

report that it expected would exonerate the agency. A 

committee of mostly academics, many of them 

recipients of government grants to find evidence 

favoring the government’s hypothesis that man-made 

chemicals threaten human health, was formed and 

began meeting on June 1, 2015. There was no public 

notice of the formation of the committee or its 

meeting, so the legally required “public” meeting was 

attended only by the committee members and EPA 

and NRC staff. 

In June 2016, Milloy and Dunn learned of the 

NRC investigation for the first time from a 

congressional aide who just happened to see 

information about it. They learned five meetings had 

been held, the last one in April 2016, none open to 

the public. Milloy and Dunn hurriedly provided 

comments to the committee docket (record) and 

requested an opportunity to present oral and written 

information to the committee. They were allowed to 

participate remotely in one meeting (Milloy et al., 

2016).  

 The NRC released its report in March 2017 

(NRC, 2017a). As Milloy and Dunn had feared, it 
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was a whitewash. From NRC’s announcement of the 

report’s release:  

The committee concluded that the societal 

benefits of CHIE [controlled human 

inhalation exposure] studies are greater than 

the risks posed to the participants in the eight 

studies considered, which are unlikely to be 

large enough to be of concern. EPA applies a 

broad set of health-evaluation criteria when 

selecting participants to determine that there 

is no reason to believe that their participation 

in the study will lead to an adverse health 

response (NRC, 2017b).  

The first sentence in the NRC’s statement ought 

to be shocking to all readers. Since at least the end of 

World War II, the ethics of human experimentation 

was never about balancing “societal benefits” against 

individual risks. The consensus of ethicists around 

the world is that no societal benefit can justify human 

experimentation where serious physical harm is a 

possibility. Even informed consent is not a 

permission slip to conduct such experiments. This 

sentence demonstrates how the NRC failed to 

properly frame its investigation from the very start. 

The second sentence from the NRC’s summary 

directly contradicts the EPA’s claims about the health 

effects of exposure to low concentrations of PM2.5. 

Whereas the EPA repeatedly claims there is “no safe 

level of exposure” to PM2.5, that even tiny exposures 

raise the risk of adverse health effects up to and 

including sudden death, the NRC says experiments 

exposing volunteers to such levels do not “lead to an 

adverse health response.” To avoid having scores of 

medical doctors and researchers working under its 

management go to jail for violating medical ethics, 

the EPA apparently admitted to the NRC that PM is 

not the deadly pollutant it has been saying it is to the 

public, Congress, and the public health research 

community. 

The EPA’s response to the concerns expressed by 

Milloy and Dunn illustrates the same aversion to 

transparency, defiance of the law, and opposition to 

transparency that were demonstrated in the previous 

examples in this section. EPA’s motive for 

conducting the experiments, from Devlin’s testimony 

and the circumstances, seems clear. The EPA knew 

its claims about the health effects of PM2.5 and other 

pollutants are vulnerable to challenge because the 

underlying studies – all dubious epidemiological 

statistical correlation studies – do not actually show 

that particulate matter kills anyone. Neither do 

animal toxicology studies, no matter how much PM 

the laboratory animals inhale. So the EPA decided to 

break the rules – of the international community as 

well as of the agency itself – and bolster its claims 

about particulate matter by conducting human 

experiments.  

 

 
The Current Administration 

While the new administration has pledged to 

improve matters, some current regulations 

and ambient air standards are based on 

flawed data. 

 

On February 17, 2017, Scott Pruitt became EPA 

Administrator, although he resigned effective July 9, 

2018. (At the time of this writing, a permanent 

replacement has not been named.) During his years as 

attorney general for the State of Arkansas, Pruitt 

grew familiar with the EPA’s misuse of science, lack 

of transparency, and outright corruption of the 

regulatory process. With other state attorneys 

general, he sued the EPA 14 times for exceeding its 

constitutional authority by attempting to federalize 

state environment and energy regulation. As 

administrator, Pruitt proposed a 2018 budget for EPA 

that was $2.6 billion below the agency’s 2017 

funding level. The opening pages of the proposed 

budget state: 

This resource level and the agency FTE [full-

time equivalent] level of 11,611 supports the 

agency’s return to a focus on core statutory 

work and recognizes the appropriate federal 

role in environmental protection. The budget 

addresses our highest environmental 

priorities and refocuses efforts toward 

streamlining and reducing burden. 

Responsibility for funding local 

environmental efforts and programs is 

returned to state and local entities, while 

federal funding supports priority national 

work (EPA, 2017a, pp. 1–2). 

Under Pruitt’s leadership, the EPA began to 

unravel the “war on coal” waged by his predecessors. 

Specific regulatory changes are discussed in some 

detail in Chapter 8, as part of the cost-benefit analysis 

of regulations, and so won’t be raised here. However, 

in light of the abuses of transparency and process 

documented above, three Pruitt initiatives should be 

mentioned here. First, on October 16, 2017, Pruitt 
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issued an agency-wide directive designed to end the 

“sue and settle” practice that was used to set the PM 

and ozone NAAQSs. In the announcement of the 

directive, Pruitt is quoted as saying,  

The days of regulation through litigation are 

over. We will no longer go behind closed 

doors and use consent decrees and settlement 

agreements to resolve lawsuits filed against 

the Agency by special interest groups where 

doing so would circumvent the regulatory 

process set forth by Congress. Additionally, 

gone are the days of routinely paying tens of 

thousands of dollars in attorney’s fees to 

these groups with which we swiftly settle 

(EPA, 2017b). 

Also in October 2017, Pruitt announced the EPA 

would no longer appoint to its advisory boards 

individuals who receive funding from the agency. 

According to the directive, “members [of advisory 

committees] shall be independent from EPA, which 

shall include a requirement that no member of any of 

EPA’s federal advisory committees be currently in 

receipt of EPA grants, either as principal investigator 

or co-investigator, or in a position that otherwise 

would reap substantial direct benefit from an EPA 

grant” (EPA, 2017c). “It is very, very important to 

ensure independence, to ensure that we’re getting 

advice and counsel independent of the EPA,” Pruitt 

told The New York Times. He pointed out that 

members of just three boards – Scientific Advisory 

Board, Clean Air Science Advisory Committee, and 

Board of Scientific Counselors – had collectively 

accepted $77 million in EPA grants over the previous 

three years. “He noted that researchers will have the 

option of ending their grant or continuing to advise 

EPA, ‘but they can’t do both’” (Dennis and Eilperin, 

2017). 

On April 30, 2018, the EPA issued a notice of a 

proposed rule for “strengthening transparency in 

regulatory science.” That notice said, “Today, EPA is 

proposing to establish a clear policy for the 

transparency of the scientific information used for 

significant regulations: Specifically, the dose 

response data and models that underlie what we are 

calling ‘pivotal regulatory science’” (EPA, 2018). 

The proposed rule calls for ending the use of “secret 

science” – research utilizing databases that are not 

made available to independent scholars to replicate 

findings – and challenges the EPA’s most 

controversial assumption, the linear no-threshold 

dose-response. The rule also calls for more complete 

disclosure of confounding factors and model 

uncertainty. 

These three initiatives are bold departures from 

“business as usual” at the EPA, and if successful they 

would address the most important reasons the agency 

has lost nearly all its credibility in the air quality 

debate (Johnston, 2018). It will take years for these 

reforms to change the agency’s culture and lead to 

corrections of its faulty scientific and public health 

claims. Until that time, no one should rely on any 

public health research conducted by the EPA in 

justification of its regulations. 
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6.3. Observational Studies 

When EPA-sponsored toxicological research fails to 

prove a particular exposure is harmful, the agency 

turns to observational studies in which the researcher 

is not able to control how subjects are assigned to the 

“treated” group or the “control” groups or the 

treatments each group receives. Such studies are 

frequently used in the field of epidemiology, a branch 

of medicine that studies the incidence and 

distribution of diseases. Section 6.3.1 describes 

EPA’s history of relying on such studies and their 

shortcomings, and Section 6.3.2 presents a case 

studying featuring EPA’s reliance on flawed studies 

to justify regulation of fine particulate matter.  

 

 
6.3.1 Reliance on Observational Studies 

Observational studies are easily 

manipulated, cannot prove causation, and 

often do not support a hypothesis of toxicity 

with the small associations found in 

uncontrolled observational studies.  

 
Just as the academic literature on climate science is 

clogged with multi-author reports based on unreliable 

computer models generally aimed at supporting the 

federal government’s “war on fossil fuels,’ so too is 

the literature on air quality is clogged by 

government-funded observational studies, sometimes 

called epidemiological studies or simply 

epidemiology. Such studies generally compare the 

observed health outcomes of subjects thought to have 

been exposed to a relatively high level of a chemical 

compound in an uncontrolled setting, typically 

determined by air quality monitors located in or near 

the area where the subjects live or work, to a control 

group that is either larger (e.g., all residents of the 

country) or whose members live or work in an area 

with lower levels of exposure. Observational studies 

differ from experiments, in which subjects are 

randomly assigned to a treated group or a control 

group. Wolff and Heuss (2012) reported EPA’s 

increased reliance on such studies beginning in 1996: 

In considering the establishment of NAAQS, 

EPA relies on three types of health effect 

studies: controlled human exposures 

(“clinical”), animal toxicology (“toxicology”) 

and epidemiology studies. In all NAAQS 

reviews prior to the 1996 PM review, EPA 

relied most heavily on controlled human 

exposures, which establish health effect 

endpoints as a function of exposure and 

demonstrate causality, and the toxicology 

studies which provide insights as to the mode 

of the damage caused by an exposure. 

Epidemiology studies were used if they 

supported the findings in the other two types 

of studies because epidemiology studies can 

only identify statistical associations between 

air pollutant concentrations and health 

endpoint incidence and cannot be used to 

demonstrate causality (cause-effect 

relationships).  

For the PM NAAQS review that ended in 1996, 

Wolff and Heuss (2012) wrote, the EPA for the first 

time subordinated human exposure and toxicological 

studies to epidemiological studies “because they [the 

toxicological studies] showed no evidence of effects 

at concentrations near the level of the existing 

NAAQS.” To make a case for a lower NAAQS for 

PM10 and a new NAAQS for PM2.5, the EPA had to 

turn to epidemiology studies that found “very weak 

statistical associations” between exposure and 

mortality. “EPA promulgated new annual and 24-

hour PM2.5 NAAQS based on the epidemiology 

findings” (Ibid.). 

EPA’s reliance on epidemiology represented a 

major step away from sound science. The Federal 

Judicial Center, whose authors were introduced and 

quoted earlier in this chapter, stress, “epidemiology 

cannot prove causation; rather, causation is a 

judgment for epidemiologists and others interpreting 

the epidemiological data. Moreover, scientific 

determinations of causation are inherently tentative. 

The scientific enterprise must always remain open to 

reassessing the validity of past judgments as new 

evidence develops” (FJC, 2011, p. 598). 

Foster et al. (1993), commenting on more than a 

dozen cases of what they call “phantom risks” 

(“cause-and-effect relationships whose very existence 

https://www.epw.senate.gov/public/_cache/files/2d30f39e-2fde-4b37-8810-32fa21b6e6bd/epaplaybookunveiled.pdf
https://www.epw.senate.gov/public/_cache/files/2d30f39e-2fde-4b37-8810-32fa21b6e6bd/epaplaybookunveiled.pdf
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is unproven and perhaps unprovable” (p. 1)), 

concluded, “The epidemiological studies are 

frequently inconsistent; the animal studies often show 

clear toxic effects, but at levels that vastly exceed any 

reasonable human exposure. Although the issues 

vary, similar themes constantly reappear” (p. 13) and 

“despite hysterical claims that were widely 

publicized during the 1970s, typical environmental 

exposures to most chemicals are too low to be a 

major (or even detectable) source of illness” (p. 14).  

A major shortcoming of observational studies is 

their failure to replicate results, a violation of BHC 

#2 requiring consistency of the observed association. 

Young and Karr (2011) wrote, 

It may not be appreciated how often 

observational claims fail to replicate. In a 

small sample in 2005 [citing Ioannidis, 

2005], of 49 claims coming from highly cited 

studies, 14 either failed to replicate entirely 

or the magnitude of the claimed effect was 

greatly reduced (a regression to the mean). 

Six of these 49 studies were observational 

studies, and in these six, in effect, randomly 

chosen observational studies, five failed to 

replicate. This last is an 83% failure rate. In 

an ideal world in which well-studied 

questions are addressed and statistical issues 

are accounted for properly, few statistically 

significant claims are false positives. Reality 

for observational studies is quite different (p. 

117). 

Young and Karr continued, 

We ourselves carried out an informal but 

comprehensive accounting of 12 randomised 

clinical trials that tested observational claims. 

… The 12 clinical trials tested 52 

observational claims. They all confirmed no 

claims in the direction of the observational 

claims. We repeat that figure: 0 out of 52. To 

put it another way, 100% of the observational 

claims failed to replicate. In fact, five claims 

(9.6%) are statistically significant in the 

clinical trials in the opposite direction to the 

observational claim. To us, a false discovery 

rate of over 80% is potent evidence that the 

observational study process is not in control. 

The problem, which has been recognised at 

least since 1988, is systemic (Ibid.). 

Alvan R. Feinstein, a Yale epidemiologist, 

produced a series of devastating critiques of research 

relied on by the EPA and other regulatory agencies 

(Feinstein, 1988, 1991; Feinstein and Massa, 1997). 

In a 1988 article published in Science he observed: 

Many substances used in daily life, such as 

coffee, alcohol, and pharmaceutical treatment 

for hypertension, have been accused of 

“menace” in causing cancer or other major 

diseases. Although some of the accusations 

have subsequently been refuted or 

withdrawn, they have usually been based on 

statistical associations in epidemiological 

studies that could not be done with the 

customary experimental methods of science. 

With these epidemiological methods, 

however, the fundamental scientific 

standards used to specify hypotheses and 

groups, get high-quality data, analyze 

attributable actions, and avoid detection bias 

may also be omitted. Despite peer-review 

approval, the current methods need 

substantial improvement to produce 

trustworthy scientific evidence (Feinstein, 

1988, abstract). 

James Enstrom, an epidemiologist long 

associated with the Jonsson Comprehensive Cancer 

Center at the University of California, Los Angeles 

and now head of the Scientific Integrity Institute, 

observed the following flaws in epidemiological 

studies relied on by the EPA and air quality 

regulatory agencies in California to estimate the 

health effects of particulate matter (PM): 

 

 mobile populations 

 unreliable, non-continuous, and fixed monitor 

information 

 no monitor information on some pollutants all the 

time (2.5 micron particulate matter, for example) 

or part of the time (10 micron and others) 

 an attempt to assess long-term chronic health 

effects of air quality by death studies, an acute 

phenomenon 

 death certificates and raw death data used 

without autopsies 
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 inside air quality ignored for populations living 

indoors, particularly during old age, advanced 

medical illness, and terminal illness 

 no biological plausibility because the deaths are 

in the setting of non-toxic levels of air pollution 

(Enstrom, 2005) 

Each of these flaws can lead to violations of 

BHC standards and make such studies unreliable 

guides for public policy. Observational studies are 

easily manipulated, cannot prove causation, and often 

do not support a hypothesis of toxicity with the small 

associations in uncontrolled observational studies. 

And yet, an important part of the case against fossil 

fuels – that they produce emissions that threaten 

human health – relies entirely on such research. The 

flawed results are often fed, without criticism or 

skepticism, into the computer models used to predict 

future health effects and the “social cost of carbon” 

(see, e.g., Bosello et al., 2006). This is a critical 

mistake that careful researchers should avoid. 
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6.3.2 The Particulate Matter Scare 

Real-world data and common sense 

contradict claims that ambient levels of 

particulate matter kill hundreds of thousands 

of Americans and millions of people around 

the world annually.  

 
The studies relied on by the EPA to support its “war 

on coal” frequently fail to show relative risks (RR) 

that would suggest a causal relationship between the 

chemical compounds released during the combustion 

of fossil fuels and adverse human health effects. 

Particularly egregious is the agency’s claim, against 

real-world data and common sense, that small 

particles in the air kill hundreds of thousands of 

Americans annually.  

 

 

EPA’s Research 

The EPA first asserted authority to regulate fine 

particulate matter (PM2.5) as a pollutant in 1997. The 

U.S. Senate Committee on the Environment and 

Public Works reported how John Beale, now a 

convicted felon, played a major role in the decision: 

In the case of the 1997 NAAQS, the 

Playbook started with a sue-and-settle 

agreement with the American Lung 

Association, which established a compressed 

timeline to draft and issue PM standards. 

This timeline was further compressed when 

EPA made the unprecedented decision to 

simultaneously issue new standards for both 

PM and Ozone. Issuing these standards in 

tandem and under the pressure of the sue-

and-settle deadline, Beale had the mechanism 

he needed to ignore opposition to the 

http://www.fjc.gov/public/pdf.nsf/lookup/SciMan3D01.pdf/$file/SciMan3D01.pdf
http://www.fjc.gov/public/pdf.nsf/lookup/SciMan3D01.pdf/$file/SciMan3D01.pdf
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standards – EPA simply did not have the 

time to consider dissenting opinions.  

The techniques of the Playbook were on full 

display in the “Beale Memo,” a confidential 

document that was leaked to Congress during 

the controversy, which revealed how he 

pressured the Office of Information and 

Regulatory Affairs to back off its criticism of 

the NAAQS and forced them to alter their 

response to Congress in 1997. EPA also 

brushed aside objections raised by Congress, 

the Office of Management and Budget, the 

Department of Energy, the White House 

Council of Economic Advisors, the White 

House Office of Science and Technology 

Policy, the National Academy of Sciences, 

and EPA’s own scientific advisers – the 

Clean Air Science Advisory Committee.  

These circumstances were compounded by 

EPA’s “policy call” to regulate PM2.5 for the 

first time in 1997. PM2.5 are ubiquitous tiny 

particles, the reduction of which the EPA 

used to support both the PM and Ozone 

NAAQS. In doing so, the Playbook also 

addressed Beale’s approach to EPA’s 

economic analysis: overstate the benefits and 

underrepresent the costs of federal 

regulations. This technique has been applied 

over the years and burdens the American 

people today, as up to 80% of the benefits 

associated with all federal regulations are 

attributed to supposed PM2.5 reductions (U.S. 

Senate Committee on the Environment and 

Public Works, 2014, p. ii). 

Fourteen years later, in 2011, EPA Administrator 

Lisa Jackson claimed in testimony before Congress, 

“If we could reduce particulate matter to levels that 

are healthy we would have an identical impact to 

finding a cure for cancer” (quoted in Harris and 

Broun, 2011, p. 2; see also Congressional Record, 

2011). Cancer kills approximately 570,000 people in 

the United States annually, making this an astounding 

and incredible claim. 

In 2014, then EPA Administrator Gina McCarthy 

told reporters, “John Beale walked on water at EPA.” 

The U.S. Senate Committee on Environment and 

Public Works commented on that remark: “This 

unusual culture of idolatry has led EPA officials to 

blind themselves to Beale’s wrongdoing and caused 

them to neglect their duty to act as public servants. 

As such, to this day EPA continues to protect Beale’s 

work product and the secret science behind the 

Agency’s NAAQS and PM claims” (U.S. Senate 

Committee on Environment and Public Works, 2014, 

p. iii). 

As reported in the introduction to this chapter, in 

2010, the EPA claimed PM caused approximately 

360,000 and as many as 500,000 premature deaths in 

the United States in 2005, citing Laden et al. (2006) 

(EPA, 2010, p. G7). Figure 6.3.2.1 reproduces Table 

G-1 from the EPA report supporting the agency’s 

claim. In 2012, approximately the same team of 

authors who produced the estimates relied on by the 

EPA for the estimates in Figure 6.3.2.1 updated their 

analysis to account for changes in the cohort 

population and air quality up to and including 2009. 

They reported, “Each 10-µg/m3 increase in PM2.5 

was associated with a 14% increased risk of all-cause 

death [95% confidence interval (CI): 7%, 22%], a 

26% increase in cardiovascular death (95% CI: 14%, 

40%), and a 37% increase in lung-cancer death (95% 

CI: 7%, 75%)” (Lepeule et al., 2012). They went on 

to report, “Given that there were 2,423,712 deaths in 

the United States in 2007 (Xu et al. 2010) and that 

the average PM2.5 level was 11.9 µg/m
3
 (U.S. EPA 

2011), our estimated association between PM2.5 and 

all-cause mortality implies that a decrease of 1 µg/m
3 

in population-average PM2.5 would result in 

approximately 34,000 fewer deaths per year” (Ibid.). 

The EPA’s claim that PM2.5 causes long-term 

death is grounded in two long-term epidemiological 

studies: the Harvard Six Cities study (Dockery et al., 

1993; Pope et al., 2002) and the American Cancer 

Society (ACS) study (Pope et al., 1995, 2002, 

2009). The original Harvard Six Cities study tracked 

the health of 8,111 subjects in six cities between 1974 

and 1991 and found an RR of 1.26 for those living in 

cities with the highest reported levels of air pollution 

compared to those living in the city with the lowest 

reported level of air pollution. The authors 

concluded, “fine particulate air pollution … 

contributes to excess mortality in certain U.S. cities.” 

Besides the obvious problem of a small sample 

size and failing to consider many possible 

confounding factors, the study found subjects with 

more than a high school education showed no 

association of PM exposure with mortality and even 

found for that group a slight decrease in mortality 

rates due to respiratory disease (Arnett, 2006, p. 5). 

This finding violates BHC #2 requiring consistency 

of the observed association and #3 requiring 

specificity of the association. 



 Climate Change Reconsidered II: Fossil Fuels 

584 

 
 

Figure 6.3.2.1 
Estimated PM2.5-related premature mortality associated with incremental air quality differences 
between 2005 ambient mean PM2.5 levels and lowest measured level from the epidemiology 
studies or policy relevant background 

 

 
 

Source: EPA, 2010, Table G-1.

 
 

The original ACS study compared air quality 

levels with mortality in more than 500,000 people 

from 151 U.S. metropolitan areas between 1982 and 

1989. It found RRs of 1.17 for PM and 1.15 for 

sulfate, once again comparing the most polluted city 

with the least polluted city. Even this weak 

association – far below the RR of 2 or even 1.5 

required by the Federal Judicial Center – is suspect. 

According to Arnett (2006), “health information was 

obtained only once, at entry into the study in 1982 

and it considered only a few of the 300 known risk 

factors that have been associated with cardiovascular 

disease. None of the data obtained was verified by 

review of medical records or by other means” (p. 6). 

Not surprisingly, given the small associations 

they found and lack of supporting science, the EPA’s 

own scientific advisory committee refused to approve 

a PM standard. In 1995, in response to a request from 

the agency, researchers for the National Institute of 

Statistical Science investigated the possible 

relationship between airborne particulate matter and 

mortality in Cook County, Illinois, and Salt Lake 

County, Utah. “We found no evidence that particulate 

matter < or = 10 microns (PM10) contributes to excess 

mortality in Salt Lake County, Utah. In Cook County, 

Illinois, we found evidence of a positive PM10 effect 

in spring and autumn, but not in winter and summer,” 

they reported. “We conclude that the reported effects 

of particulates on mortality are unconfirmed” (Styer 

et al., 1995). 

In its 2013 estimate of the “social cost of 

carbon,” which has since been rescinded, the EPA 

claimed public health is endangered by chemical 

compounds released during the combustion of fossil 

fuel, principally particulate matter, ozone, nitrogen 

dioxide (NO2), sulfur dioxide (SO2), mercury, and 

hydrogen chloride (HCl) (EPA, 2013). Other harms it 

cited included visibility impairment (haze), corrosion 

of building materials, negative effects on vegetation 

due to ozone, acid rain, nitrogen deposition, and 

negative effects on ecosystems from methylmercury  

In 2014 and 2015, the EPA relied on the same 

sources (Laden et al., 2006 and Lepeule et al., 2012) 

for its regulatory impact statement regarding the 

proposed Clean Power Plan (EPA, 2014, 2015), 

which has since been rescinded (EPA, 2018a). The 

EPA claimed benefits of the new regulations would 

be worth an estimated $55 billion to $93 billion in 
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2030. Virtually all the benefits would come from 

reducing particulate matter emissions and exposure to 

ozone, which the EPA said would avoid 2,700 to 

6,600 premature deaths and 140,000 to 150,000 

asthma attacks in children annually (EPA, 2015). 

From 2009 to 2011, EPA claimed reducing PM 

emissions amounted to 99% or more of the benefits 

of eight of twelve new rules (Smith, 2011). 

Despite much research, there is no generally 

accepted medical or biological explanation for how 

PM2.5 at concentrations close to U.S. ambient levels 

could cause disease or death. No laboratory animal 

has ever died from PM2.5 in an experimental setting, 

even though animals have been exposed to levels of 

PM2.5 as much as 100+ times greater than human 

exposures to PM2.5 in outdoor air (Arnett, 2006). The 

EPA assumes without providing clinical evidence 

that exposure to ambient levels of PM2.5 causes 

disease and mortality. This violates BHC #6, 

requiring biological plausibility, and #8, requiring 

experimental evidence. 

As reported earlier in Section 6.2, the EPA has 

tested a variety of air pollutants – including very high 

exposures to PM2.5 – on more than 6,000 human 

volunteers. Many of these volunteers were elderly or 

already health-compromised – the very groups the 

agency claims are most susceptible to death from 

PM2.5 exposure. The agency has admitted there have 

been no deaths or any dangerous adverse events 

clearly caused by these PM2.5 exposures, which were 

as high as 21 times greater than the exposures 

allowed by the agency’s own air quality rules 

(Milloy, 2012). 

Recently EPA reduced the size of claims made in 

the past with regards to the small particle and ozone 

co-benefits of the Clean Power Plan (Saiyid, 2018), 

but a more far-reaching review of the EPA’s 

methodology and integrity is needed. Such a review 

would likely result in dramatic changes in NAAQS 

and other EPA policies. According to the EPA, 

average exposure in the United States to both PM10 

and PM2.5 has fallen steeply since the 1990s and is 

now below the agency’s NAAQS (EPA, 2018b). 

Figure 6.3.2.2 reproduces the EPA’s graphs for PM2.5 

and PM10 concentrations for the period 2000–2016. 

 

 

Independent Research 

The Health Effects Institute (HEI), a nonprofit 

research organization jointly funded by the EPA and 

the automobile industry, has conducted several 

studies on the health effects of air quality, 

reanalyzing data from the Harvard Six Cities and 

ACS studies as well as a newer database called the 

National Morbidity, Mortality and Air Pollution 

Study (NMMAPS) (Krewski et al., 2000; Krewski et 

al., 2005; HEI, 2008). While generally confirming 

the findings of the earlier reports, they also reported 

considerable heterogeneity in the data, indicating 

exposure to identical levels of particulate matter was 

correlated with different health outcomes in different 

parts of the country, a violation of BHC #2, which 

requires consistency of the observed association 

across different places. In 2008, HEI reported, “We 

have re-done our analyses with more stringent 

convergence criteria for the GAM [generalized 

additive models] estimation procedure and found that 

estimates for individual cities changed by small 

amounts and that the estimate of the average 

particulate pollution effect across the 90 largest U.S. 

cities changed from a 0.41% increase to a 0.27% 

increase in daily mortality per 10 micrograms per 

cubic meter of PM10,” a significant reduction. 

Enstrom (2005) surveyed observational studies 

on the health effects of PM in the United States up to 

that year. His table summarizing the findings appears 

as Figure 6.3.2.3. 

None of the studies in Enstrom’s table found an 

RR for PM2.5 greater than 1.15 (at the 95% 

confidence level), far below the Federal Judicial 

Center requirement of an RR of 2 or more to pass the 

legal requirement for evidence showing exposure to a 

chemical compound is “more likely than not” to 

cause an adverse health effect (FJC, 2011). Recall 

that an RR = 1 means no association at all, and a 

negative RR means a possible positive effect on 

health outcomes. In the same article, Enstrom 

presented the results of his original study of the 

health effects of PM2.5 in California. He described his 

methodology as follows: 

[T]he long-term relation between fine 

particulate air pollution and total mortality 

was examined in a cohort of 49,975 elderly 

Californians, with a mean age of 65 [years] 

as of 1973. These subjects, who resided in 25 

California counties, were enrolled in 1959, 

recontacted in 1972, and followed from 1973 

through 2002; 39,846 deaths were identified. 

Proportional hazards regression models were 

used to determine their relative risk of death 

(RR) and 95% confidence interval (CI) 

during 1973–2002 by county of residence. 

The models adjusted for age, sex, cigarette 

smoking, race, education, marital status, 
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Figure 6.3.2.2 
Declining aerial concentrations of PM2.5 and PM10 in the United States, 2000–2016 
 
 
A. PM2.5 seasonally weighted average annual concentration in the United States, 2000–2016 

 
B. PM10 seasonally weighted average annual concentration in the United States, 1990–2016. 

 
Source: EPA, 2018b.  
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Figure 6.3.2.3 
Relative risk and 95% confidence interval (CI) for long-term all-cause mortality per 10-ug/m3 
increase in PM2.5 for U.S. cohort studies based on PM2.5 

 
Source: Enstrom, 2005. 
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body mass index, occupational exposure, 

exercise, and a dietary factor. For the 35,789 

subjects residing in 11 of these counties, 

county-wide exposure to fine particles was 

estimated from outdoor ambient 

concentrations measured during 1979–1983 

and RRs were calculated as a function of 

these PM2.5 levels (mean of 23.4 µg/m
3
) 

(abstract). 

Enstrom (2005) described his findings as follows: 

For the initial period, 1973–1982, a small 

positive risk was found: RR was 1.04 (1.01–

1.07) for a 10-µg/m
3
 increase in PM2.5. For 

the subsequent period, 1983–2002, this risk 

was no longer present: RR was 1.00 (0.98–

1.02). For the entire follow-up period, RR 

was 1.01 (0.99–1.03). The RRs varied 

somewhat among major subgroups defined 

by sex, age, education level, smoking status, 

and health status. None of the subgroups that 

had significantly elevated RRs during 1973–

1982 had significantly elevated RRs during 

1983–2002. The RRs showed no substantial 

variation by county of residence during any 

of the three follow-up periods. Subjects in 

the two counties with the highest PM2.5 levels 

(mean of 36.1 µg/m
3
 ) had no greater risk of 

death than those in the two counties with the 

lowest PM2.5 levels (mean of 13.1 µg/m
3
 ). 

These epidemiological results do not support 

a current relationship between fine 

particulate pollution and total mortality in 

elderly Californians, but they do not rule out 

a small effect, particularly before 1983. 

In later writing on this study, Enstrom (2006) 

said, “The methodology used in my study is 

completely consistent with the methodology used in 

the 2002 Pope study. For instance, my study 

controlled for smoking at entry and presented results 

for never smokers. Furthermore, fully adjusted 

relative risks hardly differed from age-adjusted 

relative risks. My study used the same 1979–1983 

PM2.5 data that was used in the Pope studies.” 

Enstrom also noted his findings were consistent with 

those of Krewski et al. (2005) who found “no excess 

mortality risk in California due to PM2.5 among the 

ACS CPS II cohort during 1982–1989.” 

Moolgavkar (2005) wrote a lengthy review and 

criticism of the EPA’s reliance on epidemiology in 

Regulatory Toxicology and Pharmacology. He wrote, 

“the results of observational epidemiology studies 

can be seriously biased, particularly when estimated 

risks are small, as is the case with studies of air 

pollution. The Agency [EPA] has largely ignored 

these issues.” He continued, “I conclude that a 

particle mass standard is not defensible on the basis 

of a causal association between ambient particle mass 

and adverse effects on human health.” 

Smith et al. (2009) conducted a reanalysis of data 

from the NMMAPS to test intercity variability and 

sensitivity of the ozone-mortality associations to 

modeling assumptions and choice of daily ozone 

metric, reasoning that such analysis could reveal 

confounders and “effect modifiers.” They report 

finding “substantial sensitivity. We examined ozone-

mortality associations in different concentration 

ranges, finding a larger incremental effect in higher 

ranges, but also larger uncertainty. Alternative ozone 

exposure metrics defined by maximum 8-hour averages. 

Smith et al. concluded, “Our view is that ozone-

mortality associations, based on time-series 

epidemiological analyses of daily data from multiple 

cities, reveal still-unexplained inconsistencies and 

show sensitivity to modeling choices and data 

selection that contribute to serious uncertainties when 

epidemiological results are used to discern the nature 

and magnitude of possible ozone-mortality 

relationships or are applied to risk assessment” 

(Ibid.).   

Enstrom returned to the issue with a paper 

presented in 2012 at a meeting of the American 

Statistical Association (Enstrom, 2012). Part of that 

presentation included a new table summarizing more 

recent California-specific studies of PM2.5 and total 

mortality in California. That table appears below in 

Figure 6.3.2.4. 

While one study in Enstrom’s table shows an RR 

of 1.84 it is clearly an outlier: None of the other 

studies shows an RR greater than 1.11 and several 

show RRs less than 1.0, suggesting a positive health 

effect from PM. Recent research plainly shows no 

support for claims by the EPA and other air quality 

regulators that PM poses a threat to human health. 

Commenting on his findings, Enstrom wrote, “There 

is now overwhelming epidemiological evidence that 

particulate matter (PM), both fine particulate matter 

(PM2.5) and coarse particulate matter (PM10), is not 

related to total mortality in California” (p. 2324). 

Krstic (2013) conducted a reanalysis on the 

dataset used by Pope et al. (2009) of 51 metropolitan 

regions. He found “a visual analysis of Figure 4 

presented on page 382 of their article indicates that 

data-point number 46 (Topeka, Kansas) is a 
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Figure 6.3.2.4 
Epidemiological cohort studies of PM2.5 and total mortality in California 
 

  
Source: Enstrom, 2012. 
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potentially influential statistical outlier when the 51 

metropolitan areas only are considered” and “the 

statistical significance of the correlation between the 

reduction in PM2.5 and population-weighted life 

expectancy in the 51 largest U.S. metropolitan areas 

should not be affected by the removal of a single data 

point. Unfortunately, it appears that the statistical 

significance of the correlation is lost after removing 

Topeka, Kansas, from the regression analysis” (p. 

133). 

Specifically, Krstic found “removing data point 

number 46 (Topeka, Kansas), as an observed 

potentially influential statistical outlier, yields weak 

and not statistically significant correlation (i.e., ~0.35 

years per 10 mg/m
3
; r2 = 0.022; p = 0.31) between 

the studied variables” (Ibid.). He further reported, 

“Similar and statistically not significant results are 

obtained on the basis of the complete data kindly 

provided by the authors for the 211 counties from the 

51 metropolitan areas.” Krstic’s scatter diagrams, 

shown in Figure 6.3.2.5, clearly show the outlier 

(Topeka, in the bottom left of the first scatter 

diagram) and the lack of correlation when it is 

removed. Krstic concluded: 

The results of the presented reanalysis on the 

basis of the data from Pope et al. (2009) 

show that the statistical significance of the 

association between the reduction in PM2.5 

and the change in life expectancy in the 

United States is lost after removing one of 

the metropolitan areas from the regression 

analysis. Hence, the observed weak and 

statistically not significant correlation 

between the studied variables does not appear 

to provide the basis for a meaningful and 

reliable inference regarding potential public 

health benefits from air pollution emission 

reductions, which may raise concern for 

policymakers in decisions regarding further 

reductions in permitted levels of air pollution 

emissions (p. 135). 

Young and Xia (2013) observed, “At one point or 

another, the Environmental Protection Agency (EPA) 

and the California Air Resources Board (CARB) 

speak of thousands or more than 160,000 deaths 

attributable to PM2.5. … The EPA and CARB base 

their case on statistical analysis of observational data. 

But if that analysis is not correct, and small-particle 

air pollution is not causing excess statistical deaths, 

then the faulty science is punishing society through 

increased costs and unnecessary regulation” (p. 375). 

They reported the results of their reanalysis of data 

used in Pope et al. (2009) as follows: “We compute 

multiple analyses sweeping across the county from 

west to east and show that one can ‘cut’ along the 

longitude passing just west of Chicago and find no 

effect of PM2.5 to the west and a small effect of PM2.5 

on statistical deaths to the east. Both Styer et al. and 

Smith et al. make the point if the effect of the 

pollutant is not consistent, then it is unlikely that you 

have a causative agent. We agree” (p. 376). 

Beyond their finding of heterogeneity, Young 

and Xia reported, “The association between PM2.5 

with mortality, when compared to the associations 

between other variables and mortality, shows that the 

importance of PM2.5 is relatively small. There is no 

measurable association in the western United States, 

although it accounts for about 11% of the variance in 

the eastern United States. The Pratt regression 

analysis across the entire United States has PM2.5 

explaining about 4% of the standard deviation” (p. 

383). The authors conclude, “All analysis indicates 

that changes in income and several other variables 

are more influential than PM2.5, so policymakers 

might better focus on improving the economy, 

reducing cigarette smoking, and encouraging people 

to pursue education” (p. 384). 

Milloy (2013) reported the results of his analysis 

of daily air quality and daily death data in California 

for 2007–2010. According to the author’s executive 

summary, “Based on a comparison of air quality data 

from the California Air Resources Board and death 

certificate data for 854,109 deaths from the 

California Department of Public Health for the years 

2007–2010, no correlation was identified between 

changes in ambient PM2.5 and daily deaths, including 

when the analysis was limited to the deaths among 

the elderly, heart and/or lung deaths only, and heart 

and/or lung deaths among the elderly.” 

Milloy concluded, “Although this is only an 

epidemiological or statistical study that cannot 

absolutely exclude the possibility that PM2.5 actually 

affects mortality in some small and as yet unknown 

way, these results also illustrate that it would be 

virtually impossible to demonstrate through 

epidemiological study that such an effect actually 

exists” (Ibid.).  

 
* * * 

 
Observational studies funded by and relied upon 

by the EPA and other air quality regulators fail to 

show relative risks (RR) that would suggest a causal 
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Figure 6.3.2.5 
Change in life expectancy vs. reduction in PM2.5 concentration with and without Topeka,  
Kansas as an influential outlier  

 

 
 
Source: Krstic, 2013. Data from Pope et al., 2009. 

 
 

relationship between the chemical compounds 

created during the combustion of fossil fuels and 

adverse human health effects. Independent 

researchers have examined the data and found no 

such relationship exists, meaning tens and even 

hundreds of billions of dollars have been wasted 

trying to solve a problem that did not exist. Objective 

research reveals aerial particulate matter poses little 

or no threat to public health. Similar analyses of 

EPA’s other NAAQS and regulatory initiatives reach 

similar conclusions. 
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6.4 Circumstantial Evidence 

Circumstantial evidence cited by the EPA 

and other air quality regulators is easily 

refuted by pointing to contradictory 

evidence. 

 

The EPA and other air quality regulators cite 

observational studies with small sample sizes (such 

as the Harvard Six Cities report), historical incidents 

where cases of extremely poor air quality appeared to 

have caused a spike in illness or mortality, and 

laboratory experiments showing physiological 

responses to high levels of exposure that might be 

indicative of human health effects in the real world. 

These are all examples of circumstantial evidence 

being cast as proof of causation and are easily refuted 

by contradictory evidence. 
 

 
6.4.1 Sudden Death 

Real-world evidence that fine particulate matter 

(PM2.5) does not cause sudden death is readily 

available. Everyone is constantly and unavoidably 

exposed to PM2.5 from both natural and manmade 

sources. Natural sources include dust, pollen, mold, 

pet dander, forest fires, sea spray, and volcanoes. 

Manmade sources primarily are smoking, fossil fuel 

combustion, industrial processes, wood stoves, 

fireplaces, and indoor cooking. Indoor exposures to 

PM2.5 can easily exceed outdoor exposures by as 

much as a factor of 100. Although the EPA claims 

almost 25% of annual U.S. deaths are caused by 

ambient levels of PM2.5, no death has ever been 

medically attributed to such exposure. 

Much higher exposures to PM2.5 than exist even 

in the “worst” outdoor air are not associated with 

sudden death. The level of PM2.5 in average U.S. 

outdoor air – air the EPA claims can cause sudden 

death – is about 10 millionths of a gram (microgram) 

per cubic meter. In one day, a person breathing such 

air would inhale about 240 micrograms of PM2.5. In 

contrast, a cigarette smoker inhales approximately 

10,000 to 40,000 micrograms of PM2.5 per cigarette. 

A pack-a-day smoker inhales 200,000 to 800,000 

micrograms every day.  

A marijuana smoker inhales 3.5 to 4.5 times 

more PM2.5 than a cigarette smoker – i.e., 35,000 to 

180,000 micrograms of PM2.5 per joint (Gettman, 

2015). Typical water pipe or “hookah” 

smokers inhale the equivalent PM2.5 of 100 cigarettes 

per session. Yet there is no example in published 

medical literature of these various types of short-term 

smoking causing sudden death despite the very high 

exposures to PM2.5 (Goldenberg, 2003). Sudden 

deaths due to high PM2.5 exposures were not reported 

when Beijing experienced PM2.5 levels of 886 

micrograms per cubic meter – some 89 times greater 

than the U.S. daily average (Milloy, 2013). 
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6.4.2 Life Expectancy 

The sources cited in the introduction to this chapter 

leave no doubt that the chemical compounds created 

during the combustion of fossil fuels are not causing 

an epidemic of illnesses. Further evidence is easy to 

find. Life expectancy in the world’s wealthiest 

countries – all of them with the highest levels of 

energy consumption and fossil-fuel use in the world – 

rose rapidly since the beginning of the Industrial 

Revolution, as shown in Figure 6.4.2.1. According to 

the U.S. Census Bureau: 

 

 “The world average age of death has increased by 

35 years since 1970, with declines in death rates 

in all age groups, including those aged 60 and 

older (Institute for Health Metrics and 

Evaluation, 2013; Mathers et al., 2015).  

 “From 1970 to 2010, the average age of death 

increased by 30 years in East Asia and 32 years 

in tropical Latin America, and in contrast, by less 

than 10 years in western, southern, and central 

Sub-Saharan Africa (Institute for Health Metrics 

and Evaluation, 2013; Figure 4-1). 

 “In the mean age at death between 1970 and 

2010 across different WHO regions, all regions 

have had increases in mean age at death, 

particularly East Asia and tropical Latin America. 

http://www.drugscience.org/Petition/C2B.html
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Figure 6.4.2.1 
Expected life expectancy for five rich countries, 1742–2002 

 
Source: Peltzman, 2009, p. 180, Figure 2. 

 
 

 “Global life expectancy at birth reached 68.6 

years in 2015 (Table 4-2). A female born today is 

expected to live 70.7 years on average and a male 

66.6 years. The global life expectancy at birth is 

projected to increase almost 8 years, reaching 

76.2 years in 2050. 

 “Northern America currently has the highest life 

expectancy at 79.9 years and is projected to 

continue to lead the world with an average 

regional life expectancy of 84.1 years in 2050.” 

(U.S. Census Bureau, 2016, pp. 31–33). 

Life expectancy in the United States rose from 47 

years in 1900 to 77 years in 1998 (Moore and Simon, 

2000, p. 26). Life expectancy rose for every age 

group in the United States during that time, as shown 

in Figure 6.4.2.2. 

According to a landmark study on the causes of 

cancer commissioned by the U.S. Office of 

Technology Assessment and published by the 

National Cancer Institute in 1981, comparisons of 

cancer rates in countries with different levels of air 

quality as well as of urban and rural residents found 

“little or no effect of air pollution. To distinguish 

between ‘little’ and ‘no’ from such direct 

comparisons is not of course possible, as any real 

effects will probably be undetectably small, while 

even if there are no real effects it is impossible to 

prove a negative” (Doll and Peto, 1981). The authors 

estimated “combustion products of fossil fuels in 

ambient air ... would ... account for about 10% of 

lung cancer in big cities or 1% of all cancer. These 

crude estimates probably provide the best basis for 

the formation of policy.” In the three decades since 

the Doll and Peto report, air quality in the United 

States and in many other developed countries has 

improved dramatically, with aerial concentrations of 

potentially harmful man-made chemical compounds 

often falling to background (natural) levels. It is 

logical therefore to assume that the health risks of 

exposure to such chemicals, barely detectible when 

Doll and Peto were writing, are indistinguishable 

from zero today. This in fact is what more recent 

researchers have found. According to Ames and Gold 

(1993), “cancer death rates in the United States (after 

adjusting the rates for age and smoking) are steady or 

decreasing” and “In the United States and other 

industrial countries life expectancy has been steadily 

increasing, while infant mortality is decreasing. 

Although the data are less adequate, there is no evidence 
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Figure 6.4.2.2 
Life expectancy in the United States has increased at every age 

 

Age 1901 1954 1968 1977 1990 2014 

0 40 70 70 73 76 78.9 

15 62 72 72 75 77 79.5 

45 70 74 75 77 79 81.1 

65 77 79 80 81 82 84.4 

75 82 84 84 85 86 87.3 

 
Source: Data through 1990 from Moore and Simon, 2000, p. 27. 2014 data from Arias, 2017, Table A, p. 3. 

 
 
that birth defects are increasing. Americans, on 

average, are healthier now than ever” (pp. 153, 154). 

Ames and Gold specifically reject popular claims that 

man-made toxins are responsible for significant 

human health risks: 

 

Epidemiology and toxicology provide no 

persuasive evidence that pollution is a 

significant cause of birth defects or cancer. 

Epidemiological studies of the Love Canal 

toxic waste dump in Niagara Falls, New 

York, or of dioxin in Agent Orange, or of air 

pollutants from refineries in Contra Costa 

County, California, or of contaminated well 

water in Silicon Valley, California or 

Woburn, Massachusetts, or of the pesticide 

DDT, provide no persuasive evidence that 

such forms of pollution cause human cancer. 

In most of these cases, the people involved 

appear to have been exposed to levels of 

chemicals that were much too low (relative to 

the background of rodent carcinogens 

occurring naturally or produced from 

cooking food) to be credible sources of 

increased cancer (p. 175). 

Michael Gough (1997) wrote, “When EPA was 

established in 1970, there was a clear expectation that 

removing chemicals from the air, water, and soil 

would reduce cancer rates. Now, almost three 

decades later, scientists are almost uniform in their 

opinion that chemicals in the environment are 

associated with only a tiny proportion of cancer. 

Moreover, there is no evidence that EPA’s efforts 

have had any effect on cancer rates.” He concludes, 

There is no cancer epidemic. Cancer 

mortality from all cancers other than lung 

cancers has been dropping since the early 

1970s, and lung cancer mortality began 

dropping in 1990. The contribution of 

environmental exposures to cancer is small – 

two percent or less – and regulation of those 

exposures can reduce cancer mortality by no 

more than one percent. Some of that 

reduction, even if realized, might be offset by 

increased food prices that would decrease 

consumption of fresh fruits and vegetables 

that are known to protect against cancer.  
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6.5 Conclusion 

It is unlikely that the chemical compounds 

created during the combustion of fossil fuels 

kill or harm anyone in the United States, 

though it may be a legitimate health concern 

in third-world countries that rely on burning 

biofuels and fossil fuels without modern 

emission control technologies. 

 
Ray Hyman’s Categorical Directive, mentioned in 

Chapter 1, says “before we try to explain something, 

we should be sure it actually happened.” Scientists, 

economists, and others attempting to incorporate the 

damages caused by chemical compounds created 

during the combustion of fossil fuels should pause 

and consider whether such damages exist at all. 

Economists and computer modelers dutifully enter 

stylized facts provided by the U.S. Environmental 

Protection Agency and World Health Organization 

into their integrated assessment models to calculate a 

“social cost of carbon,” but it is unlikely such 

emissions kill or harm anyone in the United States or 

in other developed countries, though it may have 

been a concern at one time. Air quality may still be a 

legitimate health concern in developing countries that 

rely on burning biofuels and fossil fuels without 

emission control technologies. 

The best available evidence suggests levels of 

exposure to the chemicals created by the combustion 

of fossil fuels is too low in the United States, and 

higher but still too low in other developed countries, 

to produce the public health effects alleged by 

environmentalists and many government agencies. 

Even those low levels of exposure are falling fast in 

the United States thanks to prosperity, technological 

change, and government regulation. As Paracelsus 

said many centuries ago, the dose makes the poison. 

Without exposure, there can be no harm. 

The most influential source of claims that air 

pollution is a public health hazard in the United 

States, the U.S. Environmental Protection Agency 

(EPA), is simply not credible on this issue. Given its 

constrained mission, flawed paradigm, political 

pressures, and evidence of actual corruption, there is 

no reason to believe any science produced by the 

EPA in justification of its regulations. The EPA 

makes many assumptions about relationships 

between air quality and human health often in 

violation of the Bradford Hill Criteria and other basic 

requirements of the scientific method. These 

assumptions, such as a linear no-threshold dose-

response relationship and that injecting mice and rats 

with massive doses of chemicals can accurately 

forecast human health effects at ambient levels of air 

pollution, have been debunked again and again. 

Observational studies cited by the EPA and other 

air quality regulators are not designed to test 

hypotheses and cannot establish causation. Most 

observational studies cannot be replicated, and in 

nearly one case in ten, efforts to replicate results find 

benefits where the previous study found harms or 

vice versa. In any case, observational studies fail to 

show relative risk (RR) ratios that would suggest a 

causal relationship between air quality and adverse 

human health effects. 

Finally, the circumstantial evidence cited by the 

EPA and other air quality regulators is easily refuted 

by pointing to contradictory evidence. From everyday 

experience where we do not see people dropping 

dead in the street from exposure to cigarette fumes 

that contain orders of magnitude more particulates 

than ambient air, to the extensive evidence that 

human health and longevity are increasing over time, 

the circumstantial evidence is overwhelming that 

emissions produced from the use of fossil fuels are 

not a threat to human health. 

 

http://www.cato.org/publications/congressional-testimony/environmental-cancer-isnt-what-we-thought-or-were-told
http://www.cato.org/publications/congressional-testimony/environmental-cancer-isnt-what-we-thought-or-were-told
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Key Findings 

 

Fossil Fuels and Human Security 

 As the world has grown more prosperous, threats 

to human security have become less common. 

The prosperity that fossil fuels make possible, 

including helping produce sufficient food for a 

growing global population, is a major reason the 

world is safer than ever before. 

 Prosperity is closely correlated with democracy, 

and democracies have lower rates of violence and 

go to war less frequently than any other form of 

government. Because fossil fuels make the 

spread of democracy possible, they contribute to 

human security. 

 The cost of wars fought in the Middle East is not 

properly counted as one of the “social costs of 

carbon” as those conflicts have origins and 

justifications unrelated to oil. 
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 Limiting access to affordable energy threatens to 

prolong and exacerbate poverty in developing 

countries, increasing the likelihood of domestic 

violence, state failure, and regional conflict. 

 

Climate Change 

 The IPCC claims global warming threatens “the 

vital core of human lives” in multiple ways, 

many of them unquantifiable, unproven, and 

uncertain. The narrative in Chapter 12 of the 

Fifth Assessment Report illustrates the IPCC’s 

misuse of language to hide uncertainty and 

exaggerate risks. 

 Real-world data offer little support for 

predictions that CO2-induced global warming 

will increase either the frequency or intensity of 

extreme weather events. 

 Little real-world evidence supports the claim that 

global sea level is currently affected by 

atmospheric CO2 concentrations, and there is 

little reason to believe future impacts would be 

distinguishable from local changes in sea level 

due to non-climate related factors.  

 Alleged threats to agriculture and food security 

are contradicted by biological science and 

empirical data regarding crop yields and human 

hunger. 

 Alleged threats to human capital – human health, 

education, and longevity – are almost entirely 

speculative and undocumented. There is no 

evidence climate change has eroded or will erode 

livelihoods or human progress. 

 

Violent Conflict 

 Empirical research shows no direct association 

between climate change and violent conflicts. 

 The climate-conflict hypothesis is a series of 

arguments linked together in a chain, so if any 

one of the links is disproven, the hypothesis is 

invalidated. The academic literature on the 

relationship between climate and social conflict 

reveals at least six methodological problems that 

affect efforts to connect the two. 

 There is little evidence that climate change 

intensifies alleged sources of violent conflict 

including abrupt climate changes, access to 

water, famine, resource scarcity, and refugee 

flows. 

 Climate change does not pose a military threat to 

the United States. President Donald Trump was 

right to remove it from the Pentagon’s list of 

threats to national security. 

 Predictions that climate change will lead directly 

or indirectly to violent conflict presume 

mediating institutions and human capital will not 

resolve conflicts before they escalate to violence.  

 

 

Human History 

 Extensive historical research in China reveals a 

close and positive relationship between a warmer 

climate and peace and prosperity, and between a 

cooler climate and war and poverty. 

 The IPCC relies on second- or third-hand 

information with little empirical backing when 

commenting on the implications of climate 

change for conflict.  

 

 

Introduction 

The United Nations’ Intergovernmental Panel on 

Climate Change (IPCC) refers to damages caused by 

climate change as “threats to human security,” hence 

the title of this chapter. Among the topics addressed 

in this chapter are the role played by fossil fuels in 

prosperity, democracy, and wars in the Middle East, 

and the possible harms caused by climate change 

including more frequent or severe extreme weather 

events, sea-level rise, and damage to agriculture. The 

possible link between climate change and violent 

conflict is given particularly close attention. The final 

section of this chapter reviews academic literature on 

the role of climate in human history. 

Most of the IPCC’s discussion of this topic 

appears in Chapter 12 of the Working Group II 
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contribution to the Fifth Assessment Report (AR5) 

(IPCC, 2014a, p. 759), where human security “in the 

context of climate change” is defined as “a condition 

that exists when the vital core of human lives is 

protected, and when people have the freedom and the 

capacity to live with dignity. In this assessment, the 

vital core of human lives includes the universal and 

culturally specific, material and non-material 

elements necessary for people to act on behalf of 

their interests.” “The concept [of human security] 

was developed in parallel by UN institutions, and by 

scholars and advocates in every region of the world,” 

the IPCC reports, citing many conference and 

committee reports and edited books.  

One supposes the definition of “human security” 

was carefully chosen by a task force of “scholars and 

advocates,” but all of the words in it seem derived 

from philosophy, ethics, and perhaps anthropology, 

sociology, and law, but not science or economics. 

While not meaningless, the standard nevertheless is 

incapable of quantification. As Gleditsch and Nordås 

(2014) comment, “the definition in the Human 

Security chapter is too wide to allow serious attempts 

to assess the secular trend. … There is a real danger 

that any kind of social change disliked by some group 

becomes a threat to someone’s human security” (pp. 

85–86).  

The IPCC alleges, “Climate change threatens 

human security because it undermines livelihoods, 

compromises culture and individual identity, 

increases migration that people would rather have 

avoided, and because it can undermine the ability of 

states to provide the conditions necessary for human 

security. Changes in climate may influence some or 

all of the factors at the same time. Situations of acute 

insecurity, such as famine, conflict, and sociopolitical 

instability, almost always emerge from the interaction 

of multiple factors. For many populations that are 

already socially marginalized, resource dependent, 

and have limited capital assets, human security will 

be progressively undermined as the climate changes 

(IPCC, 2014a, FAQ 12.1, p. 762). 

In its Summary for Policymakers (SPM) for the 

Working Group II contribution to AR5, the IPCC 

claims, 

Climate change indirectly increases risks 

from violent conflict in the form of civil war, 

inter-group violence, and violent protests by 

exacerbating well-established drivers of these 

conflicts such as poverty and economic 

shocks (medium confidence). Statistical 

studies show that climate variability is 

significantly related to these forms of 

conflict. … Climate change over the 21
st
 

century will lead to new challenges to states 

and will increasingly shape national security 

policies (medium evidence, medium 

agreement) (IPCC, 2014b, p. 12).  

As emphatic as these declarations seem to be, the 

IPCC is nevertheless deeply conflicted over whether 

global warming contributes to violence and other 

kinds of social conflicts. In Chapter 18 of the same 

report, on “Detection and Attribution of Observed 

Impacts,” the IPCC found, 

… both the detection of a climate change 

effect [on social conflict] and an assessment 

of the importance of its role can be made 

only with low confidence owing to 

limitations on both historical understanding 

and data. Some studies have suggested that 

levels of warfare in Europe and Asia were 

relatively high during the Little Ice Age 

(Parker, 2008; Brook, 2010; Tol and Wagner, 

2010; White, 2011; Zhang et al., 2011), but 

for the same reasons the detection of the 

effect of climate change and an assessment of 

its importance can be made only with low 

confidence. There is no evidence of a climate 

change effect on interstate conflict in the 

post-World War II period (IPCC, 2014a, p. 

1001). 

That this dramatic admission of uncertainty did 

not make it into the SPM of the Fifth Assessment 

Report is one of many examples of how the IPCC’s 

editorial process, described in Chapter 2, Section 

2.3.3, ensures its widely cited SPMs exaggerate the 

possible dangers posed by climate change, whether 

natural or man-made, while uncertainties and even 

contradictory evidence are hidden deep in its almost 

impenetrable tomes (Stavins, 2014; Tol, 2014). 

Citing the IPCC’s AR5 and its preceding Fourth 

Assessment Report as his scientific basis, U.S. 

President Barack Obama deemed climate change to 

be an immediate threat to the security of the United 

States and the entire world. Two National Security 

Strategies (White House, 2010, 2015) made that case, 

and two Quadrennial Defense Reviews (Department 

of Defense, 2010, 2014) discussed how the U.S. 

military would need to change to address the new 

alleged threats. When releasing the 2015 National 

Security Strategy, Obama said, “Today, there is no 
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greater threat to our planet than climate change” 

(Obama, 2015). 

The United States national government quickly 

and dramatically changed course following the 

election of President Donald Trump. Climate change 

no longer appears in the list of national security 

threats facing the United States (White House, 2017). 

In March 2017, Trump signed an executive order 

scrapping the Obama administration’s “social cost of 

carbon” calculations (Trump, 2017a) and in June 

2017 he announced his intention to withdraw the 

United States from the Paris Accord (Trump, 2017b). 

Who is right, IPCC (Chapter 12) and Barack 

Obama, or IPCC (Chapter 18) and Donald Trump? 

As this chapter will show, it is not a close call. IPCC 

(Chapter 18) correctly describes the lack of scientific 

evidence supporting claims that global warming 

causes violence and other threats to human security 

and President Donald Trump was right to remove 

climate change from the list of threats to national 

security.  

Similar to previous chapters, this chapter first 

examines the direct impact of the use of fossil fuels, 

in this case on human security, and then the 

hypothetical indirect impact of fossil fuels if they are 

contributing to climate change. Parts of this chapter 

originally appeared in reports published by the 

George C. Marshall Institute titled Climate and 

National Security: Exploring the Connection (Kueter, 

2012) and by The Heartland Institute titled Climate 

Change, Energy Policy, and National Power 

(Hayward et al., 2014) and Critique of “Climate 

Change Adaptation: DOD Can Improve 

Infrastructure Planning and Processes to Better 

Account for Potential Impacts” (Smith, 2015). Those 

reports have been extensively revised with the 

authors’ and publishers’ approval. 
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7.1. Fossil Fuels  

Sections 7.1.1 and 7.1.2 show how the use of fossil 

fuels has contributed to human security, as defined by 

the IPCC, in two principal ways: by making possible 

the immense rise in human prosperity that resulted 

from the Industrial Revolution and by supporting the 

spread of democracy to many parts of the world. 

Since it is often argued that the developed nations’ 

reliance on oil from the Middle East threatens human 

security by fomenting war and a huge investment in 

troops and arms sent to the region (e.g., Lovins, 

2011, p. 5), Section 7.1.3 shows how those wars and 

battles for at least the past four decades, and perhaps 

in the more distant past, were not fought over oil but 

had their origins and justifications in matters 

unrelated to fossil fuels. 

  

 

7.1.1 Prosperity 

As the world has grown more prosperous, 

threats to human security have become less 

common. The prosperity that fossil fuels 

make possible, including helping produce 

sufficient food for a growing global 

population, is a major reason the world is 

safer than ever before.  

 

Fossil fuels, as documented in Chapters 3 and 4, have 

unquestionably made humanity more prosperous and 

healthier. They have even benefited nature, as 

documented in Chapter 5. History reveals that cold 

temperatures are more dangerous to our societies than 

warm temperatures. The Holocene Optimum from 

9000 to 6000 years ago was significantly warmer 

than today and humans flourished. Siberia was 3°C to 

9°C warmer then than it is today, and the seas around 

the Great Barrier Reef were warmer by about 1°C. 

The Minoan, Roman, and Medieval Warmings were 

also warmer than today and human societies 

flourished during those periods as well. In contrast, 

during the Last Glacial Maximum, temperatures 

frequently dipped below minus 40°C. The latest 

Cambridge studies say the desperate Ice Age cold left 

only about 100,000 human survivors scattered in tiny 

refuges worldwide when the warming before the 

Younger Dryas Event began perhaps 14,000 years 

ago (Davies and Gollop, 2003). 

The Dark Ages and Little Ice Age saw huge 

proportions of their human populations die, mostly in 

famines because the weather was too cold and 

chaotic for farmers to feed their cities. Growing 

seasons were shorter, colder, and cloudier with 

chaotic events such as killing frosts in mid-summer. 

The “little ice ages” also suffered centuries-long 

droughts, massive floods, hunger-driven combat, and 

hunger-related disease epidemics. Vast storms lashed 

the seas and lands. Northern Europe became too wet 

for grains, southern Europe too dry, and the vast 

Eurasian steppes were abandoned to drought. Their 

nomadic herders attacked neighboring sedentary 

peoples in all directions, seeking more grass for their 

herds. The Eastern Mediterranean nations were 

essentially depopulated, over and over, by extended 

droughts. China was ravaged by droughts, floods, 

wars, rebellions, and dynastic collapses during each 

of its cold, chaotic weather periods (Fagan, 2000).  

In North America, the vegetation underwent nine 

major transformations in 14,000 years (Viau et al., 

2002). Trees, grasses, berries, and roots shifted their 

ranges in the cold and chaotic weather, forcing the 

hunter-gatherers to shift their patterns, and often their 

habitats too. Archaeology from North America’s 

Little Ice Age tells us warfare was the constant and 

inevitable result (Rice, 2009, pp. 136–60). This 

pattern of cold-climate human failure continued until 

the seventeenth century. Then, in the continuing cold 

of the Little Ice Age, human technology made 

possible by the use of fossil fuels became effective 

enough to feed larger populations despite that awful 

weather.  

Global temperatures have risen since the Little 

Ice Age, a warming that began before the human use 

of fossil fuels could have been responsible and may 

be continuing in the modern era. Even in today’s 

relative warmth and with our advanced technologies 

and wealth, though, far more humans die during cold 

events than during heat events (see Gasparrini et al., 

2015, and the many references in Chapter 4, Section 

4.2). Since a low and falling mortality rate is of 

fundamental importance to human security, however 

that term is defined, it can hardly be doubted that a 

warmer world would be a net improvement for the 

human condition. Nevertheless, some scholars worry 
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about the possible negative “side-effects” of 

prosperity. Friedman (2006) writes, 

We are also increasingly aware that 

economic development – industrialization in 

particular, and more recently globalization – 

often brings undesirable side effects, like 

damage to the environment or the 

homogenization of what used to be 

distinctive cultures, and we have come to 

regard these matters, too, in moral terms. On 

both counts, we therefore think of economic 

growth in terms of material considerations 

versus moral ones: Do we have the right to 

burden future generations, or even other 

species, for our own material advantage? (p. 

15) 

But Friedman goes on to say, “I believe this 

thinking is seriously, in some circumstances 

dangerously, incomplete.” He writes, 

The value of a rising standard of living lies 

not just in the concrete improvements it 

brings to how individuals live but in how it 

shapes the social, political and, ultimately, 

the moral character of a people. Economic 

growth – meaning a rising standard of living 

for the clear majority of citizens – more often 

than not fosters greater opportunity, 

tolerance of diversity, social mobility, 

commitment to fairness, and dedication to 

democracy. Ever since the Enlightenment, 

Western thinking has regarded each of these 

tendencies positively, and in explicitly moral 

terms (Ibid., italics added). 

In The Moral Consequences of Economic Growth 

(2005), Friedman showed from international studies 

that periods of higher economic growth tend to be 

accompanied historically by more tolerance, 

optimism, and egalitarian perspectives, while periods 

of declining economic growth are characterized by 

pessimism, nostalgia, xenophobia, and violence.  

Similarly, LeBlanc and Register (2003) asked, 

“Has ‘progress’ – that escalating desire to be bigger, 

better, faster, stronger – totally extinguished our 

ancestral instincts to grow everything we consume 

and hunt only what we need to sustain us? Many 

view the march of civilization not as a blessing but as 

a curse, bringing with it escalating warfare and 

spiraling environmental destruction unlike anything 

in our human past” (p. xii). But also like Friedman, 

LeBlanc and Register say this popular point of view 

is wrong: “Contrary to exceedingly popular opinion, 

and as bad as our problems may be today, none of 

this is true. The common notion of humankind’s 

blissful past, populated with noble savages living in a 

pristine and peaceful world, is held by those who do 

not understand our past and who have failed to see 

the course of human history for what it is.” 

As the world has grown more prosperous, deaths 

from wars have plummeted. See Figure 7.1.1. 

According to Gleditsch and Nordås (2004), 

“Globally, in the first decade after World War II, an 

average of some 300,000 people per year died in 

battle-related violence. In the first decade in the new 

Millennium the figure had shrunk to around 44,000” 

(p. 82). If prosperity fueled rather than discouraged 

war, these figures would be difficult to explain. 

Focusing specifically on the threat to human 

security posed by civil wars, Hegre and Sambanis 

(2006) report, “there is now consensus that the risk of 

war decreases as average income increases and the 

size of a country’s population decreases” (pp. 508–9). 

Revealing the distance between the explanatory 

power of these two variables and all others, the 

authors add, “Beyond these two results, however, 

there is little agreement.” 

Hegre and Sambanis conducted an empirical 

analysis of the role played by prosperity and other 

factors in the incidence of civil war, isolating 

causation “by using the same definition of civil war 

and analyzing the same time period while 

systematically exploring the sensitivity of 88 

variables used to explain civil war in the literature.” 

They used both the PRIO [Peace Research Institute 

Oslo] definition of “internal armed conflict” and their 

own definition of civil wars as “an armed conflict 

between an internationally recognized state and 

(mainly) domestic challengers able to mount an 

organized military opposition to the state. The war 

must have caused more than 1,000 deaths in total and 

in at least a three-year period” (p. 523). They 

included per-capita income as a variable because 

other researchers reasoned that higher incomes raise 

the opportunity cost of civil wars, citing Fearon and 

Laitin (2003). 

For both definitions of civil war, Hegre and 

Sambanis found “robust” relationships between the 

onset of civil wars and low income levels as well as 

low rates of economic growth (p. 508). They found 

“decreasing income by one standard deviation 

increases the risk of civil war by 65%,” and “income is 

substantially more important than population” (p. 524).
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Figure 7.1.1 
Battle-related deaths in state-based conflicts since 1946, by world region 
 
 

 
Source: Our World in Data, n.d.  

 
 

Other researchers have arrived at similar conclusions 

(see Collier and Hoeffler, 2004 for citations). 

Driving much of this movement toward world 

peace is the rising abundance of food and other 

necessities made possible by the use of fossil fuels. 

Fagan (2000) described a world without fossil fuels 

in a book titled The Little Ice Age. He wrote, 

Wine harvests were generally late between 

1687 and 1703, when cold, wet springs and 

summers were commonplace. These were 

barren years, with cold summer temperatures 

that would not be equaled for the next 

century. The depressing weather continued as 

the Nine Years War engulfed the Spanish 

Netherlands and the Palatinate and Louis 

XIV’s armies battled the League of 

Augsburg. The campaigning armies of both 

sides consumed grain stocks that might have 

fed the poor. As always, taxes were increased 

to pay for the war, so the peasants had little 

money to buy seed when they could not 

produce enough of their own in poor harvest 

years (p. 132). 

As Fagan’s description shows, bad weather was 

enough to cause starvation and wars over limited 

supplies of food. Armies were raised to commandeer 

the meager output of low-productivity peasants, 

which further increased social unrest. Fagan notes 

“there was little excess food in Europe” during the 

Irish famine in 1740–1741 because of poor harvests 

and the War of Austrian Succession. Instead, he 

observes, quoting Austin Bourke, help came from 

Britain’s peaceful and prosperous North American 

colonies: “large supplies of provisions arrived from 

America” (Ibid., p. 183). 

Conflicts within nations can likewise arise over 

scarcity, especially food shortages. Noting “it is 

implausible to suppose that famines and massive 

dislocations of poor populations will be 

unaccompanied by civil unrest and disobedience,” 

Fagan documents such an occurrence in sixteenth 

century England: “The 1520s produced five 

exceptional English harvests in a row, when people 

adapted readily to greater plenty. A spike of sudden 

cold weather in 1527 brought immediate threats of 

social unrest. In that year, the mayor’s register at 

Norwich in eastern England noted “there was so great 
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scarceness of corne that aboute Christmas the 

commons of the cyttye were ready to rise upon the 

ryche men” (Ibid., p. 84). 

As these and countless other examples attest, in 

centuries past, natural changes in weather as well as 

climate continuously pushed people into conflict with 

one another in the pursuit of scarce resources. 

Reducing this dependency on fair weather is one of 

the keystones of the development of civilization and 

the reduction of conflict among peoples. Goklany 

(2012) noted, 

Until the last quarter of a millennium, 

mankind depended on living nature for all its 

food and clothing, most of its energy, and 

much of its material and medicines. She 

dictated mankind’s numbers, well-being, and 

living standards. But she has never been 

constant. She would smile on some, but not 

on others. Her smiles, always temporary, 

would inevitably be replaced by frowns. Her 

Malthusian checks – hunger, famine, disease, 

or conflict – ensured that there was little or 

no progress in the human condition. Many 

people did not even survive into their 20s, 

populations grew very slowly, and living 

standards were generally constrained to 

subsistence levels. 

Gradually, with the accumulation of human 

capital, exchange of ideas, and hard work, 

mankind started to commandeer more land to 

meet its needs and develop technologies that, 

in some cases, amplified Nature’s bounty 

but, in other cases, bypassed her altogether. 

These led to higher food production, better 

health, longer lifespans, and larger 

populations with better living standards, 

which then reinforced human capital and the 

exchange of ideas, which begat yet more and 

better technologies. Thus was the cycle of 

progress born and set in motion (p. 26). 

Fossil fuels, Goklany notes, made possible this 

cycle of prosperity and progress. Fossil fuels are 

responsible for at least 60% of mankind’s food, and 

they provide 81% of our energy supply (with nature 

contributing only 10%). Worldwide, 60% of the fiber 

used for clothing and other textiles is synthetic, 

produced mainly from fossil fuels such as petroleum. 

Even the production of so-called natural fibers, which 

constitute 30% of the clothing and textile supply, 

relies heavily on the use of fossil fuel-based 

fertilizers and pesticides. 

Fossil fuels and the technologies they make 

possible, Goklany notes, lower our reliance on 

“living nature,” thus reducing the effect of “the 

whims of nature” on human well-being and reducing 

the amount of land converted to human use. The 

reduction of “mankind’s footprint on the world” 

makes land – and hence political sovereignty over 

increasing amounts of it – less important even as 

populations increase. A critical element of that 

progress was the huge increase in crop yields 

achieved in the twentieth century, a story told in 

some detail in Chapters 3, 4, and 5.  

In addition to nitrogen fertilizer – mass-produced 

through the use of fossil fuels and delivered 

efficiently by fossil-fuel-powered vehicles – 

irrigation and pesticides have further increased crop 

yields, with fossil fuels playing critical roles in the 

production and transportation of these goods. In 

addition, fossil-fuel-powered transportation plays a 

central role in increasing the availability of food and 

other necessities of life. Again Goklany reports: 

Beyond increasing yields on the farm, fossil 

fuels have increased food availability in other 

ways. The food and agricultural system 

depends on trade within and between 

countries to move agricultural inputs to farms 

and farm outputs to markets. In particular, 

trade allows food surpluses to be moved to 

areas experiencing food deficits. But 

transporting these inputs and outputs in the 

quantities needed and with the speed 

necessary for such trade to be an integral part 

of the global food system depends on 

relatively cheap fossil fuels (p. 10). 

Fagan also noted the importance of transportation 

in reducing the vulnerability of Europe to crop 

failures in the fourteenth century: “Vulnerability was 

a reality of daily life: however adaptable farmers 

were, Europe still lacked an effective infrastructure 

for moving large quantities of grain and other 

commodities at short notice” (Fagan, 2000, p. 80). 

The Industrial Revolution and rapid increase in the 

use of fossil fuels have eliminated that technological 

constraint and spread wealth across the face of the 

Earth. 

Also critical in reducing conflict within and 

between nations is international trade. Greaves 

(1995) reported that when Britain repealed its tariffs 

on imported grain in the nineteenth century (known 
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as the Corn Laws), “Free trade lowered the price of 

bread and improved the diet of the poor. Living 

standards improved. With more to eat, people lived 

longer and healthier lives” (Greaves, 1995, p. 13). 

They were also more productive, producing more 

goods and services for themselves and everyone 

around them. Improved transportation and 

communication shrank the world and allowed the 

division of labor to develop internationally, further 

increasing productivity, as did the global movement 

of capital: “Production was shifted to areas where the 

marginal productivity per worker was greater. New 

trade channels were developed.” The increasing 

international trade, in turn, “brought peoples in 

different parts of the world closer together. It fostered 

mutual respect and friendship. People came to realize 

that voluntary transactions brought gains to both 

parties and benefits to nation and state. The way to 

wealth was through trade, not conquest or war.” As a 

result, “peace and good will reigned in most of the 

world throughout the nineteenth century” (Ibid.). 

While free trade encouraged peace, high tariffs 

and blockades encouraged war. Greaves noted the 

importance of resource scarcity in the rise of Adolf 

Hitler and Nazi Germany: 

In Germany after World War I, rampant 

inflation had wiped out all savings, 

completely destroying the middle class. The 

people were hungry. Adolf Hitler, a rabble 

rouser with dramatic flair, had attracted a few 

misfits and malcontents to his movement. 

The depression added to the distress. … 

Hitler made the Jews scapegoats and reached 

out for “Lebensraum” (living space) to obtain 

the food and other resources needed to make 

Germany self-sufficient. Hence the 

occupation of Austria (March 1938), the 

Czech Sudetenland (October 1938), and the 

invasion of Poland (September 1, 1939), also 

of Belgium, Denmark, Norway, Netherlands, 

Luxembourg, and Russia. 

Although Hitler had grandiose reasons for at least 

some of these invasions, Greaves is correct to 

observe that economic scarcity fostered his rise to 

political power and the German people’s acceptance 

of his program of occupation. Greaves quotes 

Ludwig von Mises as having written during World 

War II, “Germany does not aim at autarky because it 

is eager to wage war. It aims at war because it wants 

autarky – because it wants to live in economic self-

sufficiency” (Ibid., p. 15). 

Regarding Germany’s fellow Axis power Japan, 

Greaves notes: “Japan too needed ‘lebensraum.’ Its 

population was increasing.” Japan’s inability to 

produce enough food and other needed resources 

drove a fervor for conquest. “Japan was becoming a 

modern industrial state and depended on imports 

more than most countries. Yet Japan’s attempts to 

buy food and resources abroad were blocked.” 

Japan’s expansion into Korea and Manchuria and its 

war with China spurred the United States, Britain, 

and Netherlands to impose trade restrictions on the 

island nation in the late 1930s, further increasing 

Japan’s need for self-sufficiency. As a result, “Japan 

attacked Pearl Harbor to protect its flank as she 

struck the Dutch East Indies and British Malaya to 

obtain needed food, oil, rubber, and other resources 

(Ibid.).” 

The dire consequences of the forced isolation of 

Germany and Japan led nations away from free trade 

in the early years of the twentieth century, and 

conflicts increased. Later in the century, after the 

brutality of two world wars and a worldwide 

depression, governments once again turned to freer 

trade, with a big boost from a technological advance: 

fossil fuels. Productivity worldwide began to rise 

rapidly once again. 

The increase in trade among nations, made 

possible by the efficiency of fossil fuels, both 

alleviates hunger crises in nations hit by natural 

disasters or poor crop years and allows surpluses in 

successful nations to be sent to those suffering long-

term productivity problems. Trade also increases the 

stock of human knowledge and inspires the spread of 

ideas. Consider, for example, the rapid rise of 

electronics production in Japan in the 1970s and 

1980s, computer software in India in the 2000s, 

electronics in Korea in the 1990s and 2000s, and 

computer production in China in the 2000s. This 

fossil-fuel-accelerated process further increases the 

pace of trade. Goklany notes: 

Without relatively cheap fossil fuels, the 

volume and speed with which goods are 

traded would be much lower. But trade is one 

of the fastest methods of disseminating 

technologies. Introducing new technologies 

to new places also helps generates new ideas. 

Or, as Matt Ridley has noted, ideas have 

“sex,” which then propagates new ideas. 

Absent trade, such devices as personal 

computers, notebooks, and cell phones may 

not have been available outside of a handful 

of industrialized countries, and their prices 
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would have been higher everywhere. This 

would translate into lower human capital per 

capita. These products also contain 

substantial amounts of polycarbonate and 

other petroleum-based plastics (Goklany, 

2012, p. 25). 

The argument has been made that income 

inequality accompanying rising prosperity results in 

violent conflicts and even war (Piketty, 2014; 

Scheidel, 2017). An analysis by Goklany (2002), 

however, finds rich nations are not advancing at the 

expense of the poor: “Gaps in these critical measures 

of well-being between the rich countries and the 

middle- or low-income countries have generally 

shrunk dramatically since the mid-1900s irrespective 

of trends in income inequality” (p. 14). Where there 

have been losses in well-being in the poorest nations, 

“the problem is not too much globalization but too 

little,” Goklany writes. Specifically, the cycle of 

prosperity has been inhibited by government policies. 

Pinkovskiy and Sala-i-Martin (2009) estimated the 

income distribution for 191 countries between 1970 

and 2006 and confirmed Goklany’s analysis. They 

found, 

Using the official $1/day line [the United 

Nations’ definition of poverty], we estimate 

that world poverty rates have fallen by 80% 

from 0.268 in 1970 to 0.054 in 2006. The 

corresponding total number of poor has 

fallen from 403 million in 1970 to 152 

million in 2006. Our estimates of the global 

poverty count in 2006 are much smaller than 

found by other researchers. We also find 

similar reductions in poverty if we use other 

poverty lines. We find that various measures 

of global inequality have declined 

substantially and measures of global welfare 

increased by somewhere between 128% and 

145% (italics added). 

In the 1990s, the gap in life expectancy between 

sub-Saharan Africa and the rest of the world grew 

due largely to government policies prohibiting the 

use of DDT and the subsequent return of malaria to 

that region of the world. Even with the AIDS 

epidemic, sub-Saharan mortality rates might have 

held their own if not for the resurgence of malaria. 

Thus, “the fact that life expectancy in the Sub-

Saharan countries still exceeds the 20–30 years that 

was typical prior to globalization indicates that, 

despite the AIDS epidemic and the resurgence of 

malaria, the net effect of globalization has been 

positive as far as life expectancy is concerned,” 

Goklany concludes. (Ibid.) 

Lichbach (2000) observes that the “global 

political order” has not eliminated conflicts among 

nations and in fact encourages countries to band 

together to wage war against others: “The so-called 

global order makes overt war in Kosovo, continues 

unnoticed bombing in Iraq, and does nothing about 

genocide in East Timor,” he writes. Markets, by 

contrast, create social order not only on the local, 

regional, and national level but also on a global scale. 

He goes on to say, 

[T]he globalization problem is a perfect 

example of how markets can create rather 

than destroy social order. Global social order 

will come, if at all, from international 

markets (that is, international trade), which 

will lead to social contracts about 

international markets that, in turn, will 

require more general global political order. ... 

Given the global pluralism of values, only 

rationally arrived at social contracts can 

produce predictability, cooperation, and the 

absence of violence (p. 148). 

This cycle of progress is entirely dependent on 

fossil fuels, Goklany argues: 

Although fossil fuels did not initiate the cycle 

of progress and are imperfect, they are 

critical for maintaining the current level of 

progress. It may be possible to replace fossil 

fuels in the future. Nuclear energy is waiting 

in the wings but, as the high subsidies and 

mandates for renewables attest, renewables 

are unable to sustain themselves today. 

Perhaps, with help from fossil fuels, new 

ideas will foster technologies that will enable 

a natural transition away from such fuels 

(Goklany, 2012, p. 27). 

More recent research on the economics of 

renewable energies – mainly wind power and solar 

photovoltaic cells – reported in Chapter 3, Section 

3.5, shows renewables indeed have been unable to 

replace fossil fuels in most applications and 

particularly with regards to generating “dispatchable” 

(always available) electricity. Other research suggests 

there is a strong positive linkage between cheap 

energy, the economic growth it enables, and 

international stability. A report commissioned by the 
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U.S. Agency for International Development surveyed 

93 countries to test a model attempting to show the 

relationships between energy consumption, gross 

domestic product, life expectancy, and probability of 

stability (Vasudeva et al., 2005). Access to cheap, 

affordable energy and economic growth were found 

to increase the odds of peace by a factor of 2.5. By 

raising energy consumption, “the occurrence of peace 

is now 1.5 times more likely than the occurrence of 

instability in any given country,” the study found. 

(Ibid., p. 32) 

The cycle of progress increases prosperity, 

alleviates resource scarcity crises, and fosters 

international trade and cooperation, all made possible 

by the widespread and increasing use of fossil fuels. 

 

 

References 

Collier, P. and Hoeffler, A. 2004. Greed and grievance in 

civil war. Oxford Economic Papers 56: 563–95. 

Davies, W. and Gollop, P. 2003. Chapter 8. The human 

presence in Europe during the last glacial period II: climate 

tolerance and climate preferences of mid-and late glacial 

hominids. In: van Andel, T.H. and Davies, T. (Eds.) 

Neanderthals and Modern Humans in the European 

Landscape During the Last Glaciation: Archaeological 

Results of the Stage 3 Project. Cambridge, UK: McDonald 

Institute for Archaeological Research, pp.131–46. 

Fagan, B. 2000. The Little Ice Age. New York, NY: Basic 

Books. 

Fearon, J.D. and Laitin, D.D. 2003. Ethnicity, insurgency, 

and civil war. American Political Science Review 97: 75–

90. 

Friedman, B. 2005. The Moral Consequences of Economic 

Growth. New York, NY: Vintage Books. 

Friedman, B. 2006. The moral consequences of economic 

growth. Society 43 (January/February): 15–22. 

Gasparrini, A., et al. 2015. Mortality risk attributable to 

high and low ambient temperature: a multi-country 

observational study. Lancet 386: 369–75. 

Gleditsch, N.P. and Nordås, R. 2014. Conflicting 

messages? The IPCC on conflict and human security. 

Political Geography 43: 82–90. 

Goklany, I.M. 2002. The globalization of human well-

being. Cato Policy Analysis No. 447. Washington, DC: 

Cato Institute. August 22. 

Goklany, I.M. 2012. Humanity unbound: how fossil fuels 

saved humanity from nature and nature from humanity. 

Cato Policy Analysis No. 715. Washington, DC: Cato 

Institute. December 20. 

Greaves, B. 1995. Why war. In: Opitz, E. (Ed.) Leviathan 

at War. Irvington-on-Hudson, NY: The Foundation for 

Economic Education. 

Hegre, H. and Sambanis, N. 2006. Sensitivity analysis of 

empirical results on civil war onset. Journal of Conflict 

Resolution 50 (4): 508–35. 

LeBlanc, S. and Register, K.E. 2003. Constant Battles: 

The Myth of the Noble Savage and a Peaceful Past. New 

York, NY: St. Martin’s/Griffin. 

Lichbach, M. 2000. A dialogic conclusion. In: Lichbach, 

M. and Seligman, A. Market and Community: The Basis of 

Social Order, Revolution, and Relegitimation. University 

Park, PA: The Pennsylvania State University Press. 

Lovins, A.B. 2011. Reinventing Fire: Bold Business 

Solutions for the New Energy Era. White River Junction, 

VT: Chelsea Green Publishing. 

Our World in Data. n.d. War and Peace (website). 

Accessed July 6, 2018. 

Piketty, T. 2014. Capital in the Twenty-First Century. 

Cambridge, MA: Harvard University Press. 

Pinkovskiy, M. and Sala-i-Martin, X. 2009. Parametric 

estimations of the world distribution of income. Working 

Paper No. 15433. Cambridge, MA: National Bureau of 

Economic Research. 

Rice, J. 2009. Nature & History in the Potomac Country. 

Baltimore, MD: Johns Hopkins University Press. 

Scheidel, W. 2017. The Great Leveler: Violence and the 

History of Inequality from the Stone Age to the Twenty-

First Century. Princeton, NJ: Princeton University Press. 

Vasudeva, G., Siegel, S., and Mandrugina, O. 2005. 

Energy and Country Instability Project Report. Reston, 

VA: Energy and Security Group. 

Viau, A.E., et al. 2002. Widespread evidence of 1500 yr 

climate variability in North America during the past 14 000 

yr. Geology 30 (5): 455–8. 

 

  

https://www.cato.org/publications/policy-analysis/humanity-unbound-how-fossil-fuels-saved-humanity-nature-nature-humanity
https://www.cato.org/publications/policy-analysis/humanity-unbound-how-fossil-fuels-saved-humanity-nature-nature-humanity
https://ourworldindata.org/war-and-peace


 Climate Change Reconsidered II: Fossil Fuels 

608 

7.1.2 Democracy 

Prosperity is closely correlated with 

democracy, and democracies have lower 

rates of violence and go to war less 

frequently than any other form of 

government. Because fossil fuels make the 

spread of democracy possible, they 

contribute to human security.  

 

Democracy can be defined as a system for selecting 

political leadership characterized by popular 

participation, broad access by candidates to the 

ballot, and institutional checks on the power of 

officials once elected (Gurr et al., 1990). The rise of 

democracy has been called the “preeminent 

development” of the twentieth century (Sen, 1999). 

Samuel Huntington identified three “waves of 

democratization” in his important book titled The 

Third Wave: Democratization in the Late Twentieth 

Century (Huntington, 1991). Some of his findings are 

summarized in Figure 7.1.2.1. 

The association between democracies and human 

security has been extensively studied. Halperin et al. 

(2004) surveyed the literature and found: 

Counter to the expectations of the prevailing 

school, a great deal of research in the 1990s 

on the political dimension of conflict has 

revealed a powerful pattern of a “democratic 

peace.” Democracies rarely, if ever, go to 

war with each other. This pattern has held 

from the establishment of the first modern 

democracies in the nineteenth century to the 

present. As an ever-greater share of the 

world’s states become democratic, the 

implications for global peace are profound. 

Indeed, as the number of democracies has 

been increasing, major conflicts around the 

world (including civil wars) have declined 

sharply. Since 1992, they have fallen by two-

thirds, numbering just 13 as of 2003 (p. 12). 

According to Siegle et al., 80% of all interstate 

conflicts are instigated by autocracies and 95% of the 

worst economic performances over the past 40 years 

were overseen by nondemocratic governments, as 

well as “virtually all contemporary refugee crises.” 

They write, “Over the past 40 years, autocracies have 

been twice as likely to experience economic collapse 

as democracies.” Citing Nobel laureate Amartya Sen, 

they report there has never been a democracy with a 

free press that has experienced a famine (Ibid., pp. 

17–18). 

Writing in Foreign Affairs in 2004, Halperin, 

Siegle, and Weinstein documented how low-income 

democracies do a superior job advancing human 

security than their autocratic counterparts, observing 

that “development can also be measured by social 

indicators such as life expectancy, access to clean 

drinking water, literacy rates, agricultural yields, and 

the quality of public-health services. On nearly all of 

these quality-of-life measures, low-income 

democracies dramatically outdo their autocratic 

counterparts” (Siegle et al., 2004). They also report: 

People in low-income democracies live, on 

average, nine years longer than their 

counterparts in low-income autocracies, have 

a 40 percent greater chance of attending 

secondary school, and benefit from 

agricultural yields that are 25 percent higher. 

… Poor democracies also suffer 20 percent 

fewer infant deaths than poor autocracies 

(Ibid.). 

Lipset and Lakin (2004) observe “there is an 

extremely high correlation between civil and political 

liberties” (p. 32), though civil liberties may not be 

part of a “minimalist” definition of democracy. On 

the association of democracy and violence, they 

write: 

Democracy promotes the institutionalization 

of nonviolent forms of social conflict and the 

substitution of nonviolent for violent 

struggle. While its inception may be the result 

of rational choice rather than any deep moral 

commitment, the institutionalization of 

nonviolent conflict through repeated practice 

eventually cultivates abiding moral support. 

Likewise, out-groups that have to fight for 

entrance into the political game often develop 

democratic ideologies that suit their 

purposes, but upon seizing power, they find 

that the democratic ideal has rooted itself in 

society, that many adherents genuinely 

believe in it. Thus what began as 

instrumental support becomes culturally 

entrenched (Ibid., p. 35). 

diZerega (2000) noted, “Unlike other forms of 

government, liberal democracies have never fought 

wars with others of their own kind” (p. 1). He suggests 
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Figure 7.1.2.1 
Comparing waves of democratization 

 

Wave 

Percentage-point increase in 
the number of democratic 
states 

Approximate duration 
(Years) 

First 45 100 

Second 13 20 

Third 35 25 

 

 
Source: Huntington, 1991, p. 26.  

 
 

the reason is “democracies are spontaneous 

orders in [Friedrich] Hayek’s sense of the term. 

Consequently democracies are not states in the 

usual sense, and often do not act like them.” 

According to diZerega (and Hayek, 1973, 1977, 

1979), a spontaneous order does not have a single 

purpose or an individual who can impose such a 

purpose on the system. Consequently,  

In a democracy all specific policy goals are 

subordinated to democratic procedures, with 

the partial exception of wartime. It is only 

during wartime that democracies can come to 

resemble instrumental organizations, that is, 

typical states. Even here, any suspension of 

democratic procedures such as Britain’s 

suspending elections during WWII, is 

justified as necessary in order to win the war 

and return to democratic procedures. No 

general agreement as to the polity’s specific 

goals (beyond survival) need exist. 

Fossil fuels and the Industrial Revolution they 

brought about empowered the common man relative 

to governments and elites by enabling even poor 

workers and members of their households to replace 

their labor with machine labor, dramatically 

improving their productivity and so their personal 

consumption or ability to trade with others. The 

effect was broadly egalitarian, allowing ordinary 

people to attain what just a generation earlier could 

be had only by the very rich or very privileged. 

Lomborg (2001) likened the productivity-boosting 

effect of technology to giving everyone multiple 

“virtual servants,” each able to do the work of a 

person without the assistance of machines. “[E]ach 

person in Western Europe today has access to 150 

virtual servants, in the U.S. about 300, and even in 

India each person has about 15 servants to help 

along,” he reports (p. 119).  

The prosperity made possible by fossil fuels can 

take some but not all of the credit for the spread of 

democracy around the world. The relationship 

between democracy and prosperity has been closely 

studied, starting with the pioneering empirical 

research conducted by Lipset (Lipset, 1959). More 

recently, Lipset and Lakin observed “democracy is 

supported by a variety of non-political factors 

including, and preeminent among them, economic 

well-being” (Lipset and Lakin, 2004, p. 12, italics 

added).  

Friedman (2006), cited in the previous section of 

this chapter, said “the evidence suggests that 

economic growth usually fosters democracy and all 

that it entails.” He goes on to say, “The main story of 

the last two decades throughout the developing 

world, including many countries that were formerly 

either member states of the Soviet Union or close 

Soviet dependencies, has been the parallel advance 

of economic growth and political democracy” (p. 18, 

italics added). 

Friedman argues the close correlation between 

economic growth and democracy is not a 

coincidence, but that the values and institutions that 

create economic growth are similar to those that 

make democracies possible. “While economic growth 

makes a society more open, tolerant, and democratic, 

such societies are, in turn, better able to encourage 

enterprise and creativity and hence to achieve ever 

greater economic prosperity” (p. 21). “[T]aken as a 
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whole,” he concludes, “the experience of the 

developing world during the last two decades, indeed 

since World War II, is clearly more consistent with a 

positive connection between economic growth and 

democratization” (p. 18; see also Friedman, 2005). 

Siegel et al. (2004) make the important 

distinction that economic growth by itself does not 

lead to democracy. Their objective is to dispel what 

they call the “development first, democracy later” 

argument in economic development circles, which 

justifies massive transfers of income from developed 

countries to less-developed autocracies in hopes that 

improved economic well-being will lead to the 

emergence of democratic institutions. In reality, the 

authors say, such policies serve only to reinforce the 

political power of autocrats and undermine market-

based economic growth. Economic aid to autocracies, 

they write, “has led to atrocious policies – indeed, 

policies that have undermined international efforts to 

improve the lives of hundreds of millions of people in 

the developing world.” 

Affluence may not be necessary for democracies 

to arise, but affluence does ensure their survival. 

Pzeworski (2004), widely regarded as one of the 

world’s leading experts on democracy, notes: 

[N]o democracy ever, including the period 

before World War II, fell in a country with a 

per capita income higher than that of 

Argentina in 1975, $6,055. This is a startling 

fact, given that since 1946 alone 47 

democracies collapsed in poorer countries. In 

contrast, 35 democracies spent 1,046 years in 

wealthier countries and not one died. 

Affluent democracies survived wars, riots, 

scandals, economic and governmental crises, 

hell or high water. 

Pzeworski’s statistical analysis found: 

[T]he probability that democracy survives 

increases monotonically with per capita 

income. In countries with per capita income 

under $1,000, the probability that a 

democracy would die during a particular year 

was 0.0845, which implies that their 

expected life was about twelve years. 

Between $1,001 and $3,000, this probability 

was 0.0362, for an expected duration of 

twenty-seven years. Between $3,001 and 

$6,055, the probability was 0.0166, which 

translates into about sixty years of expected 

life. And what happens above $6,055 we 

already know: democracy lasts forever” 

(Ibid.). 

Pzeworski explains the association between 

democracy and prosperity this way: 

The reason everyone opts for democracy in 

affluent societies is that too much is at stake 

in turning against it. In poor societies there is 

little to distribute, so that a group that moves 

against democracy and is defeated has little 

income to lose: in poor countries, incomes of 

people suffering from a dictatorship are not 

much lower than of those living under 

democracy, whether they won or lost an 

election. But in affluent societies, the gap 

between incomes of electoral losers and of 

people oppressed by a dictatorship is large 

(Ibid.).  

Finally and in summarizing his findings, 

Pzeworski observes, “We know that democracies are 

frequent among the economically developed 

countries and rare among the very poor ones. The 

reason we observe this pattern is not that democracies 

are more likely to emerge as a consequence of 

economic development but that they are much more 

likely to survive if they happen to emerge in more 

developed countries” (Ibid.).  

The research cited above makes it clear that fossil 

fuels, by making possible the dramatic rise in global 

prosperity since the great expansion of their use 

starting in the eighteenth century, have created the 

conditions necessary for democracies to survive. 

Democracies, in turn, promote world peace and 

create other conditions needed to ensure human 

security. Rather than being a net cost to society in 

terms of human security, fossil fuels clearly have 

been human security’s surest guarantor. 
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7.1.3 Wars for Oil 

The cost of wars fought in the Middle East is 

not properly counted as one of the “social 

costs of carbon” as those conflicts have 

origins and justifications unrelated to oil. 

 

According to the Rocky Mountain Institute, quoting 

Alan Greenspan, “the Iraq War ‘is largely about oil.’ 

That war has already cost more than 4,400 U.S. lives, 

plus one to several trillion borrowed dollars” (Lovins, 

2011, p. 5, no citation to Greenspan). The author 

continues: “in 2010, a Princeton study pegged the 

cost of U.S. forces just in the Persian Gulf in just one 

year (2007) at half a trillion dollars, or about three-

fourths of the nation’s total military expenditures” 

(Ibid., citing Stern, 2010). 

In the wake of President George W. Bush’s 

invasion of Iraq in 2003, countless other 

commentators claimed the effort was undertaken to 

ensure the availability of oil for U.S. consumers. This 

“blood for oil” argument has a long history. More 

than three decades ago, Husbands (1983) noted, “One 

frequently hears that our presence in the Middle East 

is necessary to protect ‘our’ oil. The implication is 

that in our absence, the oil would necessarily fall into 

unfriendly hands and those parties would then 

embargo exports to the United States” (Husbands, 

1983). It is an implausible claim, Husbands argued, 

given that U.S. oil companies at the time were 

making efforts to minimize their purchases of oil 

from Saudi Arabia in favor of cheaper oil from 

Russia and Mexico. 

Although resource scarcity historically has been a 

common factor in war, the “blood for oil” thesis 

relies on several premises, all of which are dubious: 

that the United States suffers from a scarcity of oil; 

that the U.S. government could reasonably expect 

that invading Iraq would reduce scarcity by an 

amount great enough to provide a larger return than 

the amount of resources and human lives it would 

cost; that there were no less-expensive (in money and 

lives) ways to achieve a similar increase in the supply 

of oil; and that there were no other, more compelling 

reasons for the intervention in Afghanistan, Iraq, and 

Pakistan. 

The notion that the United States has a scarcity of 

oil is a value judgment, not a factual statement. The 

amount of oil people use depends on its price and its 

value to the consumer: People will use oil as long as 

the money spent on it brings them greater benefits 

than the same amount of money spent on something 

else. Hence, the issue is not whether there is 

“enough” oil but whether people can afford it. The 

latter is visible in consumption numbers: U.S. crude 

oil consumption reached a peak of 20,800 billion 

barrels a day in 2005, which stayed stable until 2007, 

at just under 20,700 billion barrels, according to the 

U.S. Energy Information Administration. When the 

United States invaded Iraq in March 2003, 

consumption was at 20,000 barrels a day, up from 

just under 17,000 in 1990 and 19,700 in 2000. As a 
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result of the 2008 recession, daily consumption fell to 

18,700 in 2009, and then 18,400 in 2012. 

As those figures indicate, U.S. crude oil 

consumption tracks with the strength of the nation’s 

economy. We use more when the economy is strong, 

and we use less when it is weak. The notion that oil is 

so scarce that the United States had to go to war to 

ensure supplies is not supported by the facts. Glaser 

(2017) noted, 

Indeed, the United States today is far less 

reliant on foreign oil supplies than it once 

was. In 2015, only about 24 percent of the 

petroleum consumed by the United States 

was imported from foreign countries (the 

lowest level since 1970), and only about 16 

percent of that was imported from the Middle 

East. This is largely because U.S. domestic 

production has significantly increased thanks 

to technological advances in exploiting shale 

reserve areas. Since 2008, annual U.S. crude 

production has grown by about 75 percent 

and net import volumes are projected to 

decline by 55 percent by 2020. Canadian oil 

output is also expected to double by 2040, 

meaning North America is on track to be a 

net oil exporter by 2020 and to remain so 

through 2040. 

Glaser also points out: 

[O]il is a fungible commodity traded on 

global markets and subject to the laws of 

supply and demand. Supply disruptions from 

one source impact the overall price, but can 

quickly be offset by an increase in output 

from another source. In every oil shock since 

1973, global energy markets adapted quickly, 

by increasing production from other sources, 

rerouting existing supplies and putting both 

private and government-held stockpiles 

around the world into use. These market 

adjustments mitigated the ramifications of 

the shocks and stabilized prices and supply. 

U.S. military presence in the Persian Gulf did 

not prevent the disruptions, nor did it ease the 

resulting economic pain (Ibid.). 

As to the costs and presumed oil-supply benefits 

of the War in Iraq, that war alone had cost $1.7 

trillion by 2013, and the nation owed another almost 

half-billion dollars in benefits to veterans of wars in 

Afghanistan, Iraq, and Pakistan, according to the 

Costs of War Project by the Watson Institute for 

International Studies at Brown University, as 

reported by Reuters (2013). The combined cost of the 

wars in Afghanistan, Iraq, and Pakistan was 

estimated at nearly $4 trillion. In addition, the interest 

costs for paying off the U.S. government debt 

incurred in the wars were expected to tally another 

$4 trillion over the next 40 years. “The report 

concluded the United States gained little from the 

war while Iraq was traumatized by it,” Reuters noted. 

(Ibid.) 

At the approximate 2017 price of crude oil of 

about $50 per barrel, the United States could have 

purchased 160 billion barrels of oil for the $8 trillion 

the wars in Afghanistan, Iraq, and Pakistan cost. In 

2014, the United States consumed just under seven 

billion barrels of petroleum products in total. That 

means the United States could have purchased almost 

23 years of its total oil consumption with what the 

wars in the Middle East cost. If ensuring access to 

cheap oil were the rationale for the U.S. presence in 

the Middle East, then it has been a spectacularly bad 

investment. Taylor and Peter Van Doren (2008) 

remarked, “The U.S. ‘oil mission’ is thus best 

thought of as a taxpayer-financed gift to oil regimes 

and, perhaps, the Israeli government that has little, if 

any, effect on the security of oil production facilities. 

One may support or oppose such a gift, but our 

military expenditures in the Middle East are not 

necessary to remedy a market failure.” 

Instead of ensuring a greater flow of oil from the 

Middle East to the United States, the years since the 

War in Iraq have brought a decreasing dependency 

on oil from the Middle East. As Figure 7.1.3.1 

indicates, U.S. imports of OPEC oil have been falling 

since 2008, and non-OPEC sources have supplied 

more U.S. oil imports since the early 1990s, with the 

gap widening. Canada now supplies the lion’s share 

of U.S. oil imports. 

In February 2018, the Persian Gulf region, led by 

Saudi Arabia at 8%, provided the United States with 

just 18% of its imported oil. Iraq itself has not been a 

major supplier of oil to the United States for quite 

some time. The International Energy Agency projects 

Iraq will raise production to 6.1 million barrels by 

2020, but most of that oil will be exported to China 

and other Asian markets. Although it is possible to 

argue the war backfired in ensuring an adequate 

supply of oil from Iraq, the important thing to note is 

that Iraq was not, and never had been, a significant 

supplier of U.S. oil. And even if other Middle Eastern 

oil-producing nations wanted the United States to 
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Figure 7.1.3.1 
U.S. crude oil and petroleum products imports by year and by nation of origin, 1950–2017 
(million barrels per day) 

 
 
Source: EIA, 2018b, Figure 3.3.b, p. 56. 
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Figure 7.1.3.2 
U.S. crude oil and natural gas liquids imports, exports, and production, 1950-2017 
(million barrels per day) 
 

 
Source: EIA 2018b, Figure 3.1, p. 50.
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invade Iraq, their production was already of 

decreasing importance at the time, as noted above. 

While imports of Middle Eastern oil have fallen, 

domestic U.S. oil production has risen since the War 

in Iraq. When the U.S. forces invaded in March 2003, 

U.S. domestic crude oil and natural gas production 

was just under 18 million barrels per day (b/d) (see 

Figure 7.1.3.2 on the previous page). Production fell 

to about 14.6 million b/d in November 2005, but it 

has been rising steadily since then. The U.S. Energy 

Information Administration (EIA, 2018a) estimates 

U.S. crude oil production will average 10.9 million 

b/d in 2018, up from 9.4 million b/d in 2017, and will 

average 12.1 million b/d in 2019. Note U.S. oil 

production declined when OPEC imposed its 

embargo in 1973. The United States did not see fit to 

increase oil production at that time, much less go to 

war in the Middle East to ensure a resumption of 

supplies. 

The rising U.S. consumption of non-Middle 

Easter oil production shows the wars in Afghanistan, 

Iraq, and Pakistan did not increase U.S. consumption 

of Middle Eastern oil but instead accompanied a rise 

in the use of oil from other suppliers. Instead of 

spending $8 trillion on wars, the United States, were 

it intent on increasing oil supplies, could simply have 

continued to develop these other sources, especially 

domestic production. That was indeed much less 

expensive, in money and lives, as a way of ensuring 

an ample supply of oil. 

The U.S. government had, and repeatedly stated, 

other significant reasons for its interventions in 

Afghanistan, Iraq, and Pakistan. U.S. intervention in 

the Middle East has long been based on geopolitical 

and humanitarian concerns that have nothing to do 

with oil supplies. Defending Israel, the lone stable 

democracy in the region, has been a high U.S. 

priority since May 14, 1948, when Israel declared its 

existence and President Harry S. Truman recognized 

the new nation on the same day. Since the collapse of 

the former Soviet Union, it has been learned that 

Israel figured more prominently in the communist 

regime’s cold war stratagems than was publicly 

known at the time, providing another justification for 

the U.S. presence in the region (Ginor and Remez, 

2007). 

Testifying before the U.S. Senate Armed 

Services Committee on U.S. policy in the Middle 

East in September 2015, former Obama 

administration CIA Director David Petraeus urged 

the government to intervene in Syria by threatening 

to destroy President Bashar Assad’s air force if the 

Syrian forces continued to bomb the Syrian people. 

Petraeus also recommended “the establishment of 

enclaves in Syria protected by coalition air power, 

where a moderate Sunni force could be supported and 

where additional forces could be trained, internally 

displaced persons could find refuge, and the Syrian 

opposition could organize” (Wong, 2015). Syria is 

not an oil-exporting country, so there are obviously 

other reasons for the U.S. government to be so 

concerned about its affairs. 

In 1991, the United States established safe 

havens and enforced no-fly zones under Operation 

Provide Comfort in an effort to stop Iraqi leader 

Saddam Hussein from massacring Kurds in northern 

Iraq after his suppression and killings of Shiites in the 

southern part of the nation. That effort resulted in 

self-rule for Iraqi Kurdistan. These interventions and 

many others have no bearing on U.S. oil supplies and 

appear to be the result of humanitarian and 

geopolitical concerns, not U.S. economic interests, 

and certainly not the flow of imported oil from the 

Middle East. 

If claims of a humanitarian mission in the Middle 

East are not persuasive, then perhaps the explanation 

lies in American hubris. Bacevich (2017) 

summarized U.S. involvement in the Middle East as 

follows: 

From day one, the larger purpose of 

America’s War for the Greater Middle East 

has been to affirm that we are a people to 

whom limits do not apply. The advertised 

purpose has been to liberate, defend, or deter. 

Yet the actual purpose has been far more 

ambitious in my view. The real mission has 

been to sustain the claims of American 

exceptionalism that have long since become 

central to our self-identity – to bring into 

compliance with American purposes the 

revolutionaries, warlords, terrorists, despots, 

or bad actors of various stripes given to 

defiance. To employ the kind of jargon that’s 

popular in this city, back in 1980, the United 

States set out in willy-nilly fashion to 

“shape” the greater Middle East. Given the 

conditions existing there, employing military 

means to bring the region into conformity 

with American purposes has resulted in an 

undertaking of breathtaking scope. 

Bacevich’s views on U.S. military involvement 

in the Middle East are echoed by many other military 

experts (Glaser and Kelanic, 2016; Cohen, 2011; 

Glaser, 2017; Codevilla, 2018). It is safe to say none 
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of them believes U.S. military forces are in the 

Middle East to protect American access to oil. 

Finally, it is unclear whether a forced transition 

from fossil fuels would reduce violence in the Middle 

East. Indeed, the opposite is more likely to be the 

case. Pipes (2018) observed, “yes, the demise of oil 

and gas will bring some good news: More water 

desalination plants, less Islamism (petrodollars 

basically fund it), and Israel’s enemies weakened. 

But the negative implications of a gas and oil price 

collapse will be much greater” (p. 21). He explained: 

Foreign direct investment will shrivel. The 

majority of Middle Eastern economies will 

convulse. Regimes such as the Islamic 

Republic of Iran or the People’s Democratic 

Republic of Algeria will not survive, leading 

to more anarchy (already rampant in 

Afghanistan, Egypt, Iraq, Lebanon, Libya, 

Somalia, Syria, the West Bank, and Yemen). 

Disagreements over access to scarce 

resources will spur new conflicts. Guest 

workers will return home in droves, upsetting 

those economies. Economic and other 

migrants will pour out of the region, headed 

mostly to the West, further upsetting the 

politics of Europe. Key airline and shipping 

routes will be disrupted. U.S. disengagement 

will enable nuclear weapons programs. In 

brief, the world’s chief trouble spot will 

retain its role, only more so. Attention to the 

Middle East, still the world’s premier irritant, 

will continue long after the decline of oil and 

gas (p. 21). 

* * * 

 

In summary, fossil fuels have made the world a 

safer place than ever before. Prosperity has led to 

more tolerance, optimism, and egalitarian 

perspectives and less xenophobia, pessimism, and 

violence. Driving this movement toward world peace 

is the rising abundance of food and other necessities 

as well as international trade that brings people 

together in their common pursuit of happiness. 

Prosperous countries are more likely to be (and 

remain) democracies, and democracies have lower 

rates of violence and go to war less frequently than 

any other form of government. Limiting access to 

affordable energy threatens to prolong and exacerbate 

poverty in developing countries, increasing the 

likelihood of domestic violence, state failure, and 

regional conflict. Wars will continue to be fought in 

the Middle East even if, and perhaps especially if, the 

world reduces its reliance on fossil fuels. 
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7.2 Climate Change 

Section 7.1 makes clear that far from threatening 

human security, fossil fuels are actually its best 

guarantor. But what if fossil fuels cause or contribute 

to climate change? Would higher global surface 

temperatures trigger floods, droughts, more violent 

weather, and other climate effects described in vivid 

detail in IPCC reports? Would those climate changes 

reduce human security? The survey of climate 

science presented in Chapter 2 concludes such an 

outcome is highly unlikely, but the IPCC and its 

followers plainly disagree. The rest of the current 

chapter assumes arguendo that the IPCC is right and 

man-made climate change is a genuine possibility. 

Section 7.2.1 describes how the IPCC frames the 

discussion of “human security and points out the 

major problems with it. Section 7.2.2 addresses sea-

level rise, Section 7.2.3 addresses impacts on 

agriculture, and Section 7.2.4 addresses other impacts 

on human security. 

 

 

7.2.1 The IPCC’s Perspective 

The IPCC claims global warming threatens 

“the vital core of human lives” in multiple 

ways, many of them unquantifiable, 

unproven, and uncertain. The narrative in 

Chapter 12 of the Fifth Assessment Report 

illustrates the IPCC’s misuse of language to 

hide uncertainty and exaggerate risks. 

 

The introduction to this chapter discussed the elastic 

definition of “threats to human security” used by 

Working Group II in Chapter 12 of IPCC’s Fifth 

Assessment Report (AR5) to characterize the alleged 

damages caused by man-made climate change. The 

IPCC sorts these damages into “deprivation of human 

needs” and “erosion of livelihood and human 

capabilities,” provides a table, reproduced below as 

Figure 7.2.1.1, presenting additional “dimensions of 

impact” and examples of observed and potential 

impacts of climate change.  

Gleditsch and Nordås (2014), quoted in the 

introduction, observed how “the definition in the 

Human Security chapter is too wide to allow serious 

attempts to assess the secular trend” pp. 85–86). A 

second general problem is the confusion of impacts 

due to natural causes and those that could be 

attributable to and an impact on climate due to the 

human presence. In the Summary for Policymakers of 

the Working Group II contribution to the Fifth 

Assessment Report, IPCC says: 

 

Climate change refers to a change in the state 

of the climate that can be identified (e.g., by 

using statistical tests) by changes in the mean 

and/or the variability of its properties, and 

that persists for an extended period, typically 

decades or longer. Climate change may be 

due to natural internal processes or external 

forcings such as modulations of the solar 

cycles, volcanic eruptions, and persistent 

anthropogenic changes in the composition of 

the atmosphere or in land use. (IPCC, 2014a, 

p. 5, Background Box SPM.2).  

 

A third problem is IPCC’s frequent assertion of 

unproven causal links between climate change and 

factors contributing to or detracting from human 

security. The IPCC admits to some uncertainty, 

saying “Given the many and complex links between 

climate change and human security, uncertainties in 

the research on the biophysical dimensions of climate 

change, and the nature of the social science, highly 

confident statements about the influence of climate 

change on human security are not possible,” citing 

Scheffran et al. (2012). But then in characteristic 

IPCC fashion, the very next sentence tries to deny the 

uncertainty it just confessed: “Yet there is good 

evidence about many of the discrete links in the 

chains of causality between climate change and 

human insecurity” (IPCC, 2014b, p. 760).  

At issue is not whether “highly confident 

statements” can be made, but whether declarative 

statements with any degree of confidence can be 

made. The assertion of unproven causal links 

pervades Chapter 12, more so than any other chapter 

of AR5, partly because of the nature of the issues 

being addressed. The fact that many alleged 

consequences cannot be measured and are largely 

subjective already has been mentioned. But it also is 

due to the methodology the IPCC chose. Much of the 

“evidence” is based on futurology – attempts to 

predict the future – woven from historic anecdotes 

and expert opinions. There is an extensive literature 

on scientific forecasting demonstrating that such an 

approach is no more likely to produce accurate 

forecasts than uneducated guesses (see the literature 

surveys in Armstrong, 2001, 2006). But there are no 
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references in AR5 either to the general literature on 

scientific forecasting or to its application to climate 

change. 

A fourth problem with AR5 Chapter 12 is what is 

called, in statistics, propagation of error. The errors 

or uncertainty in one variable, due perhaps to 

measurement limitations or confounding factors, are 

compounded (propagated) when that variable 

becomes part of a function involving other variables 

that are similarly uncertain. For example, there is a 

range of uncertainty regarding surface temperatures 

due to the placement of temperature stations and 

changes in technology over time. The human impact 

on global average temperature is uncertain due to 

incomplete understanding of the climate (e.g., 

exchange rates between CO2 reservoirs and the 

behavior of clouds). There are also ranges of 

uncertainty regarding human emissions of CO2 in the 

past, present, and future. There are also ranges of 

uncertainty as to how to measure an alleged effect 

(e.g., loss of livelihood, loss of personal property, 

forced migration) and how much of the effect to 

attribute to a specific weather-related event (e.g., 

flood, hurricane, drought) or to some other variable 

(e.g., poverty, civil war, mismanagement of 

infrastructure). The more variables in a function, the 

wider the “uncertainty bars” surrounding the outcome 

must be. Even a formula with few variables is subject 

to propagation error if it attempts to forecast events 

far into the future, e.g., a century or more in the case 

of climate models (Frank, 2015).  

 
 

Figure 7.2.1.1 
IPCC’s list of threats to human security due to climate change 

 
Source: IPCC, 2014a, Table 12-1, p. 761. 
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Propagation of error means it is likely to be 

impossible to attribute to climate change any impacts 

on human security. Deaths and loss of income due to 

storms, flooding, and other weather-related 

phenomena are and always have been part of the 

human condition. We can at best document trends in 

the frequency of storms, the number of deaths, and 

the value of property losses, but these statistics are 

meaningless for a discussion of public policy if they 

cannot be reliably correlated with long-term climate 

change, and climate change with human greenhouse 

gas emissions. 

A final problem with AR5 Chapter 12 is the 

language the IPCC uses to hide uncertainty and 

exaggerate risks. Statements seeming to express 

certainty are often followed immediately by 

sentences expressing uncertainty, or vice versa. To 

some extent this is the result of editing by committees 

seeking consensus. Advocates of making strong 

statements are allowed to use their language on the 

condition that doubters and skeptics can follow with 

sentences that begin with “However…” or 

“Nevertheless… .” This dynamic produces reports 

that journalists and advocates can use to justify 

dramatic headlines, but it misleads serious 

researchers, policymakers, and the public. 

Gleditsch and Nordås (2014) describe the many 

“expressions of uncertainty” that appear in IPCC 

reports, including such words as may, might, can, and 

could, and such phrases as “has a potential to,” “is a 

potential cause of,” and “is sensitive to.” The terms 

that are most vague appear more frequently in 

Working Group II reports on “impacts, adaptation, 

and vulnerability” than in Working Group I reports 

on “the physical science basis.” Gleditsch and Nordås 

write, 

The frequent use of “may” terms might have 

been justified as a way of indicating that 

“under certain circumstances, a relationship 

is likely.” But this does not work well if 

those circumstances are not specified. On the 

whole, it would probably be best to avoid the 

use of terms like “may” in academic writing 

except to state conjectures. Misrepresentation 

of the scientific basis is a real hazard when 

using such terminology (p. 88). 

In conclusion, the IPCC claims climate change 

threatens “the vital core of human lives” in multiple 

ways, many of them unquantifiable, unproven, and 

uncertain. The narrative in AR5 Chapter 12 illustrates 

the IPCC’s misuse of language to hide uncertainty 

and exaggerate risks. 
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7.2.2 Extreme Weather 

Real-world data offer little support for 

predictions that CO2-induced global 

warming will increase either the frequency 

or intensity of extreme weather events. 

 

According to the IPCC (quoting from Figure 7.2.1.1), 

“sea level rise and increased frequency of extreme 

events increases the risk of loss of lives, homes, and 

properties, and damages infrastructure and transport 

systems.” Extrapolating from isolated incidents, 

damages associated with these calamities are 

imagined to cost billions or hundreds of billions of 
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dollars a year. But the link is very tenuous. Though 

often cited as the source of alarming projections of 

violent weather, the IPCC has been quite cautious on 

the topic. In a special report on the issue published in 

2012, it found only mixed and weak evidence of a 

trend toward more extreme weather: 

 

There is evidence from observations gathered 

since 1950 of change in some extremes. 

Confidence in observed changes in extremes 

depends on the quality and quantity of data 

and the availability of studies analyzing these 

data, which vary across regions and for 

different extremes. Assigning “low 

confidence” in observed changes in a specific 

extreme on regional or global scales neither 

implies nor excludes the possibility of 

changes in this extreme (IPCC, 2012).  

 

In Working Group II’s contribution to IPCC’s 

Fifth Assessment Report, in Chapter 10, the IPCC 

admits “The impact of natural disasters on economic 

growth in the long-term is disputed, with studies 

reporting positive effects (Skidmore and Toya, 2002), 

negative effects (Raddatz, 2009), and no discernible 

effects (Cavallo et al., 2013)” (Ibid., p. 692). The 

IPCC authors conclude, “The literature on the impact 

of climate and climate change on economic growth 

and development has yet to reach firm conclusions. 

There is agreement that climate change would slow 

economic growth, by a little according to some 

studies and by a lot according to other studies” 

(IPCC, 2014, p. 693). 

However, the Summary for Policymakers of the 

Working Group I contribution to the IPCC’s AR5, as 

usual more alarmist than the underlying report itself, 

claims, “Extreme precipitation events over most of 

the mid-latitude land masses and over wet tropical 

regions will very likely become more intense and 

more frequent by the end of this century, as global 

mean surface temperature increases” (IPCC, 2013, p. 

23).  

Literature reviews conducted in Chapter 2 of this 

volume and for previous volumes in the Climate 

Change Reconsidered series failed to find a 

convincing relationship between global warming over 

the past 100 years and increases in any of these 

extreme weather events. Other authors have reached 

the same conclusion (Maue, 2011; Alexander et al., 

2006; Khandekar, 2013; Pielke Jr., 2013, 2014). 

Instead, the number and intensity of extreme events 

wax and wane often in parallel with natural decadal 

or multidecadal climate oscillations. Basic 

meteorological science suggests a warmer world 

would experience fewer storms and weather 

extremes, as indeed has been the case in recent years. 

Globally, there has been no detectable long-term 

trend in the amount or intensity of tropical storm 

activity. The trend in the number of storms making 

landfall in the United States has been relatively flat 

since the 1850s. Before the active 2017 hurricane 

season in the United States, there was a lull in the 

number of major hurricane landfalls that lasted nearly 

12 years, the longest such drought in the United 

States since the 1860s (Landsea, 2018). 

Hurricane activity varies year to year and over 

multidecadal periods. Activity is affected by 

numerous factors, including ocean cycles and the El 

Niño and La Niña oscillations. Data show 

multidecadal cycles in the Atlantic and Pacific 

Oceans favor some basins over others. An evaluation 

of the Accumulated Cyclone Energy (ACE) Index – 

which takes into account the number, duration, and 

strength of all tropical storms in a season – shows 

over the past 45 years there has been variability but 

no trend in tropical storms, both in the Northern 

Hemisphere and globally. See Figure 7.2.2.1, which 

is the same as Figure 2.7.5.1 in Chapter 2 

Khandekar and Idso summarized their extensive 

survey of the literature in 2013 as follows: 

Air temperature variability decreases as mean 

air temperature rises, on all time scales. 

Therefore the claim that global warming will 

lead to more extremes of climate and 

weather, including of temperature itself, 

seems theoretically unsound; the claim is 

also unsupported by empirical evidence. 

Although specific regions have experienced 

significant changes in the intensity or number 

of extreme events over the twentieth century, 

for the globe as a whole no relationship 

exists between such events and global 

warming over the past 100 years. 

Observations from across the planet 

demonstrate droughts have not become more 

extreme or erratic in response to global 

warming. In most cases, the worst droughts 

in recorded meteorological history were 

much milder than droughts that occurred 

periodically during much colder times. There 

is little or no evidence that precipitation will 

become more variable and intense in a 
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Figure 7.2.2.1 
Cyclonic energy, globally and northern hemisphere, from 1970 through October 2018 
 

 
Last 4 decades of Global and Northern Hemisphere Accumulated Cyclone Energy: 24 month running sums. Note 
that the year indicated represents the value of ACE through the previous 24-months for the Northern Hemisphere 
(bottom line/gray boxes) and the entire global (top line/blue boxes). The area in between represents the Southern 
Hemisphere total ACE. Source: Maue, 2018. 

 
  

warming world; indeed, some observations 

show just the opposite. There has been no 

significant increase in either the frequency or 

intensity of stormy weather in the modern 

era.  

Despite the supposedly “unprecedented” 

warming of the twentieth century, there has 

been no increase in the intensity or frequency 

of tropical cyclones globally or in any of the 

specific ocean basins (Khandekar and Idso, 

2013, pp. 809–810). 

Khandekar and Idso conclude, “It is clear in 

almost every instance of each extreme weather event 

examined, there is little support for predictions that 

CO2-induced global warming will increase either the 

frequency or intensity of those events. The real-world 

data overwhelmingly support an opposite conclusion: 

Weather will more likely be less extreme in a warmer 

world (Ibid., p. 810).  
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7.2.3 Sea-level Rise 

Little real-world evidence supports the claim 

that global sea level is currently affected by 

atmospheric CO2concentrations, and there is 

little reason to believe future impacts would 

be distinguishable from local changes in sea 

level due to non-climate related factors.  

 

The IPCC claims, in the Summary for Policymakers 

for the Working Group I contribution to AR5, that 

“Under all RCP scenarios, the rate of sea level rise 

will very likely exceed that observed during 1971 to 

2010 due to increased ocean warming and increased 

loss of mass from glaciers and ice sheets” (IPCC, 

2013, p. 25). Most IAMs duly incorporate estimates 

of damages due to flooding and “climate refugees” 

forced to retreat from shorelines.  

IPCC and IAM modelers can find support for 

their forecasts in studies relying on computer models 

and manipulation of recent satellite data purporting to 

be able to measure small changes in global sea level 

and to be sufficiently comparable to observational 

data from tidal gauges to justify being grafted onto 

past trends despite the different methodologies (e.g., 

Nerem et al., 2018). But many experts observe the 

new model-derived estimates do not agree with tidal 

gauges located in geologically stable areas of the 

world and conclude any recent warming trend they 

claim to reveal is an artifact of the change in 

methodologies.  

Tidal gauges continue to show local and regional 

sea levels exhibit typical natural variability – in some 

places rising and in others falling. Parker and Ollier 

reported in 2017, 

 

Sea levels are oscillating, with well-known 

inter-annual, decadal and multi-decadal 

oscillations well evidenced in the 

measurements collected by tidal gauges. 

There are oscillations of synchronous and 

non-synchronous phases moving from one 

location to another. Furthermore, it is well 

known that local sea-level changes occur also 

because of local factors such as subsidence 

due to groundwater or oil extraction, or 

tectonic movements that may be either up or 

down. Relative sea-level changes due to 

subsidence or uplift are sometimes far larger 

than the global average sea-level changes 

(Parker and Ollier, 2017, italics added). 

 

Parker and Ollier report “the loud divergence 

between sea-level reality and climate change theory – 

the climate models predict an accelerated sea-level 

rise driven by the anthropogenic CO2 emission – has 

been also evidenced in other works such as Boretti 

(2012a, b), Boretti and Watson (2012), Douglas 

(1992), Douglas and Peltier (2002), Fasullo et al. 

(2016), Jevrejeva et al. (2006), Holgate (2007), 

Houston and Dean (2011), Mörner (2010a, b, 2016), 

Mörner and Parker (2013), Scafetta (2014), Wenzel 

http://www.aoml.noaa.gov/hrd/tcfaq/E23.html
http://www.aoml.noaa.gov/hrd/tcfaq/E23.html
http://policlimate.com/tropical/
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and Schröter (2010) and Wunsch et al. (2007) 

reporting on the recent lack of any detectable 

acceleration in the rate of sea-level rise” (Ibid.) To 

which we would add Wöppelmann et al. (2009) and 

Frederikse et al. (2018). 

If unusual sea-level rise were occurring, it has 

not forced significant numbers of people to migrate. 

Andrew Baldwin et al., writing in 2014, observed: 

The origins of climate change-induced 

migration discourse go back to the 1980s, 

when concerned scientists and environmental 

activists argued that unchecked 

environmental and climate change could lead 

to mass displacement (Mathews 1989; Myers 

1989). However, at that time, hardly any 

actual climate or environmental refugees 

could be detected. Even today, almost three 

decades later, the term as such remains 

merely a theoretical possibility but not an 

actually existing, clearly defined group of 

people (Baldwin et al., 2014, p. 121, italics 

added). 

 Similarly, the British government’s Foresight 

Report on Migration and Global Environmental 

Change, widely regarded as the most authoritative 

study of the issue of environmental migration, found 

“the range and complexity of the interactions 

between these drivers [of migration] means that it 

will rarely be possible to distinguish individuals for 

whom environmental factors are the sole driver” 

(Foresight, 2011, p. 9) and “Environmental change is 

equally likely to make migration less possible as 

more probable. This is because migration is 

expensive and requires forms of capital, yet 

populations who experience the impacts of 

environmental change may see a reduction in the 

very capital required to enable a move” (Ibid.). In 

other words, there may be no net increase in the 

number of environmental refugees. 

The best available data show dynamic variations 

in Pacific sea level in accord with El Niño-La Niña 

cycles, superimposed on a natural long-term eustatic 

rise (Australian Bureau of Meteorology, 2011). 

Island coastal flooding results not from sea-level rise, 

but from spring tides or storm surges in combination 

with development pressures such as borrow pit 

digging or groundwater withdrawal. Persons 

emigrating from the islands are doing so for social 

and economic reasons rather than in response to 

environmental threat. 

Another claim concerning the effect of climate 

change on oceans is that increases in freshwater 

runoff into the oceans will disrupt the global 

thermohaline circulation system. But the range of 

natural fluctuation in the global ocean circulation 

system has yet to be fully delineated (Srokosz et al., 

2012). Research to date shows no evidence of 

changes that lie outside previous natural variability, 

nor of any malign influence from increases in human-

related CO2 emissions. Singer summarized the state 

of current knowledge on sea-level rise in 2018, 

 

Currently, sea-level rise does not seem to 

depend on ocean temperature, and certainly 

not on CO2. We can expect the sea to 

continue rising at about the present rate for 

the foreseeable future. By 2100 the seas will 

rise another 6 inches or so – a far cry from Al 

Gore’s alarming numbers. There is nothing 

we can do about rising sea levels in the 

meantime. We’d better build dikes and sea 

walls a little bit higher (Singer, 2018).  

 

See the data on sea-level rise graphed in Chapter 

2, Section 2.1 for further evidence that sea-level rise 

is unrelated to CO2 levels, and Figure 2.7.3.1 in that 

same chapter for more findings about climate change 

and oceans from Chapter 6 of Climate Change 

Reconsidered II: Physical Science. The myth of 

“climate refugees” is addressed again later in the 

chapter as part of the discussion of whether climate 

change causes violent conflicts. 

In conclusion, there is too little scientific 

evidence to support the contention that changes in 

global sea level are being affected by 

CO2concentrations in the atmosphere. Further, there 

is little scientific effort to support the contention that 

any future impact would be distinguishable from 

local changes in sea level due to groundwater or oil 

extraction, tectonic movements, sedimentation, and 

other non-climate related factors.  
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7.2.4 Agriculture 

Alleged threats to agriculture and food 

security are contradicted by biological 

science and empirical data regarding crop 

yields and human hunger. 

 

Another alleged threat to human security is harms to 

agriculture and food security caused by extreme heat 

and drought. According to the IPCC, “illustrative 

examples of observed impacts due to aggravating 

climate stresses” on agriculture and food security can 

be found in Kenya, Southern Africa, Zambia, and 

Zimbabwe. Illustrative examples the IPCC says are a 

consequence of climate change also come from 

Africa and one reference to “small-scale rain-fed 

maize farmers in Mexico” (IPCC, 2014a, p. 761). In 

the Summary for Policymakers for the WGII 

contribution to AR5, the IPCC says: 

 

For the major crops (wheat, rice, and maize) 

in tropical and temperate regions, climate 

change without adaptation is projected to 

negatively impact production for local 

temperature increases of 2°C or more above 

late-20th-century levels, although individual 

locations may benefit (medium confidence). 

Projected impacts vary across crops and 

regions and adaptation scenarios, with about 

10% of projections for the period 2030–2049 

showing yield gains of more than 10%, and 

about 10% of projections showing yield 

losses of more than 25%, compared to the 

late 20th century.  (IPCC, 2014b, pp. 17–18, 

italics in original). 

 

There is much to question here. The examples 

cited do not support a broad projection onto world 

food production. The forecast focuses oddly on two 

ends of a probability distribution, which implies that 

80% of studies find little or no impact of climate 

change on agriculture. Why are not they more likely 

to be true? The assumption that there would be no 

adaptation is plainly wrong. The human capability to 

produce food in the face of climate change has been 

on display since at least the last Ice Age. At that time, 

a nomadic people we call the Grevettians used 

mammoth-skin tents instead of living in caves. That 

permitted them to pursue the mammoths and other 

game animals that had to migrate because their grass 

had turned to less-nourishing tundra. 

The Grevettians also used atlatls (spear-throwers) 

to kill mammoths from a safe distance. Perhaps most 

importantly, they tamed wolves and bred them into 

dogs, to help find game on the trackless steppes. The 

dogs also protected their communities where 

campfires were inadequate. Language evolved into 

writing, writing evolved into printing and libraries 

and then into today’s research laboratories and digital 

communications. All this has allowed humans to 

learn collectively and thus evolve better survival 

strategies than our forebears could have imagined. 

There is no reason to expect the collective learning 

that has given us books, libraries, computers, and 

space travel would somehow fail to meet humanity’s 

most basic need – adequate food production 

techniques – in the years ahead.   

 The application of technology to agriculture 

makes adaptation far easier and faster than it has ever 

been before (Waggoner, 1995; Goklany, 2009). 

During the twentieth and early twenty-first centuries, 

when the IPCC claims the world’s temperatures rose 

at an “unprecedented” pace, increases in agricultural 

output rose even faster. Despite global population 

growth, “the number of hungry people in the world 

has dropped to 795 million – 216 million fewer than 

in 1990–92 – or around one person out of every nine” 

(FAO, 2015). In developing countries, under-

nourishment (having insufficient food to live an 

active and healthy life) fell from 23.3% 25 years 

earlier to 12.9%. A majority of the 129 countries 

monitored by FAO reduced under-nourishment by 

half or more since 1996 (Ibid.). This is not evidence 

of a negative effect of climate change on food 

security in the world today, but evidence of just the 

opposite.  

Extensive evidence reviewed in Chapters 3, 4, 

and 5 showed rising ambient CO2 concentrations and 

higher temperatures benefit and do not harm food 

crops and nearly all other plant life on Earth, and why 

shouldn’t they? Most plants on Earth today evolved 

during times when research shows the planet was 

much warmer and CO2 levels were much higher than 

they are today. 

The IPCC admits “food security is determined by 

a range of interacting factors including poverty, water 

availability, food policy agreements and regulations, 

and the demand for productive land for alternative 

uses (Barrett, 2010, 2013).” Blurring the issue of 

causation, the IPCC says “many of these factors are 

themselves sensitive to climate variability and 

climate change” (IPCC, 2014a, p. 763, italics added). 

The IPCC identifies incidents where “food price 

spikes have been associated with food riots,” but then 

cites literature attributing those riots to other factors. 

It says “there are complex pathways between climate, 
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food production, and human security and hence this 

area requires further concentrated research as an area 

of concern” (Ibid.). Why, then, does IPCC say in 

Figure 7.2.1.1 that climate change “may adversely 

affect agriculture production and exacerbate the 

problem of food insecurity”?  
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7.2.5 Human Capital 

Alleged threats to human capital – human 

health, education, and longevity – are almost 

entirely speculative and undocumented. 

There is no evidence climate change has 

eroded or will erode livelihoods or human 

progress. 

 

The final “dimension of impact” described by the 

IPCC in its Table 12-1, reprinted as Figure 7.2.1.1 

above, is “human capital (health, education, loss of 

lives).” As “illustrative examples of observed impacts 

due to aggravating climate stresses” it includes 

examples that duplicate those offered in its 

description of “deprivation of basic needs,” such as 

“food shortage, absence of safe and reliable access to 

clean water and good sanitary conditions, and 

destruction of shelters and displacements” (IPCC, 

2014, p. 761). Examples specifically attributed to 

climate change are computer projections of falling 

food productivity and increased malaria infection and 

fatalities due to floods.  

The IPCC’s labeling of these possible effects as 

threats to “human capital” is curious at best and 

likely misleading. Human capital is more typically 

and usefully defined as “intangible collective 

resources possessed by individuals and groups within 

a given population. These resources include all the 

knowledge, talents, skills, abilities, experience, 

intelligence, training, judgment, and wisdom 

possessed individually and collectively, the 

cumulative total of which represents a form of wealth 

available to nations and organizations to accomplish 

their goals” (Encyclopedia Britannica, n.d.). In 

economics, the term has come to refer more narrowly 

to the knowledge, skills, health, and values people 

possess that enable them to be productive, produce 

earnings, and live a comfortable life. Becker (n.d.) 

wrote, 

Schooling, a computer training course, 

expenditures on medical care, and lectures on 

the virtues of punctuality and honesty are 

also capital. That is because they raise 

earnings, improve health, or add to a person’s 

good habits over much of his lifetime. 

Therefore, economists regard expenditures 

on education, training, medical care, and so 

on as investments in human capital. They are 

called human capital because people cannot 

be separated from their knowledge, skills, 

health, or values in the way they can be 

separated from their financial and physical 

assets. 

Does climate change threaten “human capital” as 

Encyclopedia Britannica or Becker defines it? The 

case, as has been shown to be true with every other 

“dimension of impact” in the IPCC’s list, seems 

tenuous. Climate change might cause extreme 

weather events or flooding, although this assertion is 

not supported by the climate science and data 

presented in Chapter 2. Such events might interrupt 
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people’s educations or training or their ability to pass 

knowledge and skills on to others, but only if one 

assumes no adaptation, no response by civil and 

political institutions, and no long-term recovery. But 

this only rarely happens. More often the effects of 

even natural catastrophes are short-term, and over 

time they severely affect shrinking numbers of people 

thanks to the mobility, technologies, and resiliency 

made possible by fossil fuels.  

Available evidence on crop yields and hunger in 

the world shows rising productivity and a trend that is 

likely to continue, boosted rather than hurt by rising 

temperatures and carbon dioxide levels in the 

atmosphere (Waggoner, 1995; Epstein, 2014). Fear 

that warmer temperatures will lead to the spread of 

malaria and other diseases is entirely speculative and 

contradicted by extensive real-world research, much 

of it summarized in Chapter 4. To date, global 

warming’s main effects appear to be increasing food 

supplies and food security and a greening of Earth 

that is much more beneficial than harmful (Zhu et al., 

2016). Violent weather has become less common, not 

more common, as the world has warmed. Each of 

these points was made and documented in previous 

chapters. 

As also was demonstrated in previous chapters, 

the fossil fuels the IPCC holds responsible for some 

part of global warming in the late twentieth and early 

twenty-first centuries were clearly a boon to human 

capital. They provided the prosperity that made 

possible huge investments in schooling, health care, 

and technologies that in turn boosted human 

productivity. They helped protect human capital from 

nature by providing technologies that made it 

possible to survive hot or cold weather and periods of 

heavy rain or drought, and even to escape the paths of 

floods or hurricanes (Goklany, 2002, 2012). This 

positive trend since the beginning of the fossil fuel 

era has overwhelmed any negative effects that might 

be attributed to a slight and gradual rise in average 

global surface temperatures. 

Human capital is the solution to whatever 

problems climate change might present to humanity 

(Simon, 1996). The IPCC’s claim that climate change 

threatens human capital is almost entirely speculative 

and undocumented. There is no evidence global 

warming has eroded or will erode livelihoods or 

human progress. 
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7.3 Violent Conflict 

According to the IPCC, “Climate change has the 

potential to increase rivalry between countries over 

shared resources. For example, there is concern about 

rivalry over changing access to the resources in the 

Arctic and in transboundary river basins. Climate 

changes represent a challenge to the effectiveness of 

the diverse institutions that already exist to manage 

relations over these resources. However, there is high 

scientific agreement that this increased rivalry is 

unlikely to lead directly to warfare between states” 

(IPCC, 2014a, p. 772, italics added).  

The IPCC reviews the literature on “the 

relationship between short-term warming and armed 

conflict” and concludes: “Some of these find a weak 

relationship, some find no relationship, and 

collectively the research does not conclude that there 

http://www.econlib.org/library/Enc/HumanCapital.html
https://www.britannica.com/topic/human-capital
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is a strong positive relationship between warming 

and armed conflict” (Ibid., italics added). 

As is typical of the IPCC Summaries for 

Policymakers, the uncertainty made so clear in the 

full report is dropped from the much more widely 

read summary: “Climate change can indirectly 

increase risks of violent conflicts in the form of civil 

war and inter-group violence by amplifying well-

documented drivers of these conflicts such as poverty 

and economic shocks (medium confidence). Multiple 

lines of evidence relate climate variability to these 

forms of conflict” (IPCC, 2014b, p. 20). This is 

certainly the message politicians and the media took 

from the Fifth Assessment Report. 

In 2015, U.S. President Barack Obama issued an 

executive statement echoing those claims, but with 

much more than “medium confidence.” According to 

Obama, “A changing climate will act as an accelerant 

of instability around the world, exacerbating tensions 

related to water scarcity and food shortages, natural 

resource competition, underdevelopment, and 

overpopulation” (Executive Office of the President, 

2015, p. 8). These effects, he said, “are threat 

multipliers that will aggravate stressors abroad such 

as poverty, environmental degradation, political 

instability, and social tensions – conditions that 

enable terrorist activity and other forms of violence. 

The risk of conflict may increase” (Ibid.). 

Reliance by the U.S. government on the IPCC for 

the “scientific consensus” on climate change reached 

its apex during the Obama administration, but it 

predated Obama’s election. Dr. Thomas Fingar, 

deputy director of National Intelligence for Analysis 

and chairman of the National Intelligence Council, 

testified to Congress in 2008 that “our primary source 

for climate science was the United Nations 

Intergovernmental Panel on Climate Change (IPCC) 

Fourth Assessment Report” and “we relied 

predominantly upon a mid-range projection from 

among a range of authoritative scenario trajectories 

provided by the IPCC. … In the study, we assume 

that the climate will change as forecast by the IPCC” 

(Fingar, 2008, pp. 2–3). Apparently no one at the 

IPCC told Fingar the IPCC does not issue 

“forecasts,” only scenarios. 

Environmental groups endorse and promote the 

climate-conflict hypothesis without reviewing the 

data in part because their leaders believe it is an 

argument that appeals to conservatives and 

Republicans in the United States (Ungar, 2007; 

Baldwin et al., 2014). The motivation of members of 

the defense and intelligence communities and some 

retired senior military officials is different. They see 

in climate change a justification for investments in 

new military equipment and force planning. Like 

economists who say they support “market-based 

solutions to climate change” yet know little about 

climate science, these military experts accept the 

findings of the IPCC without critical review and then 

limit their own contributions to the debate to 

planning efficient responses to scenarios derived 

from the IPCC’s computer models, misunderstood to 

be forecasts or predictions. By doing so, they create 

the appearance of validating or endorsing the IPCC’s 

exaggerated and implausible claims. 

A robust set of studies has emerged in recent 

years examining the climate-conflict hypothesis. 

These studies cast much doubt on the central links of 

the argument and, in turn, undermine support for the 

notion that a warming planet will give rise to future 

conflict. Section 7.3.1 summarizes some of the 

scholarly research on the association between climate 

and armed conflict. (A much larger literature review 

appears later, in Section 7.4, where the historical 

relationship between climate and conflict is reported.) 

Section 7.3.2 addresses methodological problems 

with the climate-conflict theory, helping to explain 

why the hypothesis fails in the real world. Section 

7.3.3 reviews evidence on five specific alleged 

sources of conflict: abrupt climate change, water, 

famine, resource scarcity, and refugee flows.  
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7.3.1 Empirical Research 

Empirical research shows no direct 

association between climate change and 

violent conflicts. 

 

There is no empirical evidence that natural disasters 

have tended to lead directly to violent conflict in the 

years since the end of the Little Ice Age. But then the 

weather has been wonderfully supportive of humans, 

no matter how we decry our comparatively feeble 

storms, floods, and droughts. In addition, food 

productivity has soared through technology. The 

outstanding example was Dr. Norman Borlaug’s 

Agricultural Green Revolution, which tripled most of 

the world’s crop yields with disease-resistant seed 

varieties, modern pesticides, and chemical fertilizers. 

Borlaug’s own father had dealt with Norman’s 

departure for college by buying an early model of a 

gasoline tractor with his brother. The Borlaugs’ 

tractor quadrupled the farm’s productivity, in no 

small part because no land was needed any longer for 

horse feed.  

Hunger-driven conflicts had been characteristic 

of “little ice ages” from the dawn of time until the 

Colombian Exchange of the fifteenth and sixteenth 

centuries, but no longer. The modern world relies on 

a vastly successful pattern of research and 

engineering to support history’s most effective food 

production system. The modern world also typically 

offers food aid (and the vital transportation to carry 

it) to nations stricken by droughts, floods, and other 

natural impacts.  

Gleditsch and Nordås observed, “none of the 

studies on climate and conflict, with the possible 

exception of literature on heat and individual 

aggression, assume that climate has a direct influence 

on violence. The assumption, usually if not always 

made explicit, is that climate change (be it increasing 

heat or changes in precipitation) influences other 

factors, which in turn lead to conflict” (Gleditsch and 

Nordås, 2014, p. 85). The attribution of violent 

conflict to global warming does not rest on empirical 

data, but is a hypothesis (see Hsiang and Burke, 

2014), and as the following sections will show, a very 

complicated and unlikely one at that.  

The research summarized in this section consists 

of only a few recent studies in the literature often 

referred to as “peace studies.” A much larger 

literature exists, primarily found in academic history 

journals, concerning the historical association 

between climate and conflict reaching back centuries 

and including findings from nearly every country in 

the world. That literature appears to be largely 

unknown to the climate science community, and in 

particular the IPCC. Since that literature is so 

voluminous, it is reviewed in its own section, Section 

7.4, below. 

Raleigh and Kniveton (2012) observed “the 

climate-conflict literature suffers from a lack of 

theoretical connections between its main driver 

(climate) and its possible consequence (conflict).” 

Concluding an extensive review of the literature, 

Theisen et al. (2013) similarly found, “Taken 

together, extant studies provide mostly inconclusive 

insights, with contradictory or weak demonstrated 

effects of climate variability and change on armed 

conflict” (Theisen et al., 2013).  

Like Homer-Dixon (1999) and Nel and Righarts 

(2008) before him, Slettebak (2012) focused 

primarily on how natural disasters might cause the 

breakdown of social structures or scarcity of 

important resources. His analysis addressed the 

environmental impacts frequently alleged to be 

associated with rising temperatures, including storms, 

droughts, floods, landslides, wildfires, and extreme 

temperatures. He tested six models incorporating a 

host of socioeconomic and environmental variables, 

concluding: 

I set out to test whether natural disasters can 

add explanatory power to an established 

model of civil conflict. The results indicate 

that they can, but that their effect on conflict 

is the opposite of popular perception. To the 

extent that climate-related natural disasters 

affect the risk of conflict, they contribute to 

reducing it. This holds for measures of 

climate-related natural disasters in general as 

well as drought in particular (p. 174, italics 

added). 
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Another approach hypothesizes that climate 

change-driven natural disasters will slow economic 

growth in the affected area, increasing the likelihood 

of social unrest. Bergholt and Lujala (2012) tested 

that possibility for the period 1980–2007, developing 

a dataset covering 171 countries with a total of more 

than 4,000 country-year observations. Finding natural 

disasters do in fact slow economic growth, they 

nevertheless conclude “climate-related natural 

disasters do not have any direct effect on conflict 

onset,” nor did “economic shocks caused by climate-

related disasters have an effect on conflict onset” 

(Bergholt and Lujala, 2012, p. 148). 

Similarly, Koubi et al. (2012) tested how 

deviations in precipitation and temperature trends 

from their long-run averages relate to economic 

growth and civil conflict. For the period 1980–2004, 

they conclude, “climate variability … does not affect 

violent intrastate conflict through economic growth” 

(Koubi et al., 2012). 

The IPCC, as noted earlier, has been cautious in 

declaring a direct causal relationship between climate 

change and armed conflict. In a special report 

released in 2012 titled “Managing the Risks of 

Extreme Events and Disasters to Advance Climate 

Change Adaptation,” the IPCC admitted great 

uncertainty over forecasts of more extreme weather 

events as a result of climate change. It notes,  

Confidence in projecting changes in the 

direction and magnitude of climate extremes 

depends on many factors, including the type 

of extreme, the region and season, the 

amount and quality of observational data, the 

level of understanding of the underlying 

processes, and the reliability of their 

simulation in models. Projected changes in 

climate extremes under different emissions 

scenarios generally do not strongly diverge in 

the coming two to three decades, but these 

signals are relatively small compared to 

natural climate variability over this time 

frame. Even the sign of projected changes in 

some climate extremes over this time frame 

is uncertain. For projected changes by the 

end of the 21st century, either model 

uncertainty or uncertainties associated with 

emissions scenarios used becomes dominant, 

depending on the extreme (IPCC, 2012, p. 

11). 

The statement is significant for its admission that 

natural forces will exert dominant influence over 

“climate extremes” over the period of 10 to 20 years 

and that, in some instances, the models are unable to 

state whether the purported human impact is positive 

or negative. The IPCC also expresses caution about 

the climate-conflict link in AR5 Chapter 18, on 

“Detection and attribution of observed impacts,” 

saying “the detection of the effect of climate change 

[on warfare] and an assessment of its importance can 

be made only with low confidence. There is no 

evidence of a climate change effect on interstate 

conflict in the post-World War II period. … [N]either 

the detection of an effect of climate change on civil 

conflict nor an assessment of the magnitude of such 

an effect can currently be made with a degree of 

confidence” (IPCC, 2014, p. 1001).  

Also in 2014, in the introduction to a 2014 

special issue of Political Geography devoted to 

climate and conflict, Idean Salehyan, a professor in 

the department of political science at the University 

of North Texas, wrote, 

The relationship between climate, climate 

change, and conflict has been empirically 

tested in a wide variety of studies, but the 

literature has yet to converge on a commonly 

accepted set of results. This is mainly due to 

poor conceptualization of research designs 

and empirical measurements. Data are often 

collected at different temporal, geographic, 

and social scales. In addition, “climate” and 

“conflict” are rather elusive concepts and 

scholars have utilized different measures of 

each. The choice of measures and empirical 

tests is not a trivial one, but reflects different 

theoretical frameworks for understanding 

environmental influences on conflict. 

Therefore, results from different analyses are 

often not commensurable with one another 

and readers should be wary of broad, 

sweeping characterizations of the literature 

(Salehyan, 2014, abstract). 

Gleditsch and Nordås (2014) wrote, “there is no 

consensus in the scholarly community about such 

dire projections of future climate wars; in fact most 

observers conclude that there is no robust and 

consistent evidence for an important relationship 

between climate change and conflict (Bernauer, 

Bohmelt, & Koubi, 2012; Scheffran, Brzoska, 

Kominek, Link, & Schilling, 2012; Theisen, 

Gleditsch, & Buhaug, 2013)” (pp. 1–2). 

In conclusion, empirical research shows no direct 

association between climate change and violent 
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conflicts, and we should be surprised if it did. A 

warmer world is a safer and more prosperous world 

in which there is less cause for conflict. 
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7.3.2. Methodological Problems 

The climate-conflict hypothesis is a series of 

arguments linked together in a chain, so if 

any one of the links is disproven, the 

hypothesis is invalidated. The academic 

literature on the relationship between climate 

and social conflict reveals at least six 

methodological problems that affect efforts to 

connect the two. 

 

Why do nearly all empirical studies invalidate the 

climate-conflict hypothesis? The climate-conflict 

hypothesis is driven by a number of unproven 

assumptions, many of which have been challenged in 

previous chapters of this volume and previous 

volumes of the Climate Change Reconsidered series. 

The hypothesis assumes not only that climate models 

are accurate on a global scale but also that these 

models can accurately move from global to regional 

scales. The hypothesis also assumes the accuracy of 

computer-model-generated scenarios projecting 

economic growth, demand for energy, and consumer 

behavior (among other factors) even though the flaws 

of such projections are well known. 

Using President Barack Obama’s language 

quoted at the beginning of Section 7.3 (Executive 

Office of the President, 2015), the hypothesis can be 

expressed like this: 

Any changes in climate (“a changing 

climate”) will result in changes to the 

weather, all of them negative (droughts, 

floods, hurricanes or storms, etc. etc.), which 

in turn will exacerbate and never alleviate 

“tensions” that already exist due to other 

causes (water scarcity and food shortages, 

underdevelopment, etc.), which in turn will 

always create and never relieve “social 

tensions” (poverty, environmental 
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degradation, etc.), which in turn will 

“enable” and never handicap terrorists and 

other armed combatants, thereby increasing 

and never reducing the “risk of conflict.” 

How plausible is this hypothesis? On its face, not 

very. Consider only the text in italics and see how 

brittle the hypothesis is: 

 

 Climate is always changing, it did so before and 

without the human presence, so there is no way 

to test the hypothesis by “stopping climate 

change” for, say, a few decades, and seeing what 

impact that might have on the frequency of 

violent conflicts.  

 Some of the impacts of a warmer planet would 

clearly be good: expanded ranges for wildlife, 

forestry, and agriculture, longer growing seasons, 

lower winter heating bills, and fewer deaths due 

to cold weather. Climatology and the historical 

record also suggest there are fewer extreme 

weather events, not more, in a warmer world. 

 More precipitation and a greening Earth, two 

well-documented trends occurring during the 

twentieth and early twenty-first centuries, result 

in more food production and more food security, 

not less, which likely alleviate social tensions 

arising from poverty and hunger. 

 Civil wars are statistically most closely 

associated with low per-capita income and slow 

economic growth and are not related at all to 

average global surface temperature, so the effect 

of global warming on terrorists and other armed 

combatants must be ambiguous at best. 

 The actual rate of conflict around the world has 

been falling, as reflected in the rapid decline in 

the number of deaths arising from armed 

conflicts around the world reported in Section 

7.1.1. So the effect of climate change on the “risk 

of conflict” is either negative – meaning the 

world grows safer as temperatures rise – or too 

small to detect. 

The climate-conflict hypothesis, like all the 

alleged threats to human security in Chapter 12 of the 

Fifth Assessment Report, is an argument linked 

together in a chain, so if any one of the links is 

disproven, the hypothesis is invalidated. For example, 

if it can be demonstrated that the human impact on 

climate is probably too small to measure, then the 

entire chain of reasoning ends with falsification of 

the first assumption. If a human impact on climate is 

found and thought to be statistically significant, then 

its negative impacts on food, water, housing, or other 

basic needs must be found to be so large as to not 

only cancel out its positive impacts but also to cause 

natural disasters that can “exacerbate social 

tensions.” If the benefits of modest warming to 

human prosperity, health, and even to the 

environment previously documented in Part II 

outweigh the costs, then the chain of reasoning ends 

with that link. 

If the small human impact on climate is 

nevertheless causing natural disasters, what evidence 

is there that these disasters lead to civil war or other 

forms of violence? As reported above and again 

below, there is no consistent association between 

natural disasters and war or civil conflicts, so the 

chain of reasoning ends again. How often might such 

conflicts, should they occur, rise to the level where 

they affect the security of other countries? If they are 

rare, this will probably not rank high on a list of 

priorities for more than a few undeveloped countries. 

It certainly would not justify placing climate change 

at the top of a list of priorities for the U.S. military, as 

called for by U.S. President Obama. Finally, to what 

extent do these new security threats require 

investments in new military equipment or changes to 

force planning? Would such changes even require a 

net increase in spending, rather than only small shifts 

in resources? 

The academic literature on the relationship 

between climate and social conflict reveals at least 

six methodological problems that affect efforts to 

connect the two. 

 

 

A. Untestable Models 

The case studies used to construct the proofs 

typically rely on multiple independent variables 

acting through intervening variables, such as 

changing rainfall patterns creating droughts that 

reduce food supplies, leading to group manipulation 

of food supplies and social unrest. Many of the 

dependent variables used are imprecise as well, such 

as social unrest or health problems, meaning they 

defy measurement in a meaningful fashion. Without 

greater specificity in the dependent variable, tests for 

causal connections are imprecise. 
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B. Lack of a Control Group 

The case study approach by its nature is anecdotal, 

and scholars must take care to construct their 

research designs in ways that enable variation of the 

factors under examination. A defense of biased case 

selections for environmental scenarios has been 

offered by Homer-Dixon (1999) and others, claiming 

environmental scenarios offer greater complexity 

than other sources of conflict. Not only is that untrue, 

but accepting that view requires the concession that 

environmental scenarios cannot be tested in a 

qualitative format with variable variation. Empirical 

work done subsequently reveals such tests are 

possible. 

 

 

C. Reverse Causality 

In many of the regions examined by the literature, 

ongoing conflicts have destroyed and damaged local 

environments resulting in lost food supplies and 

dislocated populations. In turn, that damage 

decreases a community’s resiliency in the face of 

natural disasters, resulting in more damage caused by 

climate change. In the context of the climate-conflict 

debate, these ongoing conflicts cut against the 

explanatory power of climate change as the source of 

local environmental degradation and potential 

causation of local or regional tension or conflict. 

 

 

D. Using the Future as Evidence 

Much of the literature presents environmental 

variables as a cause of future, rather than past, 

conflicts. The environment may be a causal element 

in conflict, but reliance on the future is an appeal to 

argument, rather than evidence, as proof of the causal 

relationship. All the environmental variables cited in 

the climate-conflict literature are documentable and 

therefore testable against known instances of conflict. 

A review of that evidence should show a positive link 

between past floods, droughts, or other 

environmental degradation with intra- or interstate 

conflict when other explanatory variables are 

accounted for. If it does not, then the hypothesis is 

not proven and the conclusion that environmental 

conditions breed conflict is not supported. 

 

 

E. Drawing Lessons from Foreign and Domestic 

Conflict 

The resource wars literature draws lessons from 

interstate war, but most warfare in the post-World 

War II period is internal to states. Internal conflicts 

have very different characteristics and causes. 

Generalizing lessons from interstate to intrastate 

conflict is problematic, and the climate-conflict 

literature generally fails to reflect those lessons. As 

was documented in Section 7.1.1, empirical data 

show civil war is most strongly correlated with low 

income and slow economic growth, not with climate 

(Hegre and Sambanis, 2006). 

 

 

F. Changing Levels of Analysis 

The climate-conflict literature freely jumps between 

systems, nations, and individual levels of analysis 

when developing theories and examining empirical 

evidence. Hypotheses appropriate for one level of 

analysis may not follow to another or even be 

logically consistent with the other levels. In their 

study of the effects of changing rainfall patterns on 

rates of rebel and communal violence in Africa, 

Raleigh and Kniveton (2012) offer an illustration of 

how these concerns can manifest themselves and 

confound the resulting interpretations. As noted, in 

order for social disorder or conflict to emerge from 

an environmental cause, a number of intervening 

actions and reactions have to occur in sequence. 

Raleigh and Kniveton observed that alternative, and 

sometimes competing, hypotheses can emerge during 

careful consideration of those sequences. In their 

case, the key intervening variable between climate 

and conflict is rainfall pattern change. Raleigh and 

Kniveton offer four competing hypotheses to 

illustrate this point: 

 

 Increased conflict is likely to follow periods of 

above-average decreases in rainfall as groups 

compete over a scarce resource; 

 Decreases in conflict are likely to be correlated 

with decreased rainfall because there is little to 

fight for because the gains to be had from 

conflict do not justify the costs of conflict; 

 Increases in political violence will follow periods 

of higher than average rainfall as agricultural 

abundance spurs greed; and 
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 Political violence is less following increases in 

rainfall because agricultural abundance breeds 

contentment and self-sufficiency (p. 54). 

In this example, climatic variables are 

hypothesized to have positive and negative influences 

on the likelihood of conflict, further highlighting the 

methodological critiques. Prevailing public 

argumentation on the issue has all tended in the same 

direction, but the variances in the intervening 

variables can generate alternative outcomes. Careful 

examination shows these critiques have persisted in 

study after study, decades after Gleditsch (1998) 

published the first substantive review of the 

literature. Combined, they cast doubt on the 

explanatory power of the central claim and 

undermine the generalizability of the argument. 
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7.3.3 Alleged Sources of Conflict 

There is little evidence that climate change 

intensifies alleged sources of violent conflict 

including abrupt climate changes, access to 

water, famine, resource scarcity, and refugee 

flows. 

 

The literature on the climate-conflict hypothesis, 

including Chapter 12 of the IPCC’s Fifth Assessment 

Report, cites five sources of violent conflict allegedly 

intensified by climate change: abrupt climate 

changes, access to water, famine, resource scarcity, 

and refugee flows. Yet the literature on each of these 

alleged sources of conflict does not support claims of 

a causal relationship for any one of them. 

 

 

7.3.3.1 Abrupt Climate Change 

The possibility that climate change could occur 

suddenly rather than gradually is clear from the 

geological record. By happening too suddenly for 

plants, humans, and other animals to adapt, abrupt 

climate change could result in sudden losses of 

livelihood and residences, famines, mass migrations, 

and other conditions that could, in turn, lead to 

violent conflict. That is the theory, but how credible 

is it? 

In 2002, the National Research Council of the 

U.S. National Academies of Sciences published a 

report titled Abrupt Climate Change: Inevitable 

Surprises (NRC, 2002). The report quickly became 

the most frequently cited source said to support the 

claim that abrupt climate change could lead to violent 

conflicts. In fact, conflict is hardly mentioned in the 

report, and only once regarding conflicts over water. 

It actually makes the opposite case, that adaptation is 

likely: 

It is important not to be fatalistic about the 

threats posed by abrupt climate change. 

Societies have faced both gradual and abrupt 

climate changes for millennia and have 

learned to adapt through various 

mechanisms, such as moving indoors, 

developing irrigation for crops, and 

migrating away from inhospitable regions. 

Nevertheless, because climate change will 

likely continue in the coming decades, 

denying the likelihood or downplaying the 

relevance of past abrupt events could be 

costly. Societies can take steps to face the 

potential for abrupt climate change.  

The committee believes that increased 

knowledge is the best way to improve the 

effectiveness of response, and thus that 

research into the causes, patterns, and 

likelihood of abrupt climate change can help 

reduce vulnerabilities and increase our 

adaptive capabilities. The committee’s 

research recommendations fall into two 

broad categories: (1) implementation of 

targeted research to expand instrumental and 

paleoclimatic observations and (2) 
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implementation of modeling and associated 

analysis of abrupt climate change and its 

potential ecological, economic, and social 

impacts (NRC, 2002, p. 2). 

This nuanced approach was quickly forgotten 

when, in response to the NRC report, the U.S. 

Pentagon commissioned a report by two consultants, 

Peter Schwartz and Doug Randall, on the national 

security implications of abrupt climate change 

(Schwartz and Randall, 2003). The resulting report 

released in 2003, titled “An Abrupt Climate Change 

Scenario and Its Implications for United States 

National Security,” is still one of the most frequently 

cited sources on the subject. The saliency of the topic 

and the paper were not hurt by the debut in 2004 of a 

movie, The Day After Tomorrow, whose premise was 

a nearly instantaneous return to a global ice age.  

Schwartz and Randall illustrated what they 

believed to be the association between abrupt climate 

change and national security in the graphic 

reproduced in Figure 7.3.3.1.1 below. As close 

inspection of the figure might suggest, Schwartz and 

Randall is not a scholarly report, and it is surprising it 

was ever treated as though it were. It is a 22-page 

essay with only two footnotes. The authors, both 

affiliated at the time with a consulting firm called 

Global Business Network, are “futurists” without any 

background or publications in climate science or 

warfare. They made no effort to document any part of 

their narrative by referring to any authoritative article 

or book. As befits consultants to Hollywood 

moviemakers, they say, “Rather than predicting how 

climate change will happen, our intent is to dramatize 

the impact climate change could have on society if 

we are unprepared for it.” “Dramatize,” “could,” and 

“if” are the key words in this sentence. The authors 

do not over-sell their work. The following disclaimer 

of sorts appears on the first page in a large font: 

The purpose of this report is to imagine the 

unthinkable – to push the boundaries of 

current research on climate change so we 

may better understand the potential 

implications on United States national 

security. 

We have interviewed leading climate change 

scientists, conducted additional research, and 

reviewed several iterations of the scenario 

with these experts. The scientists support this 

project, but caution that the scenario depicted 

is extreme in two fundamental ways. First, 

they suggest the occurrences we outline 

would most likely happen in a few regions, 

rather than on globally [sic]. Second, they 

say the magnitude of the event may be 

considerably smaller. 

We have created a climate change scenario 

that although not the most likely, is plausible, 

and would challenge United States national 

security in ways that should be considered 

immediately (Schwartz and Randall, 2003, p. 

1). 

The methodology used by the authors, 

interviewing “leading climate change scientists,” is 

not promising. As mentioned in Section 7.2.1, basing 

 

 
 
Figure 7.3.3.1.1 
Association of abrupt climate change and national security 
 

 
Source: Schwartz and Randall, 2003, p. 3. 
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forecasts on the opinions of experts is no more likely 

to be accurate than making uneducated guesses 

(Armstrong, 2001, 2006). When done scientifically, 

the most accurate forecasts concerning climate 

science virtually rule out the possibility of an abrupt 

climate change resembling Schwartz and Randall’s 

scenario in the coming century (Green et al., 2009). 

The scenario presented by the authors is hardly 

plausible. They imagine “the thermohaline collapse 

begins in 2010, disrupting the temperate climate of 

Europe,” whereas the IPCC has “low confidence in 

projections of when an anthropogenic influence on 

the AMOC [Atlantic meridianal overturning 

circulation] might be detected” (IPCC, 2013, p. 995). 

Schwartz and Randall assume that over the course of 

a decade rapid temperature declines of 5°F per year 

occur over Asia and North America and 6°F in 

northern Europe, and annual temperature increases up 

to 4°F in “key areas throughout Australia, South 

America, and southern Africa.” Drought would strike 

“critical agricultural regions and in the water resource 

regions for major population centers in Europe and 

eastern North America.” Winter storms and winds 

would intensifySchwartz and Randall then assume to 

be true every link in the chain of association that 

must be proven to make the rest of their scenario 

credible: food shortages due to decreases in net 

global agricultural production, decreased availability 

and quality of fresh water in key regions due to 

shifted precipitation patterns, and disrupted access to 

energy supplies due to extensive sea ice and 

storminess. The literature on the associations between 

climate change and all of these variables, and then 

these variables and violent conflict, is reviewed in the 

sections above and below, but it needs to be said here 

that real experts on these subjects are nearly 

unanimous that violent conflicts only rarely arise 

from these conditions and when they do, they are 

invariably the result of the failure of civil and 

political institutions to address public needs. 

The Schwartz and Randall report cannot be taken 

seriously. It more closely resembles a movie script or 

hurriedly composed college term paper than a serious 

research paper. Nevertheless, the paper influenced 

the public debate and set the stage for a more alarmist 

report by the U.S. Climate Change Science Program 

(2008) and a new report from NRC issued in 2013 

titled “Abrupt Impacts of Climate Change: 

Anticipating Surprises” (NRC, 2013).  

There is no plausible scenario under which small 

increases in carbon dioxide in the atmosphere lead to 

abrupt climate changes like those observed in the 

geologic record. To plan for possible violent conflicts 

that might arise from such a scenario is a waste of 

public resources and human capital.  
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7.3.3.2 Water as a Source of Conflict 

According to the Summary for Policymakers for the 

Working Group II contribution to AR5, “Freshwater-

related risks of climate change increase significantly 

with increasing greenhouse gas concentrations 

(robust evidence, high agreement). The fraction of 

global population experiencing water scarcity and the 

fraction affected by major river floods increase with 

the level of warming in the 21st century. Climate 

change over the 21st century is projected to reduce 
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renewable surface water and groundwater resources 

significantly in most dry subtropical regions (robust 

evidence, high agreement), intensifying competition 

for water among sectors (limited evidence, medium 

agreement) (IPCC, 2014, p. 14). 

Water, whether too much or too little, is a main 

variable in the climate-conflict argument. An 

Intelligence Community Assessment published in 

February 2012 by the Office of the Director of 

National Intelligence asserts as its “bottom line” that 

“during the next 10 years, many countries important 

to the United States will experience water problems – 

shortages, poor water quality, or floods – that will 

risk instability and state failure, increase regional 

tensions, and distract them from working with the 

United States in important U.S. policy objectives” 

(Intelligence Community Assessment, 2012, p. iii).  

“Tensions” over water were cited as a source of 

conflict by the Center for Naval Analyses in 2007. 

John Podesta (who served in the Clinton and Obama 

administrations) and Peter Ogden of the liberal 

Center for American Progress predicted in 2008 that 

“increasing water scarcity due to climate change will 

contribute to instability throughout the world … 

water scarcity also shapes the geopolitical order when 

states engage in direct competition with neighbors 

over shrinking water supplies” (Podesta and Ogden, 

2008, pp. 104–5). The Obama administration 

repeatedly claimed water scarcity and floods would 

exacerbate tensions and flooding could harm U.S. 

military bases and installations at home and abroad 

(e.g., Executive Office of the President, 2015). 

The empirical evidence strongly refutes these 

claims. A thorough analysis of 412 crises during the 

period 1918–1994 reveals only seven where water 

was even a partial cause (Wolf, 1999). “As we see, 

the actual history of armed water conflict is 

somewhat less dramatic than the water wars literature 

would lead one to believe. … As near as we can find, 

there has never been a single war fought over water,” 

Wolf concluded. Writing in the pages of 

International Security, a preeminent security studies 

journal, three Norwegian scholars examined the 

linkages between water scarcity, drought, and 

incidence of civil wars. Factors other than the 

environment were much more significant in 

explaining the onset of conflict. They conclude: 

The results presented in this article 

demonstrate that there is no direct, short-term 

relationship between drought and civil war 

onset, even within contexts presumed most 

conducive to violence. … Ethnopolitical 

exclusion is strongly and robustly related to 

the local risk of civil war. These findings 

contrast with efforts to blame violent conflict 

and atrocities on exogenous non-

anthropogenic events, such as droughts or 

desertification. The primary causes of 

intrastate armed conflict and civil war are 

political, not environmental (Theisen et al., 

2011, p. 105). 

Salehyan and Hendrix (2014) examined civil 

conflict, defined as confrontation between organized, 

armed groups as well as terrorism, and confirmed the 

absence of a positive relationship between water 

scarcity and conflict. They summarized their 

findings: 

Most importantly, we have shown that 

analysts and policy planners should not look 

for significant increases in armed violence 

during periods of acute water scarcity. 

Climate change may cause certain regions of 

the world to be more drought-prone, but such 

droughts are not likely to cause fighting to 

erupt – at least in the short term. It would be 

more appropriate to focus on humanitarian 

concerns, capacity building, and development 

needs in order to assure that drought-stricken 

communities are able to adapt to a more 

uncertain climate (p. 249). 

A war over water is difficult to imagine. A 

downstream state may have high motivation to secure 

greater supplies, but unless it could exert control over 

the entire watershed, it would be continually subject 

to manipulation by upstream sources. The costs of 

ensuring complete control would be quite high with 

little guarantee of short- or long-term success. This 

explains why the opposite result – peaceful 

cooperation to manage a shared resource – is the 

more likely consequence of water scarcity. 

International cooperation over transboundary water 

sources is much more common than conflict over the 

same resources (Yoffe et al., 2003). Tir and Stinnett 

(2012) tested whether the pressures exerted by 

climate change will weaken transboundary river 

treaties and encourage non-compliance. By testing 

historical data on water availability between 1950 

and 2000, they found the slightly increased risk of 

military conflict was offset by institutionalized 

agreements. The length of time over which the effects 

of climate change will be felt offers sufficient time to 
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strengthen and institutionalize international treaties 

governing use of water. 

Of course, treaties and agreements that have 

limited conflict in the past may not do so in the 

future. Climate-conflict proponents imply that states 

would ignore those agreements and move to protect 

their interests by any means necessary. Proponents of 

the “water wars” view appeal to the future and 

contend past trends will be overwhelmed by the 

enormity of the problems to come; they point to 

specific hot-spots where water-induced conflicts 

seem most probable. Podesta and Ogden (2008), for 

example, viewed the Middle East as the primary 

location where a water conflict could emerge, as have 

a number of others (see Trondalen, 2009, and Brown 

and Crawford, 2009). CNA (2007) pointed to water 

as a source of interstate and intrastate tension in the 

region and a contributor to terrorism. 

Feitelson et al. (2012) tested these claims using 

four scenarios of climate change, along with varying 

assumptions about refugee return, in the Israeli-

Palestinian context projected to 2030. They conclude: 

… based on analysis of extreme scenarios, 

we find that the likely direct effects of 

climate change per se are limited. While 

climate change may affect the livelihood of 

Palestinian farmers and semi-nomads, 

particularly in remote areas, it is unlikely to 

affect the welfare of the urban population 

substantially if some water re-allocation 

occurs, even under extreme scenarios 

(Feitelson et al., 2012, p. 253). 

The authors conclude “climate change does not 

seem to pose a major direct security risk in the 

Israeli-Palestinian context” (Ibid., p. 254). They do 

note a danger in characterizing water as a security 

problem. “However, the framing of water issues and 

of climate change as security issues, and the 

subservience of water and environmental issues to the 

‘high politics’ of conflict may hinder the ability to 

undertake adaptive measures that may mitigate the 

effects of climate change” (Ibid.). Adding a security 

dimension to environmental or shared resource 

concerns, when other factors have created conditions 

of mistrust and tension among the parties, is expected 

to greatly reduce the probability of an amicable 

resolution. As Feitelson et al. show, water shortage is 

not a sufficiently robust condition to generate conflict 

on its own. Ironically, the climate-conflict literature 

may do more than climate change itself to militarize 

environmental crises by characterizing them as 

security challenges, thereby prompting decision-

makers to turn away from cooperative or diplomatic 

solutions and towards military options. 

In Central Asia, the Syr Darya river basin is cited 

as another area where a transboundary dispute over 

water could spark conflict (see Swarup, 2009 and 

Hodgson, 2010). The region is comprised of poor, 

undemocratic states with weak international water 

management agreements. It is a perfect test case for 

the claim that the introduction of new supply 

pressures borne out of climate change will incite 

conflict and tension. Bernauer and Siegfried (2012) 

tested this proposition using IPCC climate models 

projected to 2050. They conclude that even though 

climate change is expected to make water supplies 

scarcer in the region (not a surprising conclusion 

given the previous discussion of the IPCC modeling 

approach), “such shifts are likely to occur only in the 

medium to long term” (Bernauer and Siegfried, 2012, 

p. 237). Rather than conflict, which they judge as 

“unlikely,” Bernauer and Siegfried believe the 

countries in the region will respond by strengthening 

the international agreements governing water; a 

response consistent with past experiences, globally 

and regionally (Deudney, 1990). 

Examining the relationship between 

precipitation, temperature, and drought on the 

incidence of civil war in Asia, Wischnath and 

Buhaug (2014) found climatic events play only a 

“trivial role” in explaining the risk of conflict. 

Africa is frequently cited as a case where rainfall 

and changing water patterns could elicit greater risk 

of conflict. Darfur was called the first climate conflict 

by Jan Egeland, former United Nations 

Undersecretary General for Humanitarian Affairs, 

and U.N. Secretary General Ban Ki-Moon (see 

Salehyan, 2008, and Mazo, 2010). A strong 

relationship between rising temperature and civil war 

has been suggested to exist in Africa (Burke et al., 

2009). A subsequent analysis, however, shows Burke 

et al.’s findings are not supported when tested using 

different methods, notably a different set of armed 

conflict data (Buhaug, 2010). 

Raleigh and Kniveton (2012) look at the Africa 

case from the perspective of small-scale conflict, 

rather than interstate conflict. Since a major 

hypothesis of the climate-conflict literature is that 

changing water dynamics create conditions within 

states that weaken social structures and government 

institutions, their examination of rainfall variability 

on rebel and communal violence is highly 

informative. Most studies that have examined the 

causes of civil wars have shown little statistical 
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significance for environmental variables when other 

standard political and economic variables are 

controlled for (see Nordås and Gleditsch, 2007, and 

Raleigh and Urdal, 2007).  

Detailed examination of rebel and communal 

conflicts in East Africa shows rainfall patterns 

emerge as an explanation for conflict only when 

other socioeconomic conditions exist. Then, the 

outcome that emerges is one where communal 

violence has a tendency to increase during wet 

periods, when the abundance of resources provides 

the motives and opportunities for inter-group 

violence. In contrast, during dry periods, communal 

violence is suppressed and the conditions for rebel 

conflicts emerge (Raleigh and Kniveton, 2012).  

Other examinations of the impact of climate 

variability on social unrest and conflict in Africa 

show less connection between the two. Looking at 

the Sahel, which under climate change scenarios will 

become drier as rainfall is reduced through the effects 

of rising temperatures, a team of researchers from the 

Peace Research Institute in Oslo studied land use 

conflicts using both statistical and case study 

approaches. Both methods “provide little evidence 

supporting the notion that water scarcity and rapid 

environmental change are important drivers of 

intercommunal conflict in the Sahel” (Benjaminsen et 

al., 2012). They judge political and economic forces 

as more significant than climate variability. 

Similarly, an examination of the Kenyan range found 

drought conditions suppress conflict and encourage 

groups to share resources (see Butler and Gates, 

2012, and Eaton, 2008), further reinforcing the 

finding of cooperation rather than conflict arising out 

of environmental pressures. 

Examining Kenyan armed conflict below the 

common civil conflict level, Theisen (2012) 

determined that years with below-average rainfall 

were generally more peaceful, concluding, “Tests of 

the hypotheses on resource scarcity lend most support 

to those that argue that resource scarcity does not fuel 

violence and seems even to favor those that see 

droughts as temporarily cooling tensions” (Theisen, 

2012, p. 93). 

In conclusion, the notion that global warming’s 

effect on access to water might lead to more armed 

conflict around the world has been repeatedly tested 

and invalidated by a wide range of researchers using 

data from many parts of the world.  
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7.3.3.3 Famine as a Source of Conflict 

Famine does not appear in Chapter 12 of the Working 

Group II contribution to the Fifth Assessment Report 

as one of the factors that increase the risk of violent 

conflicts and are “sensitive” to climate change, but it 

was featured in the previously discussed report by 

Schwartz and Randall commissioned by the U.S. 

Pentagon (Schwartz and Randall, 2003) and made 

regular appearances in declarations by President 

Barack Obama and federal agencies during his two 

terms in office (see Executive Office of the President, 

2015). It frequently appears in the popular media, as 

illustrated by a Newsweek story in 2017 titled 

“Famine Isn’t Just a Result of Conflict – It’s a 

Cause” (Hopma, 2017). 

Yet according to Nobel laureate Amartya Sen, 

there has never been a democracy with a free press 

that has experienced a famine (Sen, 1999, p. 178). 

While Sen’s statement has been criticized as being 

overly broad and dependent on the definition of 

“famine,” it has withstood the test of time (see 

Halperin et al., 2004, p. 18). Sen’s observation is 

significant because it illustrates a huge confounding 

factor in the climate-famine-conflict theory. If 

climate drives famines, why are democracies 

somehow immune? Given the close association 

between prosperity and democracy documented in 

Section 7.1.2, the solution to famines would seem to 

be to promote prosperity and democracy by making 

energy more abundant and affordable, rather than 

attempt to control the weather by increasing the cost 

of energy and impoverishing people. 

While famines still occur in the world today, they 

invariably are the result of government 

mismanagement of food supplies or use of starvation 

by autocracies to oppress their people. Worldwide, 

food production outpaced population growth during 

the past century, with production per capita rising 

along with significant increases in world production 

of maize (203%), wheat (122%), rice (131%), 

vegetables (251%), cassava (146%), and soybeans 

(431%) between 1969 and 2009 (Hofstrand, 2011). 

Food production has “never been higher than it is 

today, largely due to fertilizers, pesticides, irrigation 

and farm machinery” (Goklany, 2011, p. 168). 
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According to the Food and Agriculture 

Organization of the United Nations (FAO), “the 

number of hungry people in the world has dropped to 

795 million – 216 million fewer than in 1990–92 – or 

around one person out of every nine” (FAO, 2015). 

In developing countries, the share of population that 

is undernourished (having insufficient food to live an 

active and healthy life) fell from 23.3% 25 years 

earlier to 12.9%. A majority of the 129 countries 

monitored by FAO reduced undernourishment by 

half or more since 1996 (Ibid.).  

Claims that climate change will reduce global 

food output are frequently made (e.g., Challinor et 

al., 2014), but these forecasts invariably are based on 

computer models not validated by real-world data. 

Biological science, some of it summarized in Chapter 

5, Section 3, conclusively shows plants thrive in a 

warmer world with higher-than-current levels of 

carbon dioxide (CO2). Since aerial fertilization by 

CO2 helps plants thrive even in hot and dry 

conditions, there is no scientific reason to believe 

those benefits will not continue even into the distant 

future. 

In Chapter 3, Section 3.3.4, the graph below was 

presented and explained. It shows improvement in 

yields of one representative crop, sugar cane, due to 

improvements in technology (“techno-intel”) and 

CO2 fertilization continuing to 2050 and beyond 

(Idso, 2013). 

The climate scenarios used by the IPCC 

improperly discount the adaptive capacity of modern 

agriculture and the large beneficial impacts of atmos 

pheric CO2 on crop productivity and food production. 

Idso and Idso (2000) identified the 45 crops that at 

the turn of the century supplied 95% of the world’s 

food needs and projected historical trends in the 

productivities of these crops 50 years into the future, 

after which they evaluated the growth-enhancing 

effects of atmospheric CO2 enrichment on these 

plants and made similar yield projections based on 

the increase in atmospheric CO2 concentration likely 

to have occurred by that future date. While world 

population would likely be 51% greater in the year

 
 
Figure 7.3.3.3.1 
Historical and projected increases in total yield and the portion of the total yield due to the 
techno-intel and CO2 effects, 2012–2050 
 
 

 
 
Source: Idso, 2013. 
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2050 than it was in 1998, Idsos’ exercise revealed 

that as a consequence of anticipated improvements in 

agricultural technology and expertise and the aerial 

fertilization effect of anthropogenic CO2 emissions, 

farm production would keep pace with population 

growth. 

Norman Borlaug, father of the Green Revolution 

and recipient of the 1970 Nobel Peace Prize, wrote 

about the need to vastly increase the world’s 

agricultural productivity. In an article published at 

the turn of the twenty-first century he wrote, 

“agricultural scientists and leaders have a moral 

obligation to warn political, educational, and 

religious leaders about the magnitude and seriousness 

of the arable land, food, and population problems that 

lie ahead, even with breakthroughs in biotechnology 

[italics added].” In fact, “if we fail to do so,” as he 

described it, “we will be negligent in our duty and 

inadvertently may be contributing to the pending 

chaos of incalculable millions of deaths by 

starvation” (Borlaug, 2000). 
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7.3.3.4 Resource Scarcity as a Source of Conflict 

The authors of Chapter 12 of the Working Group II 

contribution to AR5 say “Climate change has the 

potential to increase rivalry between countries over 

shared resources,” but as reported earlier, they stop 

short of claiming any empirical evidence to support 

such a link (IPCC, 2014, p. 772). The authors of 

Chapter 22 of AR5, on Africa, are more assertive, 

claiming “the degradation of natural resources as a 

result of both overexploitation and climate change 

will contribute to increased conflicts over the 

distribution of those resources” (Ibid., p. 1204). 

The possibility of armed conflicts over scarce 

resources caused by abrupt climate change was raised 

by Schwartz and Randall in their 2003 report for the 

U.S. Pentagon. More credibly, Rune Slettebak, a 

Norwegian researcher affiliated with the Norwegian 

University of Science and Technology and the Peace 

Research Institute Oslo, writes, “Within the current 

debate on how environmental factors may affect the 

risk of conflict, scarcity of important resources holds 

a prominent place” (Slettebak, 2012). Similarly, 

Barnett and Adger write, “Acute scarcities, caused by 

reduced supply, increased demand or skewed 

distribution, are suggested as a significant current and 

future source of violent conflict” (Barnett and Adger, 

2007). 

That resource scarcity might lead to instability, 

state collapse, civil strife, or international conflict is a 

familiar argument in international security affairs. 

Under the “resource war” framework, nations are 

said to fight over territory, raw materials, energy, 

water, and food (Gleditsch, 1998). Deteriorating 

environmental conditions create resource scarcity and 

competition, thus creating conditions conducive to 

violence, the argument goes. Therefore, to the extent 

https://sites.tufts.edu/rioux2016/files/2015/04/Ending-World-Hunger.-The-Promise-of-Biotechnology-and-the-Threat-of-Antiscience-Zealotry.pdf
https://sites.tufts.edu/rioux2016/files/2015/04/Ending-World-Hunger.-The-Promise-of-Biotechnology-and-the-Threat-of-Antiscience-Zealotry.pdf
https://www.agmrc.org/renewable-energy/renewable-energy/can-the-world-feed-nine-billion-people-by-2050/
https://www.agmrc.org/renewable-energy/renewable-energy/can-the-world-feed-nine-billion-people-by-2050/
http://www.co2science.org/education/reports/co2benefits/MonetaryBenefitsofRisingCO2onGlobalFoodProduction.pdf
http://www.co2science.org/education/reports/co2benefits/MonetaryBenefitsofRisingCO2onGlobalFoodProduction.pdf
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that climate change contributes to deteriorating 

environmental conditions, it is viewed in this 

framework as one of many possible causal factors. 

These perspectives became popular in the 1970s 

and gained prominence with the end of the Cold War. 

The first Gulf War appeared to offer an excellent case 

supporting the view that the United States would go 

to war to secure a vital resource – petroleum (see 

Klare, 2001). More recently Kahl argued resource 

scarcity can result in the collapse of a state’s ability 

to operate effectively, thereby undermining social 

structures and the cohesion of the state. He also 

identified another possible outcome: cooption of the 

state by groups that exploit the power of government 

to disperse resources selectively (Kahl, 2006). 

Drawing on archaeological data, LeBlanc and 

Register (2003) argue warfare was “quite common in 

the past” and “not a fluke but the norm” throughout 

human history. Humans often fight when population 

growth outstrips the “carrying capacity” of their 

natural environment, they say, while peace occurs 

when carrying capacity increases faster than 

population growth thanks to the invention of 

agriculture, the discovery of new energy sources and 

technologies, and the expansion of trade with other 

regions. According to LeBlanc and Register, 

modernity has broken the pattern of “constant 

battles,” though a war-free future is not guaranteed, 

human nature being what it is. They write, “In spite 

of the pronounced impact industrialized states make 

on the environment, their technology and slow 

[population] growth rates enable them to live well 

below the carrying capacity. The decline in warfare 

among those countries is incredibly strong” (Ibid., p. 

228) and “For the first time in history, technology 

and science enable us to understand Earth’s ecology 

and our impact on it, to control population growth, 

and to increase the carrying capacity in ways never 

before imagined. The opportunity for humans to live 

in long term balance with nature is within our grasp if 

we do it right” (Ibid., p. 229). 
Much of the argument and evidence presented in 

the debate over resource scarcity-conflict are the 

same as that presented in the climate-conflict debate. 

A recent review of the literature by Shields and Solar 

(2011) provides a nuanced view of the scarcity-

conflict hypothesis. Conflicts over minerals do occur, 

they say, but they are dependent upon the existence 

of other social factors (weak rule of law, inequitable 

distribution of revenue) and not the depletion of the 

supply. In fact, “in modern times, no interstate 

conflicts have been driven by depletion,” the review 

concludes (p. 261). 

Four critiques of the resource scarcity-conflict 

hypothesis have been advanced: 

 

 Human inventiveness and technological 

innovation enhance agricultural output and 

improve resource extraction abilities.  

 International trade enables the reallocation of 

resources that are plentiful in one location to 

those areas where they are scarcer.  

 Many raw materials have substitutes that are 

cheaper or more plentiful.  

 Under conditions of scarcity, prices will rise 

which in turn encourages innovation, trade, and 

incentives to substitute (Simon, 1996). 

Since the resource scarcity argument grew into 

prominence during the 1970s, actual experience 

shows the concerns to be overstated. The Limits to 

Growth report (Meadows et al., 1972), for instance, 

predicted aluminum, copper, gold, lead, tin, zinc, and 

many other materials would be exhausted by the 

1990s–2000s. All remain in widespread production 

today. Further illustration of the absence of predictive 

foresight were the expectations that natural gas 

supplies would be exhausted by 1994 and petroleum 

by 1992. The application of new technologies has 

greatly expanded known and recoverable supplies of 

both natural gas and petroleum in recent years. 

Scarcity may give rise to cooperation, rather than 

conflict. Deudney argued, “analysts of environmental 

conflict do not systematically consider ways in which 

environmental scarcity or change can stimulate 

cooperation” (Deudney, 1999). As discussed in 

Section 7.3.3.2, water scarcity more often gives rise 

to cooperation than to conflict (Dinar, 2011). 

The logic behind cooperation, trade, or 

innovation as the preferred strategy for addressing 

resource scarcity is simple and compelling. The costs 

of military action are always high, the probability of 

success (in either the short or long run) is not 

guaranteed, and the costs of holding the gains from 

military action undermine the benefits of securing 

supplies of the desired resource. The German and 

Japanese experiences during World War II are 

instructive for these purposes. Both nations were 

strongly incentivized to secure supplies of resources 

before the onset of conflict and during the course of 

the war. Neither succeeded – obviously at great cost.  
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Institutions, international markets, and diplomatic 

solutions offer options short of conflict for resolving 

natural resource disputes. Trading on the 

international market expands supply options, as does 

investment in efficiency or substitutions. For these 

reasons, few wars in the modern era were fought over 

natural resources, and that is likely to continue to be 

the case. 
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7.3.3.5. Refugee Flows as a Source of Conflict 

Flows of environmental refugees are another source 

of concern raised by the climate-conflict argument. 

According to the Summary for Policymakers of the 

Working Group II contribution to AR5,  

Climate change over the 21st century is 

projected to increase displacement of people 

(medium evidence, high agreement). 

Displacement risk increases when 

populations that lack the resources for 

planned migration experience higher 

exposure to extreme weather events, in both 

rural and urban areas, particularly in 

developing countries with low income. 

Expanding opportunities for mobility can 

reduce vulnerability for such populations. 

Changes in migration patterns can be 

responses to both extreme weather events and 

longer-term climate variability and change, 

and migration can also be an effective 

adaptation strategy. There is low confidence 

in quantitative projections of changes in 

mobility, due to its complex, multi-causal 

nature (IPCC, 2014, p. 20). 

These migrations of displaced peoples, driven 

from their homes out of necessity because of drought, 

flood, or famine, or driven out intentionally by more 

powerful groups looking to secure greater shares of 

scarcer resources for themselves, are regularly cited. 

CNA (2007), for example, warns of unwelcomed 

migrations in Africa, Asia, Europe, and North 

America. Fingar (2008) cites migration concerns as 

well. 

A widely cited figure for the number of possible 

“climate refugees” is 200 million, often attributed to 

a 1993 book by British environmentalist Norman 

Myers (Myers, 1993, and see Environmental Justice 

Foundation, 2009). The figure was cited by the IPCC 

in its Third Assessment Report, but not in AR5. Of 

Myers, Gleditsch and Nordås write, “it is generally 

recognized that this figure represents guesswork 

rather than a scientifically-based estimate” (Gleditsch 

and Nordås, 2014). The number in fact is pure 
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speculation and detached from any current real-world 

estimates of the actual number of people forced to 

move by climate change. The United Nations 

endorsed the prediction of 50 million environmental 

refugees by 2010, a claim subsequently discredited 

by reality (Atkins, 2011). 

Like conflicts over water, the environmental 

refugee problem is a future one, conditioned on the 

assumption that things will be worse than ever 

observed. All forecasts are based on anecdotal 

accounts of natural disasters causing migration, and 

then computer models predicting increased 

incidences of such disasters and no human 

adaptation. The models have not been validated and 

the best global data show declining, not increasing, 

frequency of extreme weather events. (See Chapter 2 

for citations.)  

Any cases of “environmental refugees” in the 

world today are either model predictions with no 

real-world data to confirm them, or the result of 

naturally occurring disasters (hurricanes, tornadoes, 

floods) with no evidence of a connection to long-term 

climate change, whether caused by the human 

presence or by natural cycles. Baldwin et al., writing 

in 2014, observed: 

The origins of climate change-induced 

migration discourse go back to the 1980s, 

when concerned scientists and environmental 

activists argued that unchecked 

environmental and climate change could lead 

to mass displacement (Mathews 1989; Myers 

1989). However, at that time, hardly any 

actual climate or environmental refugees 

could be detected. Even today, almost three 

decades later, the term as such remains 

merely a theoretical possibility but not an 

actually existing, clearly defined group of 

people (Baldwin et al., 2014, p. 121, italics 

added). 

In 2011, the British Government Office for 

Science published the Foresight Report on Migration 

and Global Environmental Change, the work of some 

“350 experts and stakeholders from 30 countries 

across the world” and referred to by Baldwin et al. as 

“by far the most authoritative scientific account of 

the relationship between climate change and human 

migration.” According to the report, “the range and 

complexity of the interactions between these drivers 

[of migration] means that it will rarely be possible to 

distinguish individuals for whom environmental 

factors are the sole driver” (Foresight, 2011, p. 9). 

After pointing out that “17 million people were 

displaced by natural hazards in 2009 and 42 million 

in 2010,” the authors say, “Environmental change is 

equally likely to make migration less possible as 

more probable. This is because migration is 

expensive and requires forms of capital, yet 

populations who experience the impacts of 

environmental change may see a reduction in the 

very capital required to enable a move” (Ibid.). In 

other words, there may be no net increase in the 

number of environmental refugees. 

While it is certainly possible to speculate about 

scenarios wherein displaced peoples create conflict, 

directly or indirectly, the empirical evidence suggests 

that is highly unlikely (Salehyan, 2005). The research 

shows “there are few, if any, cases of environmental 

refugees leading to violent conflict in receiving areas 

and while there are certainly examples of sporadic 

violence, such violence is generally small-scale, 

interpersonal and disorganized” (Buckland, 2007, p. 

9). 

According to a 2017 Reuters news story, 

“Statements by such public voices as Britain’s Prince 

Charles and former U.S. Vice President Al Gore have 

linked the violence in Syria with global warming, 

saying the 2006 drought played a key role in urban 

migration that helped spark the civil war.” But 

according to University of Sussex Professor Jan 

Selby, the coauthor of a study of the matter published 

in the journal Political Geography, “There is no 

sound evidence that global climate change was a 

factor in sparking the Syrian civil war. … It is 

extraordinary that this claim has been so widely 

accepted when the scientific evidence is so thin” 

(Reuters, 2017). In their journal article, Selby et al. 

(2017) report, 

This article provides a systematic 

interrogation of these claims, and finds little 

merit to them. Amongst other things it shows 

that there is no clear and reliable evidence 

that anthropogenic climate change was a 

factor in Syria’s pre-civil war drought; that 

this drought did not cause anywhere near the 

scale of migration that is often alleged; and 

that there exists no solid evidence that 

drought migration pressures in Syria 

contributed to civil war onset. The Syria 

case, the article finds, does not support 

‘threat multiplier’ views of the impacts of 

climate change; to the contrary, we conclude, 

policymakers, commentators and scholars 

alike should exercise far greater caution 
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when drawing such linkages or when 

securitizing climate change.  

After examining many environmental refugee 

claims, Tertrais (2011) concluded, “Such are the 

reasons why experts of environmental migrations 

generally agree that climate change in itself is rarely 

a root cause of migration. Major population 

displacements due to environmental and/or climatic 

factors will remain exceptional except in the case of a 

sudden natural disaster. And most importantly for the 

sake of this analysis, they are rarely a cause of violent 

conflict” (p. 24). 
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7.3.4 U.S. Military Policy 

Climate change does not pose a military 

threat to the United States. President Donald 

Trump was right to remove it from the 

Pentagon’s list of threats to national 

security. 

 

Throughout his two terms in office, President Barack 

Obama tried to frame climate change as a matter of 

United States national security. In May 2015, the 

White House issued a report saying, 

Climate change is an urgent and growing 

threat to U.S. national security, contributing 

to increased weather extremes which worsen 

refugee flows and conflicts over basic 

resources like food and water. The national 

security implications of climate change reach 

far beyond U.S. coastlines, further 

threatening already fragile regions of the 

world. Increased sea levels and storm surges 

threaten coastal regions, infrastructure, and 

property. A changing climate will act as an 

accelerant of instability around the world, 

exacerbating tensions related to water 

scarcity and food shortages, natural resource 

competition, underdevelopment, and over-

https://www.reuters.com/article/us-mideast-climatechange-syria/claims-that-climate-change-fueled-syrias-civil-war-questioned-in-new-study-idUSKCN1BI2O3
https://www.reuters.com/article/us-mideast-climatechange-syria/claims-that-climate-change-fueled-syrias-civil-war-questioned-in-new-study-idUSKCN1BI2O3
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population (Executive Office of the 

President, 2015). 

Obama did not invent the idea that climate 

change would threaten U.S. national security; he 

inherited it from the previous administration. Recall 

from Section 7.3 that Dr. Thomas Fingar, deputy 

director of National Intelligence for Analysis and 

chairman of the National Intelligence Council, 

testified to Congress in 2008 that “our primary source 

for climate science was the United Nations 

Intergovernmental Panel on Climate Change (IPCC) 

Fourth Assessment Report” and “we relied 

predominantly upon a mid-range projection from 

among a range of authoritative scenario trajectories 

provided by the IPCC” (Fingar, 2008, pp. 2–3). This 

was before Obama took office. 

Obama and activists in the environmental 

movement apparently thought by casting climate 

change as a security issue, they could win over 

conservatives and Republicans who prioritized 

national defense and spending on the military. It may 

have worked: Congress, even when controlled by 

Republicans, approved virtually all of Obama’s 

spending requests involving military programs 

advancing his climate change agenda. Secretary of 

Defense Chuck Hagel, a Republican appointed to the 

position by Obama, said, 

Among the future trends that will impact our 

national security is climate change. Rising 

global temperatures, changing precipitation 

patterns, climbing sea levels, and more 

extreme weather events will intensify the 

challenges of global instability, hunger, 

poverty, and conflict. By taking a proactive, 

flexible approach to assessment, analysis, 

and adaptation, the Defense Department will 

keep pace with a changing climate, minimize 

its impacts on our missions, and continue to 

protect our national security (DoD, 2014b). 

The Obama administration used the Department 

of Defense (DoD) to help wage its “war on coal,” 

part of its announced strategy of weaning the nation 

away from fossil fuels. DoD, like other executive 

agencies, made public statements that seemed to 

validate the claims and predictions of climate change 

alarmists. The department’s “2014 Climate Change 

Adaptation Roadmap” illustrates the acceptance of 

this view. Its preface reads like a news release from 

Greenpeace: 

Among the future trends that will impact our 

national security is climate change. Rising 

global temperatures, changing precipitation 

patterns, climbing sea levels, and more 

extreme weather events will intensify the 

challenges of global instability, hunger, 

poverty, and conflict. They will likely lead to 

food and water shortages, pandemic disease, 

disputes over refugees and resources, and 

destruction by natural disasters in regions 

across the globe. In our defense strategy, we 

refer to climate change as a “threat 

multiplier” because it has the potential to 

exacerbate many of the challenges we are 

dealing with today – from infectious disease 

to terrorism. We are already beginning to see 

some of these impacts (DoD, 2014a). 

The U.S. military, with its abundant 

technological, scientific, and financial resources, has 

a massive platform from which to steward energy 

innovation. Research and development is a legitimate 

function of DoD and other government agencies. 

However, investing in unreliable renewable energy 

resources for purposes other than those supporting 

the department’s mission is wasteful, unnecessary, 

and potentially dangerous when it diverts funding 

from higher priorities. Unfortunately, such diversion 

seems to be the goal of the various environmental 

advocacy groups and consultants paid to produce 

reports on how DoD can “accommodate” or 

“respond” to climate change (e.g, Busby, 2007; 

Center for a New American Security, 2008; McGrady 

et al., 2010; CNA and Oxfam America, 2011; CNA, 

2014). Most of these reports are little more than 

illustrated versions of the superficial Schwartz and 

Randall report commissioned by the Pentagon in 

2003 (Schwartz and Randall, 2003). 

During the Obama administrations, DoD was 

directed to spend scarce funds on expensive 

alternative energy projects to help pave the way to 

commercialization. In 2011, the U.S. Army Corps of 

Engineers issued a power purchase agreement (PPA) 

authorizing $7 billion in spending on alternative 

energy sources (biomass, geothermal, solar, and 

wind). In 2014, the program had 79 contracts to 

purchase power from third parties (Casey, 2014). 

Fossil fuel resources are far more affordable and 

reliable than alternatives available to DoD. Research 

reported in Chapter 3 found electricity generated by 

wind turbines and solar PV cells cost approximately 
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three times as much as fossil fuels (Stacy and Taylor, 

2016).  

In 2009, the U.S. Navy purchased 40,000 gallons 

of jet fuel derived from camelina (wild flax) at 

$67.50 per gallon and 20,055 gallons of algae-

derived diesel-like fuel at a hefty $424 per gallon 

(Biello, 2009). Conventional jet fuel cost less than $2 

a gallon in 1999. Scientific American also reported, 

“The Defense Advanced Research Projects Agency 

has spent $35 million to sponsor research into oil 

from algae and the Air Force is also looking for 

cleaner ways to fly and fight” (Ibid.). 

Attempting to transition the U.S. military away 

from fossil fuels to biofuels, solar, and wind cannot 

be done without compromising military power and 

preparedness. T.A. “Ike” Kiefer, a captain in the U.S. 

Navy in addition to having degrees in physics and 

strategy, explained the trade-off as follows: 

No materials other than very exotic and toxic 

substances like lithium borohydride (LiBH4) 

or expensive rare metals like beryllium 

surpass the energy density of diesel and jet 

fuel. Biodiesel and ethanol both fall short. 

Hydrogen fuel cells, electrical storage 

batteries, and capacitors miss by a much 

greater margin. Other alternatives, such as 

wind, solar, geo-thermal, or waste-to-energy 

devices, can power some laptops and light 

some fixed facilities but simply cannot 

harvest enough energy to propel the tanks, 

jets, helos, and trucks that are by far the 

major battlefield fuel consumers. These can 

offer only an incidental decrease in overall 

fuel requirements for mechanized forces and 

then only in low-hostility circumstances 

where they can be set up and safeguarded 

(Kiefer, 2013, pp. 117–8). 

According to Kiefer, “the US Navy directly 

rejected a RAND study conducted at the direction of 

Congress and delivered to the secretary of defense in 

January of 2011 that unambiguously found biofuels 

of ‘no benefit to the military’ (Bartis and Van Bibber, 

2011; Maron, 2011). A second RAND study and a 

report by the U.S. National Academy of Sciences, 

both severely questioning the wisdom and efficacy of 

current U.S. biofuels policies, also resulted in no 

adjustments to U.S. biofuels programs (Bartis, 2012; 

NRC, 2011)” (Ibid., p. 116). 

Another unnecessary expense is “hardening” 

military installations for unrealistic forecasts of sea 

level rise or the increased probability of intense 

storms. According to Obama, “Installations near the 

coastlines are threatened by coastal erosion and sea 

level rise, damaging infrastructure and reducing the 

land available for operations” (Executive Office of 

the President, 2015, p. 9). But as reported in Chapter 

2, Section 2.1.2, globally averaged sea-level change 

has been stable and less than seven inches per century 

for the past 1,000 years, a rate that is functionally 

negligible because it is frequently exceeded by 

coastal processes like erosion, sedimentation, and 

subsidence unrelated to climate. 

What matters to military bases and military 

strategy is not global average sea level – itself an 

abstract concept and not an empirical finding – but 

actual local changes in sea level. Local sea-level 

trends vary considerably depending on tectonic 

movements of adjacent land and other factors. In 

many places vertical land motion, either up or down, 

exceeds the very slow global sea-level trend. Efforts 

to document an accelerated sea-level rise, to the 

extent they are made rather than simply assumed by 

relying on secondary sources and television 

documentaries, typically use very short measurement 

records or short, low-quality, satellite altimetry 

measurements rather than long, high-quality, coastal 

measurements. Church and White (2006), for 

example, spliced together measurements from 

different locations at different times and claimed to 

find (from the study’s title) “A 20th Century 

Acceleration in Global Sea-Level Rise.” Later 

researchers found all of the (very slight) acceleration 

Church and White measured occurred prior to 1930 – 

when atmospheric carbon dioxide levels were under 

310 ppm (Burton, 2012). 

More frequent or more intense storms could 

become a concern for military bases, but empirical 

data do not show a long-term trend in either measure 

(Alexander et al., 2006; Khandekar, 2013; Pielke Jr., 

2013, 2014; Landsea, 2018). The IPCC’s computer 

models cannot produce reliable regional results, 

much less forecast the weather near existing military 

installations, so a global average is meaningless for 

military purposes. The best practice is to measure 

real-world weather conditions on-the-ground and 

determine if trends justify taking action. 

Another unnecessary expense is making 

preparations for the U.S. military to respond to 

humanitarian crises. Natural disasters occur around 

the world on a nearly daily basis. In most cases, local 

governments, civic institutions, and private enterprise 

rise to the challenge by providing medical aid to the 

injured and rebuilding damaged homes and 

infrastructure. International aid organizations such as 
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Red Cross also arrive to help. Under Obama, DoD 

was told to anticipate conditions where the U.S. 

military would be called upon to provide disaster 

relief and humanitarian assistance on an ever-

increasing basis; to consider how to alter force plans, 

training, and acquisition strategies; and to 

contemplate alterations and adaptations in DoD’s 

bases and physical infrastructure to accommodate 

expected environmental challenges.  

The United States is a generous nation. Natural 

disasters generally elicit an outpouring of money and 

assistance from U.S. citizens, philanthropic 

organizations, and the government, but not for every 

disaster and not in every circumstance. Using public 

concern and interest in climate change as a way to 

divert public resources intended for national defense 

to foreign aid missions, without congressional 

appropriations or express public approval, seems an 

improper use of presidential power. Choices must be 

made about when and how extensively to respond. In 

a world where such demands on U.S. resources might 

increase, policymakers and defense officials need to 

make choices based on solid science and real-world 

situations, not United Nations computer models 

(Hayward et al., 2014). 

Development of a credible national energy policy 

would help support national strategy that defines our 

role in international affairs. Where timing is of the 

essence, it would direct distribution of needed 

resources when circumstances warrant. Rather than 

burden the U.S. military with unnecessary and costly 

preparations for international assistance based upon 

unrealistic predictions of global warming, military 

planning ought to reflect national interests and 

strategic policies, and certainly our humanitarian 

values, and engender diplomatic and geopolitical 

advantage. DoD is never the sole repository of 

disaster relief capabilities. As noted above, various 

institutions also assist. Nor should key military 

resources be diverted for ill-conceived and premature 

infrastructure adaptations or altering basic force 

requirements, as was proposed by the Obama 

administration. A national energy policy brings unity 

to disparate public and private agencies involved with 

international assistance. 

Among the choices to be made is whether to 

continue U.S. military engagements in the Middle 

East. Section 7.1.3 of this chapter addressed “wars 

for oil” in some depth, and concluded the United 

States is not in the Middle East to ensure access to 

cheap oil, since many of our interventions had other 

(among them humanitarianism and national pride) 

justifications, oil is hardly a scarce resource, and the 

United States is no longer dependent on the Middle 

East for a significant part of its oil supplies. With the 

United States about to become a net oil exporter 

thanks to the shale revolution (EIA, 2018), public 

support for maintaining so many troops in the region 

(approximately 35,000, with 13,000 in Kuwait and 

5,000 in Bahrain, where energy security is the stated 

purpose (see Glaser, 2017)), may be expected to fall. 

The election of Donald Trump as president of the 

United States marked a decisive turning point in 

climate change policy in the United States. 

Immediately after taking office, Trump approved the 

Keystone XL and Dakota Access natural gas pipeline 

projects that had been blocked by the Obama 

administration for years (Cama, 2017). In March 

2017, Trump issued an “Executive Order on 

Promoting Energy Independence and Economic 

Growth” revoking and beginning the process of 

rescinding many Obama-era policies, including 

Obama’s Climate Action Plan and Clean Power Plan, 

and disbanding the Interagency Working Group on 

Social Cost of Greenhouse Gases (Trump, 2017a).  

In June 2017, Trump announced he would 

withdraw the United States from the Paris Climate 

Accord (Trump, 2017b). In December, he announced 

the administration would remove “climate change” 

from its list of threats to national security (Trump, 

2017c). Indeed, the phrase appears nowhere in the 

National Security Strategy released that month; it 

says only, “The United States will continue to 

advance an approach that balances energy security, 

economic development, and environmental 

protection” (Executive Office of the President, 2017).  

Under Trump, the U.S. Department of Energy, 

Department of the Interior, and the Environmental 

Protection Agency have taken steps to remove 

punitive regulations imposed on coal, oil, and natural 

gas producers during the Obama era, and recently 

announced plans to protect the nation’s coal 

generation plants in the name of ensuring a reliable 

energy supply in the event of cyberattacks that could 

disable gas pipelines (Colman, 2018). These seem to 

be reasonable steps toward restoring balance to U.S. 

energy policy as well as military policy. 
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7.3.5 Conclusion 

Predictions that climate change will lead 

directly or indirectly to violent conflict 

presume mediating institutions and human 

capital will not resolve conflicts before they 

escalate to violence.  

 

Empirical research does not support the IPCC’s 

contention that climate change will lead to violent 

conflicts, a failure easily explained by the 

methodological flaws in the argument. Each of the 

five alleged sources of conflict examined in this 

section – abrupt climate change, water shortages, 

famine, resource scarcity, and refugee flows – are 

revealed to be lacking in proof and plausibility. 

One way in which proponents of the climate-

conflict argument have responded to the lack of 

empirical support for their position is to suggest that 

climate-induced change will cause future conflicts 

because the problems will be so much worse than 

anything that has been experienced previously. This 

logic allows proponents to dismiss the lack of 

empirical evidence in support of the causal linkages, 

because the argument is purely concerned with the 

prospects for future conflict. Environmental factors 

then become an additive fuel to a combustible 

mixture. Statements like that offered by President 

Barack Obama’s 2010 National Security Strategy, 

“The change wrought by a warming planet will lead 

to new conflicts over refugees and resources,” are 

deterministic and predictive, but ultimately not 

testable. 

The deterministic interpretation artificially 

assumes limits on the adaptability of the actors 

involved or other institutions that can play stabilizing 

roles. The countries and groups affected by an 

environmental phenomenon may not react in a 

manner consistent with the expectations of computer 

modelers or “futurists.” The mediating effects of 

other nations, nongovernmental organizations, new 

technology, and the output of human capital can all 

defuse a crisis. These dynamics are impossible to 

model or incorporate into a testable hypothesis, and 

yet experience shows they exist and are important. As 

Tir and Stinnett observed, “Forecasts that do not 

account for the important conflict management 

potential of international institutions will produce 

overly pessimistic scenarios regarding the impact of 

climate change on international security” (Tir and 

Stinnett, 2012). Those agreements and institutions 

provide a means to seek reconciliation and 

adjudication of interests before conflict escalates to 

violence and offer a venue for the appropriate 

expression of tension. The conflict scenarios all 

presume these elements fail or are not present, and so 

they are wrong. 
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7.4 Human History 

A large literature exists on the historical relationship 

between climate and human security. Much of it 

shows humanity enjoyed periods of peace during 

warmer periods or periods of rising temperatures, 

while cooler periods or periods of falling 

temperatures have been accompanied by human 

suffering and often armed conflict. This research 

contradicts the narrative of the IPCC and its 

supporters, and for that reason it is seldom referenced 

in the IPCC assessment reports or by those who 

advocate for immediate action to address climate 

change. 

Section 7.4.1 summarizes recent research on the 

relationship between climate and human security in 

China, the world’s most populous nation and the one 

with the longest and most detailed historical records. 

https://www.instituteforenergyresearch.org/wp-content/uploads/2016/07/IER_LCOE_2016-2.pdf
https://www.instituteforenergyresearch.org/wp-content/uploads/2016/07/IER_LCOE_2016-2.pdf
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Section 7.4.2 presents research from other parts of 

the world. 

 

 
7.4.1 China 

Extensive historical research in China 

reveals a close and positive relationship 

between a warmer climate and peace and 

prosperity, and between a cooler climate and 

war and poverty. 

 

China is a good test case for the relationship between 

global warming and violent conflict because it has 

been a well-populated, primarily agricultural country 

for millennia, and it has a relatively well-recorded 

history over this period. Accordingly, several 

researchers have conducted analyses of factors 

influencing social stability in China.  

Zhang et al. (2005) noted historians typically 

identify political, economic, cultural, and ethnic 

unrest as the chief causes of war and civil strife in 

China. However, the five Chinese scientists contend 

climate plays a key role as well, and to examine their 

thesis they compared proxy climate records with 

historical data on wars, social unrest, and dynastic 

transitions in China from the late Tang to Qing 

Dynasties (mid-ninth century to early twentieth 

century). Their research revealed war frequencies, 

peak war clusters, nationwide periods of social 

unrest, and dynastic transitions were all significantly 

associated with cold, not warm, phases of China’s 

oscillating climate. Specifically, all three distinctive 

peak war clusters (defined as more than 50 wars in a 

10-year period) occurred during cold climate phases, 

as did all seven periods of nationwide social unrest 

and nearly 90% of all dynastic changes that 

decimated this largely agrarian society. They 

conclude climate change was “one of the most 

important factors in determining the dynastic cycle 

and alternation of war and peace in ancient China,” 

with warmer climates having been immensely more 

effective than cooler climates in terms of helping 

“keep the peace.” 

Zhang et al. (2007a) utilized high-resolution 

paleoclimate data to explore the effects of climate 

change on the outbreak of war and population decline 

at a global and continental scale in the pre-industrial 

era, as discerned by analyses of historical 

socioeconomic and demographic data over the period 

AD 1400–AD 1900. In describing their findings, they 

report “cooling impeded agricultural production, 

which brought about a series of serious social 

problems, including price inflation, then successively 

war outbreak, famine, and population decline.” And 

they suggest that “worldwide and synchronistic war-

peace, population, and price cycles in recent centuries 

have been driven mainly by long-term climate 

change,” wherein warm periods were supportive of 

good times and cooling led to bad times. 

In response to “the gradual temperature drop and 

the increase in size of the cold area from the 

‘Medieval Warm Period’ to the Little Ice Age,” for 

example (when Zhang et al. found that every sudden 

temperature drop would induce a “demographic 

shock”), population growth rate “reached its lowest 

level in the 13–14th centuries, primarily because of 

epidemics, wars, and famines.” In providing more 

detail, they say “the invasion by the Mongols in the 

13–14th centuries was related to the ecological stress 

caused by cooling, which reduced China’s total 

population nearly by half (~55 million decline),” 

while in Europe they report the Black Death held 

sway, “accompanied by massive social unrest and 

economic collapse, which wiped out a quarter to one-

third of the population in AD 1347–1353, the coldest 

period in the last several hundred years.” Then, in the 

seventeenth century, which was the longest cold 

period of the Little Ice Age, they report “more wars 

of great magnitude and the associated population 

declines in Europe and Asia followed.” More 

specifically, they state “the European population was 

devastated by possibly the worst war in its history in 

terms of the share of the population killed in AD 

1618–1648, starvation, and epidemics.” Likewise, 

they report “in China, the population plummeted 43 

percent (~70 million) because of wars, starvation and 

epidemics in AD 1620–1650.” 

Liu et al. (2009) derived a 2,485-year mean 

annual temperature history of the mid-eastern Tibetan 

Plateau based on Qilian juniper (Sabina przewalskii) 

tree-ring width chronologies spanning the time period 

484 BC–AD 2000, which they demonstrated to be 

well correlated with several temperature histories of 

the Northern Hemisphere. The eight researchers 

report there were four periods of average 

temperatures in their record similar to “or even 

higher than” the mean of AD 1970–2000. Liu et al. 

also report the high-temperature intervals during the 

first millennium were what could be described as 

relatively good times. The downfalls of most major 

dynasties in China coincided with intervals of low 

temperature, or at least the beginnings of their 

downfalls did, citing the demise of the Qin, Three 
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Kingdoms, Tang, Song (North and South), Yuan, 

Ming, and Qing Dynasties. 

Lee and Zhang (2010) examined data on Chinese 

history, including temperature, wars and rebellions, 

epidemics, famines, and population for the past 

millennium. Over their study interval of 911 years, 

they found nomad migrations, rebellions, wars, 

epidemics, floods, and droughts were all higher 

during cold periods. All of these factors tended to 

disrupt population growth or increase mortality. 

Overall, five of six population contractions, 

constituting losses of 11.4% to 49.4% of peak 

population, were associated with a cooling climate. 

The sixth cool period evinced a great reduction in 

population growth rate during a cool phase, but not a 

collapse. None of the population contractions was 

associated with a warming climate. 

Zhang et al. (2010) note “climatic fluctuation 

may be a significant factor interacting with social 

structures in affecting the rise and fall of cultures and 

dynasties,” citing Cowie (1998) and Hsu (1998). 

When the climate worsens beyond what the available 

technology and economic system can accommodate – 

that is, beyond the society’s adaptive capacity – they 

state, “people are forced to move or starve.” Zhang et 

al. also note “climate cooling has had a huge impact 

on the production of crops and herds in pre-industrial 

Europe and China (Hinsch, 1998; Atwell, 2002; 

Zhang et al., 2007a), even triggering mass southward 

migration of northern nomadic societies (Fang and 

Liu, 1992; Wang, 1996; Hsu, 1998),” and “this 

ecological and agricultural stress is likely to result in 

wars and social unrest, often followed by dynastic 

transitions (Zhang et al., 2005).” In fact, they write, 

“recent studies have demonstrated that wars and 

social unrests in the past often were associated with 

cold climate phases (Zhang et al., 2005, 2007a,b),” 

and “climate cooling may have increased locust 

plagues through temperature-driven droughts or 

floods in ancient China (Stige et al., 2007; Zhang et 

al., 2009).”  

In a study designed to explore the subject further, 

Zhang et al. employed “historical data on war 

frequency, drought frequency and flood frequency” 

compiled by Chen (1939), and “a multi-proxy 

temperature reconstruction for the whole of China 

reported by Yang et al. (2002), air temperature data 

for the Northern Hemisphere (Mann and Jones, 

2003), proxy temperature data for Beijing (Tan et al., 

2003), and a historical locust dataset reported by 

Stige et al. (2007),” plus “historical data of rice price 

variations reported by Peng (2007).” In analyzing the 

linkages among these factors, the researchers report 

“food production during the last two millennia has 

been more unstable during cooler periods, resulting 

in more social conflicts.” They specifically note 

“cooling shows direct positive association with the 

frequency of external aggression war to the Chinese 

dynasties mostly from the northern pastoral nomadic 

societies, and indirect positive association with the 

frequency of internal war within the Chinese 

dynasties through drought and locust plagues,” which 

typically have been more pronounced during cooler 

as opposed to warmer times. 

Zhang et al. conclude “it is very probable that 

cool temperature may be the driving force in causing 

high frequencies of meteorological, agricultural 

disasters and then man-made disasters (wars) in 

ancient China,” noting “cool temperature could not 

only reduce agricultural and livestock production 

directly, but also reduce agricultural production by 

producing more droughts, floods and locust plagues.” 

They also observe the subsequent “collapses of 

agricultural and livestock production would cause 

wars within or among different societies.” 

Consequently, although “it is generally believed that 

global warming is a threat to human societies in 

many ways (IPCC, 2007),” Zhang et al. arrive at a 

different conclusion, stating some countries or 

regions might actually “benefit from increasing 

temperatures,” citing the work of Nemani et al. 

(2003), Stige et al. (2007), and Zhang et al. (2009), 

while restating the fact that “during the last two 

millennia, food production in ancient China was 

more stable during warm periods owing to fewer 

agricultural disasters, resulting in fewer social 

conflicts.” 

In their study of widespread crises in China, Lee 

and Zhang (2013) write “the fall of the Ming dynasty 

in the first half of the 17th century and the Taiping 

Rebellion from 1851–1865 were two of the most 

chaotic periods in Chinese history,” each of which 

“was accompanied by large-scale population 

collapses.” Utilizing “high-resolution empirical data, 

qualitative survey, statistical comparison and time-

series analysis” to investigate how climate change 

and population growth “worked synergistically to 

drive population cycles in 1600–1899,” they found 

that “recurrences of population crises were largely 

determined by the combination of population growth 

and climate change.” More specifically, “in China in 

the past millennium, the clustering of natural 

calamities and human catastrophes in times of cold 

climate was found not only in one or two cold phases, 

but in all of the cold phases (Lee and Zhang, 2010).”  

China is not different from the rest of the world 
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in this regard. During what is known as the General 

Crisis of the Seventeenth Century, for example, Lee 

and Zhang note “the crown of the Holy Roman 

Empire was unsettled by the Thirty Years’ War,” 

“civil war devastated France,” “in London, Charles I 

was condemned to death by his own subjects,” and 

Spain’s Philip IV “lost almost all his possessions in 

Asia.” In addition, Lee and Zhang mention the 

Puritan Revolution in England, the revolts of 

Scotland and Ireland, the insurrections in the Spanish 

monarchy – including Catalonia and Portugal in 1640 

and Naples and Palermo in 1647 – the Fronde in 

France between 1648 and 1653, the bloodless revolt 

of 1650 that displaced the stadholderate in the 

Netherlands, the revolt of the Ukraine from 1648 to 

1654, as well as “a string of peasant risings across the 

[European] continent (Parker and Smith, 1978).” 

After analyzing these situations and others, Lee 

and Zhang conclude “both natural calamities and 

human catastrophes are clustered in periods of cold 

climate,” primarily because cooling “generates a 

devastating impact on agricultural production 

everywhere,” citing the work of Atwell (2001, 2002), 

while also noting “declines in temperatures often 

have had catastrophic consequences for the world’s 

food supply.” 

Wei et al. (2014) point out “climate change has 

long been suggested as a factor of great importance in 

facilitating the rise or fall of culture,” citing Issar and 

Zohar (2007), but they note “this type of study still 

faces the lack of high-resolution data of long-term 

socio-economic processes.” In research designed to 

overcome this deficiency, they found more than 

1,100 such sets of information in 24 Chinese fiscal 

and economic history books, plus other well-

preserved historical documents, from which they 

constructed a 2,130-year (220 BC to AD 1910) fiscal-

state sequence with decadal resolution that is 

representative of the phase transition history of 

China’s fiscal soundness. 

Wei et al. found “the fiscal balance of dynasties 

from 220 BC to AD 1910 experienced seven large 

stages.” More specifically, “the relatively sufficient 

periods dominated from 220 to 31 BC, AD 581–

1020, AD 1381–1520 and from AD 1681–1910,” 

whereas the relatively deficient periods were the 

three intervening time intervals. The three Chinese 

researchers discovered that “fiscal crisis was more 

likely to occur in cold-dry climatic scenarios,” noting 

that “both temperature and precipitation displayed 

more significant effects on the fiscal fluctuation 

within the long term, particularly for temperature.”  

Jia (2014) notes China is “a good testing ground 

for the link between weather shocks and civil 

conflict, as there is detailed information on abnormal 

weather conditions and the occurrence of peasant 

revolts at the prefecture level going back to the 15th 

century,” which data indicate a peasant revolt 

occurred in 0.22% of all prefecture-years. However, 

when focusing only on prefecture-years when there 

was an exceptional drought, Jia says “there was a 

peasant revolt in 0.58 percent of prefecture-years,” 

such that “a peasant revolt at the prefecture level was 

almost three times more likely in a drought year.” In 

addition, Jia found the price effect of droughts was 

nearly three times that of floods, and droughts thus 

had more severe negative effects on local food 

production, consistent “with historians’ argument that 

droughts were the most important natural disasters 

driving historical peasant revolts,” citing Xia (2010). 

With respect to how the introduction of drought-

resistant sweet potatoes helped mitigate civil conflict, 

Jia collected data on their adoption and diffusion 

across different provinces or collections of 

prefectures, finding that before the introduction of 

sweet potatoes “there was a peasant revolt in 0.78 

percent of prefecture-years with an exceptional 

drought,” but that “after the introduction of sweet 

potatoes, there was a peasant revolt in only 0.26 

percent of prefecture-years with an exceptional 

drought.”  

Wei et al. (2015) investigated the long-term 

relationship between the climate and economy of 

China, returning to the 2,130-year record of the 

Chinese economy they developed in previous 

research. This proxy was statistically analyzed in 

conjunction with historical proxies of Chinese 

temperature and precipitation previously compiled by 

Ge et al. (2013) and Zheng et al. (2006), respectively. 

Wei et al. found that warm and wet climate periods 

coincided with more prosperous and robust economic 

phases (above-average mean economic level, higher 

ratio of economic prosperity, and less intense 

variations), whereas opposite economic conditions 

ensued during cold and dry periods, where the 

possibility of economic crisis was “greatly increased” 

(see Figure 7.4.1.1). They also report temperature 

was “more influential than precipitation in explaining 

the long-term economic fluctuations, whereas 

precipitation displayed more significant effects on the 

short-term macro-economic cycle.” 

In their study of climate change impacts on 

dynastic well-being in China over the period 210 BC 

to AD 1910, Yin et al. (2016) focused on 

relationships among dynastic transition and prosper-
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Figure 7.4.1.1 
Series comparison between economic fluctuations and climate changes in China 
from BC 220 to AD 1910 
 

 
Panel a: Decadal temperature anomaly for all of China during the period AD 1–1910 (Ge et al., 2013); the red 
curve is the low-pass filtered series. Panel b: Decadal precipitation over eastern China during the period 101–
1910 (Zheng et al., 2006); the blue curve is the low-pass filtered series. Panel c: Winter half-year temperature 
anomaly series for eastern China during the period BC 210–AD 1920 with a 30-year resolution (Ge, 2011). Panel 
d: Decadal macro-economic series during the period BC 220–AD 1910 in China; the black curve is the low-pass 
filtered series. The red and blue bars indicate typical episodes of prosperity and crisis periods (respectively). The 
gray and white areas delineate cold and warm phases, respectively. 
 
Source: Wei et al., 2015. 

 
 

ity and how they were affected by historical climate 

change and its impacts on grain harvests. The three 

Chinese researchers report that from 210 BC to AD 

1910, unfavorable dynastic transitions mostly 

coincided with changes from warm-to-cold and wet-

to-dry periods, when there were relatively poor 

harvests, noting “dynastic prosperity mostly 

coincided with warm ages or the periods that changed 

from cold to warm and wet or dry-to-wet periods,” 

when they report there were bumper grain harvests. 

Yin et al. note “dynastic prosperity tended to 

appear in warm periods or cold-to-warm periods, wet 
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or dry-to-wet periods, and crop abundance periods,” 

further noting “transitions from chaos to unity tended 

to occur at the ends of centuries-long cold periods 

and at the beginning of warm periods.” They say 

“collapse of the Tang Dynasty was haunted by colder 

weather and declining grain harvests.” 

Lee et al. (2017) analyzed the association 

between climate change and health-related epidemics 

recorded in China over the period 1370–1909 AD. 

For climate data, they utilized the temperature 

reconstruction of Yang et al. (2002) and the 

precipitation reconstruction of Zhang et al. (2015). 

Epidemic data were aggregated from three 

independently derived datasets, Collection of 

Meteorological Records in China over the Past Three 

Thousands Years (Zhang, 2004), Historical Records 

of Infectious Diseases in China (Li, 2004), and 

Epidemic Records in Historical China (Zhang, 2007). 

All data and the relationships among them were 

analyzed on three spatial scales (national, regional, 

and provincial).There were a total of 5,961 epidemic 

incidents across China during the study period. 

Statistical analyses revealed that precipitation was 

not significantly correlated with epidemic count. 

Temperature, on the other hand, was found to be 

“negatively correlated with epidemic incidents” (see 

Figure 7.4.1.2). Additionally, Lee et al. calculated 

that for every one standard deviation decrease in 

temperature at the country, regional, or provincial 

level, increases of 162, 34, and 3.4 epidemic 

outbreaks were observed, respectively. Consequently, 

Lee et al. conclude their analysis “supports the notion 

that climate change, be it the ultimate cause or direct 

trigger, acts as a driver of historical epidemics,” but 

that global cooling, not warming, is to be feared. 

 
 
Figure 7.4.1.2 
The relationship between temperature and epidemic incident count for all of China over the 
period 1370-1909 AD 
 

 
 
Panel (A) temperature anomaly (°C) (blue line) and precipitation index (red line). Panel (B) count of epidemics 
incidents. 
 
Source: Lee et al., 2017. 
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Wang et al. (2018) developed a 4,000-year proxy 

temperature reconstruction based on chironomid 

(midge) assemblages in a sediment core from 

Gonghai Lake (38.9°N, 112.23°E), an alpine 

freshwater lake located on the northeastern margin of 

the Chinese Loess Plateau in the Shanxi Province. 

The reconstruction was then compared with 

published war and population records for the Shanxi 

Province to explore the relationship between climate 

change and human societal changes for this region. 

Their findings are presented in Figure 7.4.1.3. 

As shown in the figure, there have been multiple 

centennial-scale fluctuations but an overall decline in 

temperature over the 4,000 year record. That finding 

is not surprising since the record begins at the 

warmest interval of the current interglacial period. 

Notable warm events in the record include the Sui-

Tang Warm Period (1270–1040 cal yr BP), the 

Medieval Warm Period (~970–570 cal yr BP), and 

the modern warm period. Notable cold events include 

the Chinese Period of Disunity (~1700–1270 cal yr 

BP), the Era of the Five Dynasties and Ten 

Kingdoms (~1040–970 cal yr BP), and the Little Ice 

Age (~570–270 cal yr BP). 

In examining the relationship between climate 

(their chironomid temperature proxy and an 

independent pollen-based reconstruction from the 

same lake by Chen et al., 2015) and societal change, 

Wang et al. report wars “occurred more frequently 

when temperature and precipitation decreased 

abruptly,” noting that war events were more strongly 

correlated with temperature than precipitation. The 

most severe era of war events occurred during the 

coldest period of the record, i.e., the Little Ice Age. 

With respect to population, Wang et al. report 

“an increase [in population] often occurred during 

warm periods,” which provided relief from the harsh 

economic pressures brought about by poor crop 

harvests during colder periods, when yields were 

reduced by as much as 50%. Not surprisingly, 

reduced crop yields during cold eras would trigger 

higher food prices and famine, creating “large 

numbers of homeless refugees and outbreaks of 

plague,” eventually resulting in “wars and social 

unrest which acted to reduce the population size.” 
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Figure 7.4.1.3 
Temperature proxy, number of wars, and population of the Shanxi Province of China, 
from 4,000 years BP to current 
 

 
 
Comparison of (a) cold-preferring taxa percentages and (b) reconstructed precipitation at Gonghai Lake (Chen et 
al., 2015) with (c) frequencies of wars in Shanxi Province, China, and (d) population size (in units of 1 million, 
square dots) of Shanxi Province during the past 2300 years; the data are spline connected. Grey shaded areas 
indicate cold events. Source: Wang et al., 2018. 
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7.4.2 Rest of the World 

The IPCC relies on second- or third-hand 

information with little empirical backing 

when commenting on the implications of 

climate change for conflict.  

 

Focusing on Europe, Tol and Wagner (2010) write 

that in “gloomier scenarios of climate change, violent 

conflict plays a key part,” noting that in such visions 

of the future “war would break out over declining 

water resources, and millions of refugees would 

cause mayhem.” They note “the Nobel Peace Prize of 

2007 was partly awarded to the IPCC and Al Gore 

for their contribution to slowing climate change and 

thus preventing war.” However, they warn “scenarios 

of climate-change-induced violence can be painted 

with abandon,” citing the example of Schwartz and 

Randall (2003), because, as they continue, “there is 

little research to either support or refute such claims.”  

Tol and Wagner proceeded to do for Europe what 

Zhang et al. (2005, 2006) had done for China. Their 

results indicate “periods with lower temperatures in 

the pre-industrial era are accompanied by violent 

conflicts.” They further determined “this effect is 

much weaker in the modern world than it was in pre-

industrial times,” which implies, in their words, “that 

future global warming is not likely to lead to (civil) 

war between (within) European countries.” 

Therefore, they conclude, “should anyone ever 

seriously have believed that, this paper does put that 

idea to rest.” 

Buntgen et al. (2011) developed a set of tree 

ring-based reconstructions of central European 

summer precipitation and temperature variability 

over the past 2,500 years. In the abstract of their 

paper, the 12 researchers state, “wet and warm 

summers occurred during periods of Roman and 

medieval prosperity,” and in the body of their paper 

they write, “average precipitation and temperature 

showed fewer fluctuations during the period of peak 

medieval and economic growth, ~1000 to 1200 C.E. 

(Kaplan et al., 2009; McCormick, 2001),” which 

suggests a warmer climate is better than a colder one 

for humanity. 

Support for this point of view is provided by 

Buntgen et al.’s description of what happened as 

temperatures declined and the Medieval Warm 

Period gave way to the Little Ice Age, with its onset 

“likely contributing,” in their words, “to widespread 

famine across central Europe,” when they say 

“unfavorable climate may have even played a role in 

debilitating the underlying health conditions that 

contributed to the devastating economic crisis that 

arose from the second plague pandemic, the Black 

Death, which reduced the central European 

population after 1347 C.E. by 40 to 60 percent 

(Buntgen et al., 2010; Kaplan et al., 2009; Kausrud et 

al., 2010).” In addition, they note this period “is also 

associated with a temperature decline in the North 

Atlantic and the abrupt desertion of former Greenland 

settlements (Patterson et al., 2010),” and 

“temperature minima in the early 17th and 19th 

centuries accompanied sustained settlement 

abandonment during the Thirty Years’ War and the 

modern migrations from Europe to America.”  

Chen et al. (2011) developed a high temporal 

resolution (four-year) sea surface temperature (SST) 

history based on a dinoflagelate cyst record obtained 

from a well-dated sediment core retrieved from a site 

in the Gulf of Taranto located at the distal end of the 

Po River discharge plume (39°50.07’N, 17°48.05’E) 

in the southern Italian region of the Mediterranean 

Sea. According to the authors, SST reconstructions 

based on the composition of dinoflagellate cysts 

recovered from the sediment core “suggest high 

stable temperatures between 60 BC and 90 AD 

followed by a decreasing trend between 90 AD and 

200 AD.” They also observed their “reconstruction of 

relatively warm stable climatic conditions 

corresponds to the time of the ‘Pax Romana’,” i.e., 

the long period of relative peace and minimal 

expansion by military force experienced by the 

Roman Empire in the first and second centuries AD. 

Zhang et al. (2011a) preface their work by noting 

early paleo-temperature reconstructions suggested 

“massive social disturbance, societal collapse, and 

population collapse often coincided with great 

climate change in America, the Middle East, China, 

and many other countries in preindustrial times 

(Bryson and Murray, 1977; Atwell, 2001; 

deMenocal, 2001; Weiss and Bradley, 2001; Atwell, 

2002).” They also say it has been shown more 

recently that “climate change was responsible for the 

outbreak of war, dynastic transition, and population 

decline in China, Europe, and around the world 

because of climate-induced shrinkage of agricultural 

production (Zhang et al., 2005, 2006, 2007a,b; Lee et 

al., 2008; Lee et al., 2009; Lee and Zhang, 2010; Tol 

and Wagner, 2010; Zhang et al., 2010; Zhang et al., 

2011b).”  

In a study designed to provide still greater 

support for this general relationship, Zhang et al. 

(2011a) “examined the climate-crisis causal 

mechanism in a period [AD 1500–1800] that 

contained both periods of harmony and times of 
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crisis,” the most prominent of the latter of which was 

the General Crisis of the Seventeenth Century 

(GCSC) in Europe, which was marked by widespread 

economic distress, social unrest, and population 

decline. The researchers examined linkages between 

temperature data and climate-driven economic 

variables that defined the “golden” and “dark” ages 

in Europe and North America. 

Zhang et al. demonstrated that “climate change 

was the ultimate cause, and climate-driven economic 

downturn was the direct cause, of large-scale human 

crises in pre-industrial Europe and the Northern 

Hemisphere.” In addition, they say it was cooling that 

triggered the chain of negative responses in variables 

pertaining to physical and human systems. Initially, 

for example, they found agricultural production 

“decreased or stagnated in a cold climate and 

increased rapidly in a mild climate at the multi-

decadal timescale,” while the time course of crisis 

development was such that “bio-productivity, 

agricultural production and food supply per capita 

(FSPC) sectors responded to temperature change 

immediately, whereas the social disturbance, war, 

migration, nutritional status, epidemics, famine and 

population sectors responded to the drop in FSPC 

with a 5- to 30-year time lag.” Thus, the dark ages 

they delineated by these means were AD 1212–1381 

(the Crisis of Late Middle Ages) and AD 1568–1665 

(the GCSC), whereas the golden ages were the tenth 

to twelfth centuries (the High Middle Ages), the late 

fourteenth to early sixteenth centuries (the 

Renaissance), and the late seventeenth to eighteenth 

centuries (the Enlightenment). It thus can be 

concluded from several centuries of European and 

Northern Hemispheric data that warming and warmth 

beget human wellness, while cooling and cold 

produce human misery. 

Cleaveland et al. (2003) developed a history of 

winter–spring (November–March) precipitation for 

the period 1386–1993 for the area around Durango, 

Mexico, based on earlywood width chronologies of 

Douglas-fir tree rings collected at two sites in the 

Sierra Madre Occidental. This reconstruction, in their 

words, “shows droughts of greater magnitude and 

longer duration than the worst historical drought,” 

and none of them occurred during a period of unusual 

warmth, as some researchers claim they should; 

instead, they occurred during the Little Ice Age. They 

also note, “Florescano et al. (1995) make a 

connection between drought, food scarcity, social 

upheaval and political instability, especially in the 

revolutions of 1810 and 1910,” and they note the 

great megadrought that lasted from 1540 to 1579 

“may be related to the Chicimeca war (Stahle et al., 

2000), the most protracted and bitterly fought of the 

many conflicts of natives with the Spanish settlers.” 

If these concurrent events were indeed related, they 

too suggest warmer is better than cooler for 

maintaining social stability. 

Working in East Africa, Nicholson and Yin 

(2001) analyzed climatic and hydrologic conditions 

from the late 1700s to close to the present, based on 

histories of the levels of 10 major African lakes and a 

water balance model they used to infer changes in 

rainfall associated with the different conditions, 

concentrating on Lake Victoria. The results they 

obtained were indicative of “two starkly contrasting 

climatic episodes.” The first, which began sometime 

prior to 1800 during the Little Ice Age, was one of 

“drought and desiccation throughout Africa.” This 

arid episode, which was most intense during the 

1820s and 1830s, was accompanied by extremely low 

lake levels. As the two researchers describe it, “Lake 

Naivash was reduced to a puddle. ... Lake Chad was 

desiccated. ... Lake Malawi was so low that local 

inhabitants traversed dry land where a deep lake now 

resides. ... Lake Rukwa [was] completely desiccated. 

... Lake Chilwa, at its southern end, was very low and 

nearby Lake Chiuta almost dried up.” 

Nicholson and Yin state that throughout this 

period “intense droughts were ubiquitous.” Some, in 

fact, were “long and severe enough to force the 

migration of peoples and create warfare among 

various tribes.” As the Little Ice Age’s grip on the 

world began to loosen in the middle to latter part of 

the 1800s, however, things began to change for the 

better. The two researchers report, “semi-arid regions 

of Mauritania and Mali experienced agricultural 

prosperity and abundant harvests; floods of the Niger 

and Senegal Rivers were continually high; and wheat 

was grown in and exported from the Niger Bend 

region.” Then, as the nineteenth century came to an 

end and the twentieth began, there was a slight 

lowering of lake levels, but nothing like what had 

occurred a century earlier; and in the latter half of the 

twentieth century, things once again improved, with 

the levels of some lakes rivaling high water 

characteristic of the years of transition to the Modern 

Warm Period. 

According to Benjaminsen et al. (2012), “during 

the last few years, violent land-use conflict in the 

Sahel has become the most popular example of the 

alleged link between global climate change and 

conflict,” noting “many politicians and international 

civil servants seem particularly attracted to this idea,” 

as described in the study of Benjaminsen (2009). 
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They indicate this idea “was also at the core of the 

decision to award the 2007 Nobel Peace Prize to 

former US vice-president Al Gore and the 

Intergovernmental Panel on Climate Change 

(IPCC).” 

Focusing on an area in the heart of the Sahel (the 

inland delta of the Niger River in the Mopti region of 

Mali), Benjaminsen et al. collected from the regional 

Court of Appeal in Mopti data on land-use conflicts 

that occurred within that region between 1992 and 

2009, after which they compared the court data with 

contemporaneous climatic data. They also conducted 

a qualitative analysis of one of the many land-use 

conflicts in the region: a farmer-herder conflict, 

where young men from the village of Karbaye fired 

on a group of herders from the neighboring village of 

Guirowel, who were bringing livestock to a pond 

close to their homes, killing as many as five of them 

and injuring some 15 to 30 others. 

With respect to the findings of the initial thrust of 

their study, the four Norwegian researchers found “a 

comparison of the conflict data with statistics on 

contemporaneous climatic conditions gives little 

substance to claims that climate variability is an 

important driver of these conflicts.” And they go on 

to say they “interpret this finding as indicative 

evidence that land-use conflicts in the delta region 

are shaped by political and economic texts (e.g., 

confidence in the judicial system, economic 

opportunities, and learning) rather than climate 

variability.” As for the second part of their study, 

they also conclude “factors other than those directly 

related to environmental conditions and resource 

scarcity dominate as plausible explanations of the 

violent conflict,” arguing “three structural factors are 

the main drivers behind these conflicts: agricultural 

encroachment that obstructed the mobility of herders 

and livestock, opportunistic behavior of rural actors 

as a consequence of an increasing political vacuum, 

and corruption and rent seeking among government 

officials.” 

The findings of Benjaminsen et al., and those of 

many others whom they cite (Grandin, 1987; Bassett, 

1988; Ellis and Swift, 1988; Bonfiglioli and Watson, 

1992; Behnke et al., 1993; Turner, 1998, 2004; 

Hagberg, 2005; Hesse and MacGregor, 2006; Moritz, 

2006; Nordås and Gleditsch, 2007; Benjaminsen, 

2008; Benjaminsen et al., 2009; Benjaminsen and Ba, 

2009), give further credence to the conclusion of 

Nordås and Gleditsch (2007) that even the IPCC, 

which “prides itself on being a synthesis of the best 

peer-reviewed science, has fallen prey to relying on 

second- or third-hand information with little 

empirical backing when commenting on the 

implications of climate change for conflict.” Real-

world evidence for their climate-change-causes-

conflict claim is just not there – at least in the case 

where the climate change involves warming. 

In another study from Africa, O’Loughlin et al. 

(2014) write, “continued public and academic interest 

in the topic of global climate change consequences 

for political instability and the risk of conflict has 

generated a growing but inconclusive literature, 

especially about the effects in sub-Saharan Africa.” 

They note many of the studies supporting that 

hypothesis “do not elaborate on nor test the causal 

mechanisms.” So “using a new disaggregated dataset 

of violence and climate anomaly measures 

(temperature and precipitation variations from 

normal) for sub-Saharan Africa 1980–2012, we 

consider political, economic and geographic factors, 

not only climate metrics, in assessing the chances of 

increased violence.”  

O’Loughlin et al. found “the location and timing 

of violence are influenced less by climate anomalies 

than by key political, economic and geographic 

factors,” such that “overall, the temperature effect is 

statistically significant, but important inconsistencies 

in the relationship between temperature extremes and 

conflict are evident in more nuanced relationships 

than have been previously identified.” They cite 

several independent studies that reached a similar 

conclusion, including those of Buhaug (2010), 

Bergholt and Lujala (2012), Koubi et al. (2012), 

Raleigh and Kniveton (2012), and Wischnath and 

Buhaug (2014). 

Field and Lape (2010) note it has been repeatedly 

suggested that in many parts of the world climate 

change has “encouraged conflict and territorialism,” 

as this response “serves as an immediate means of 

gaining resources and alleviating shortfalls,” such as 

those that occur when the climate change is 

detrimental to agriculture and the production of food. 

To investigate this hypothesis, they compared 

“periods of cooling and warming related to 

hemispheric-level transitions (namely the Medieval 

Warm Period and the Little Ice Age) in sub-regions 

of the Pacific with the occurrence of fortifications at 

the century-level.” Their study revealed “the 

comparison of fortification chronologies with 

paleoclimatic data indicate that fortification 

construction was significantly correlated with periods 

of cooling, which in the tropical Pacific is also 

associated with drying.” In addition, “the correlation 

was most significant in the Indo-Pacific Warm Pool, 

the Southwestern Pacific and New Zealand,” where 
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“people constructed more fortifications during 

periods that match the chronology for the Little Ice 

Age (AD 1450–1850),” as opposed to the Medieval 

Warm Period (AD 800–1300) when the Indo-Pacific 

Warm Pool was both warm and saline “with 

temperatures approximating current conditions 

(Newton et al., 2006).” Field and Lape’s study 

provides additional evidence that periods of greater 

warmth have generally led to more peaceful times 

throughout the world, whereas periods of lesser 

warmth have typically led to greater warfare.  

Zhang et al. (2011b) note it has long been 

assumed that “deteriorating climate” – defined as 

either cooling or warming – “could shrink the 

carrying capacity of agrarian lands, depriving the 

human population of sufficient food,” with 

“population collapses (i.e., negative population 

growth)” the unavoidable consequence. They further 

note “this human-ecological relationship has rarely 

been verified scientifically,” pointing out that at the 

high end of the temperature spectrum, “evidence of 

warming-caused disaster has never been found.” 

Zhang et al. performed time-series analyses to 

examine the association between temperature change 

and country-wide/region-wide population collapses 

in different climatic zones of the Northern 

Hemisphere (NH), focusing on all known population 

collapses over the period AD 800–1900. In addition, 

they computed regressions to estimate the relative 

sensitivity of population growth in the NH to climate 

change, where the independent variables employed 

were time and temperature anomalies. Of the 88 NH 

population collapses they identified, fully 80% were 

caused by cooling, while 12% occurred during what 

the six scientists called “mild conditions,” and only 

8% of them were caused by warming. They found 

“temperature was positive and highly significant in 

the regressions in which a 10 percent increase in 

temperature produced on average a 3.1 percent 

increase in population growth rate.” 

Historically, and for the Northern Hemisphere as 

a whole, warming and warmer times have most often 

been prosperous times for humanity, as exemplified 

by the greater numbers of people the Earth supports 

under such conditions, while cooling and colder 

times are typically just the opposite, with many 

significant population collapses caused by what 

Zhang et al. describe as “Malthusian checks (i.e., 

famines, wars and epidemics).” 

Koubi et al. (2012) state “despite many claims by 

high-ranking policymakers and some scientists that 

climate change breeds violent conflict, the existing 

empirical literature has so far not been able to 

identify a systematic, causal relationship of this kind” 

– see, for example, Bruckner and Ciccone (2007, 

2010), Buhaug (2010), Ciccone (2011), Theisen et al. 

(2011), and Bergholt and Lujala (2012) – which 

failure “may either reflect de facto absence of such a 

relationship, or it may be the consequence of 

theoretical and methodological limitations of existing 

work.” In a study designed to explore these two 

possibilities, Koubi et al. “examine the causal 

pathway linking climatic conditions to economic 

growth and to armed conflict,” as well as the degree 

to which this pathway is contingent upon the political 

systems of the potential conflict participants, using 

data “from all countries of the world in the period 

1980–2004.” 

Koubi et al. say their results suggest “climate 

variability, measured as deviations in temperature 

and precipitation from their past, long-run levels (a 

30-year moving average), does not affect violent 

intrastate conflict through economic growth.” This 

finding, in their words, “is important because the 

causal pathway leading from climate variability via 

(deteriorating) economic growth to conflict is a key 

part of most theoretical models of the climate-conflict 

nexus.” They further note there is “some, albeit weak, 

support for the hypothesis that non-democratic [i.e., 

‘autocratic’] countries are more likely to experience 

civil conflict when economic conditions deteriorate,” 

but they add that even this weak connection “is 

fragile with regard to model specification.” 

Focusing on nearly the same time period, 

Bergholt and Lujala (2012) examined “how climate-

related natural disasters, including flash floods, 

surges, cyclones, blizzards, and severe storms, affect 

economic growth and peace,” after which they 

focused on the question of “whether climate-related 

disasters have an indirect effect on conflict onset via 

slowdown in economic growth.” They utilized 

climate-related disaster data for the period 1980–

2007 found in the Emergency Events Database 

developed by the Centre for Research on the 

Epidemiology of Disasters, economic growth data 

found in the Penn World Table Version 6.3 (Heston 

et al., 2009), and armed civil conflict data tabulated 

in the annually updated UCDP/PRIO Armed Conflict 

Dataset (Gleditsch et al., 2002; Harbom and 

Wallensteen, 2010). 

In the first stage of their analysis, Bergholt and 

Lujala found “climate-related disasters have a 

negative impact on growth,” but they say their 

analysis of disaster data and conflict onset shows 

“climate-related natural disasters do not have any 

direct effect on conflict onset.” They also report they 
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“did not find any evidence that economic shocks 

caused by climate-related disasters have an effect on 

conflict onset,” noting their findings “are similar to 

those in the recent cross-country study by Ciccone 

(2011).” They conclude “storms and floods adversely 

affect people and production inputs such as land, 

infrastructure, and factories, which in turn have a 

negative impact on the aggregate economy,” but 

“these negative income shocks do not increase the 

risk of armed civil conflict as predicted by prominent 

studies in the field (Collier and Hoeffler, 2004; 

Fearon and Laitin, 2003; Miguel et al., 2004).” 

In another large-scale study, Slettebak (2012) 

writes, “academic, policy, and popular discussions 

that surround the issue of climate change predict 

changing weather patterns to increase natural 

disasters,” and he states that many of the discussants 

“expect these disasters to increase the risk of violent 

conflict.” In a test of this hypothesis, Slettebak 

examined “whether natural disasters can add 

explanatory power to an established model of civil 

conflict.” Results “indicate that they can, but that 

their effect on conflict is the opposite of popular 

perception.” He explains, “to the extent that climate-

related natural disasters affect the risk of conflict, 

they contribute to reducing it.” This result holds “for 

a measure of climate-related natural disasters in 

general, as well as drought in particular,” adding 

these findings are “consistent with a large amount of 

research ... on the relation between disasters and the 

risk of anti-social behavior,” going back to the work 

of Fritz (1961), which was not made public until 

some 35 years later (Fritz, 1996). 

In commenting on his findings, Slettebak says his 

primary result “underscores the importance of being 

cautious about assuming that adversity will 

automatically translate into increased levels of 

conflict – a perception that appears frequent among a 

number of vocal actors in the debate around the 

political consequences of climate change.” Thus he 

emphasizes “one worrying facet of the claims that 

environmental factors cause conflict is that they may 

contribute to directing attention away from more 

important conflict-promoting factors, such as poor 

governance and poverty,” noting “there is a serious 

risk of misguided policy to prevent civil conflict if 

the assumption that disasters have a significant effect 

on war is allowed to overshadow more important 

causes.” 

According to Gartzke (2012), “while anecdote 

and some focused statistical research suggests that 

civil conflict may have worsened in response to 

recent climate change in developing regions, these 

claims have been severely criticized by other 

studies,” citing Nordås and Gleditsch (2007), Buhaug 

(2010), and Buhaug et al. (2010). In addition, he 

states “the few long-term macro statistical studies 

actually find that conflict increases in periods of 

climatic chill (Zhang et al., 2006, 2007[a]; Tol and 

Wagner, 2010).” He reports “research on the modern 

era reveals that interstate conflict has declined in the 

second half of the 20th century, the very period 

during which global warming has begun to make 

itself felt (Goldstein, 2011; Hensel, 2002; Levy et al., 

2001; Luard, 1986, 1988; Mueller, 2009; Pinker, 

2011; Sarkees et al., 2003).” 

Gartzke explored “the relationship between 

climate change, liberal processes fueled by 

industrialization (development, democracy, 

international institutions) and interstate conflict,” 

based on information gleaned from the Correlates of 

War (COR) Militarized Interstate Dispute (MID) 

dataset (Gochman and Maoz, 1984; Ghosn et al., 

2004) and annual average temperature data provided 

by NASA’s Goddard Institute for Space Studies and 

the United Kingdom’s Meteorological Office Hadley 

Centre and the Climatic Research Unit of the 

University of East Anglia, while measures of regime 

type come from the Polity IV project described by 

Gurr et al. (1989) and Marshall and Jaggers (2002).  

“Surprisingly,” Gartzke writes, “analysis at the 

system level suggests that global warming is 

associated with a reduction in interstate conflict,” and 

“incorporating measures of development, democracy, 

cross-border trade, and international institutions 

reveals that systemic trends toward peace are actually 

best accounted for by the increase in average 

international income,” which in turn is driven by “the 

processes that are widely seen by experts as 

responsible for global warming.” Furthermore, in the 

concluding sentence of his paper’s abstract Gartzke 

writes, “ironically, stagnating economic development 

in middle-income states caused by efforts to combat 

climate change could actually realize fears of 

climate-induced warfare.” And thus he states in the 

concluding section of his paper that “we must add to 

the advantages of economic development that it 

appears to make countries more peaceful,” and we 

must therefore ask if environmental objectives should 

be “modified by the prospect that combating climate 

change could prolong the process of transition from 

warlike to peaceful polities.” 

Buhaug et al. (2015) note earlier research has 

suggested there is “a correlational pattern between 

climate anomalies and violent conflict” due to 

“drought-induced agricultural shocks and adverse 
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economic spillover effects as a key causal mechanism 

linking the two phenomena.” They compared half a 

century of statistics on climate variability, food 

production, and political violence across Sub-Saharan 

Africa, which effort “offers the most precise and 

theoretically consistent empirical assessment to date 

of the purported indirect relationship.” Their analysis 

“reveals a robust link between weather patterns and 

food production where more rainfall generally is 

associated with higher yields.” However, they also 

report “the second step in the causal model is not 

supported,” noting “agricultural output and violent 

conflict are only weakly and inconsistently 

connected, even in the specific contexts where 

production shocks are believed to have particularly 

devastating social consequences,” which leads them 

to suggest “the wider socioeconomic and political 

context is much more important than drought and 

crop failures in explaining violent conflict in 

contemporary Africa.” 

 Buhaug et al. continue, “social protest and 

rebellion during times of food price spikes may be 

better understood as reactions to poor and unjust 

government policies, corruption, repression and 

market failure,” citing the studies of Bush (2010), 

Buhaug and Urdal (2013), Sneyd et al. (2013), and 

Chenoweth and Ulfelder (2015). They note that even 

the IPCC’s Fifth Assessment Report concludes “it is 

likely that socioeconomic and technological trends, 

including changes in institutions and policies, will 

remain a relatively stronger driver of food security 

over the next few decades than climate change,” 

citing Porter et al. (2014). 
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7.5 Conclusion 

The IPCC relies on second- or third-hand 

information with little empirical backing 

when commenting on the implications of 

climate change for conflict.  

 

This chapter makes a strong case that citizens and 

many policymakers around the world have been 

misled into believing the use of fossil fuels poses a 

threat to their security. The truth is just the opposite: 

The prosperity fossil fuels make possible, including 

helping produce sufficient food for a growing global 

population, is a major reason the world is safer today 

than ever before. And since prosperity is closely 

correlated with democracy, and democracies have 

lower rates of violence and go to war less frequently 

than any other form of government, it follows that 

fossil fuels contribute to human security by making 

the spread of democracy possible. 

Some commentators set against this record of 

achievement the cost of wars “fought for oil” in the 

Middle East. While it is true that the presence in that 

region of troops from the United States and other 

nations has sometimes been justified by the desire to 

keep oil flowing from the region, those conflicts have 

origins and justifications unrelated to oil. The 

extraordinarily high cost of fighting those wars – in 

lost lives as well as the trillions of dollars spent on 

arms, equipment, and logistics – far exceed whatever 

benefits might have been obtained by keeping the 

global price of oil low, and likely did not even 

succeed in achieving that. 

The IPCC claims climate change threatens “the 

vital core of human lives” in multiple ways, many of 

them unquantifiable, unproven, and uncertain. The 

narrative in Chapter 12 of the Working Group II 

contribution to the Fifth Assessment Report 

illustrates how the IPCC misuses language to hide 

uncertainty and exaggerate risks. The alleged threats 

to human security due to “deprivation of basic needs” 

are speculative, not supported by real-world 

evidence, and contradicted by the IPCC’s own survey 

of the economic literature. Alleged threats to 

agriculture and food security are contradicted by 

biological science and empirical data regarding crop 

yields and human hunger. Alleged threats to human 

capital – human health, education, and longevity – 



 Human Security 

 669 

are almost entirely speculative and undocumented. 

There is no evidence global warming has eroded or 

will erode livelihoods or human progress. 

Even though the IPCC is often cited as the 

scientific basis for the claim that climate change 

increases the risk of violent conflicts around the 

world, its reports express deep uncertainty over the 

matter. Recall the admission in Chapter 18 of the 

Working Group II contribution to AR5, on 

“Detection and Attribution of Observed Impacts,” 

that “both the detection of a climate change effect 

and an assessment of the importance of its role can be 

made only with low confidence owing to limitations 

on both historical understanding and data” (IPCC, 

2014, p. 1001). But the IPCC’s spokespersons rarely 

mention these doubts and they may have been 

inconvenient truths for the politicians, interest 

groups, and journalists who have done so much to 

confuse the public. 

While some politicians and the news media 

profess absolute certainty that global warming 

increases the risk of warfare, the academic 

community has produce extensive research pointing 

in the opposite direction. Empirical research shows 

no direct association between climate change and 

armed conflicts. The climate-conflict hypothesis is an 

argument linked together in a chain, and if any one of 

these links is disproven, the hypothesis is invalidated. 

The academic literature on the relationship between 

climate and social conflict reveals at least six 

methodological problems affecting efforts to connect 

the two. 

The IPCC relies on second- or third-hand 

information with little empirical backing when 

commenting on the implications of climate change 

for conflict. Real-world evidence demonstrates 

warmer weather is closely associated with peace and 

prosperity, and cooler weather with war and poverty. 

A warmer world, should it occur, is therefore more 

likely to bring about peace and prosperity than war 

and poverty.  

When Harvard archaeologist and history of war 

expert Steven LeBlanc looked to the future, he 

concluded “the decline in warfare among those 

countries is incredibly strong” and “for the first time 

in history, technology and science enable us to 

understand Earth’s ecology and our impact on it, to 

control population growth, and to increase the 

carrying capacity in ways never before imagined. The 

opportunity for humans to live in long term balance 

with nature is within our grasp if we do it right” 

(LeBlanc and Register, 2003, p. 229). 
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Key Findings 

Key findings of this chapter include the 

following: 

 

 

CBA Basics 

 Cost-benefit analysis (CBA) is an economic tool 

that can help determine if the social benefits over 

the lifetime of a government project exceed its 

social costs. 

 In the climate change debate, CBA is used to 

answer questions about the costs and benefits of 

climate change, the use of fossil fuels, and 

specific measures to mitigate, rather than adapt 

to, climate change. 

 Integrated assessment models (IAMs) are a key 

element of cost-benefit analysis in the climate 

change debate. They are enormously complex 

and can be programmed to arrive at widely 

varying conclusions. 

 A typical IAM has four steps: emission scenarios, 

future CO2 concentrations, climate projections 

and impacts, and economic impacts. 

 IAMs suffer from propagation of error, 

sometimes called cascading uncertainties, 

whereby uncertainty in each stage of the analysis 

compounds, resulting in wide uncertainty bars 

surrounding any eventual results. 

 The widely cited “social cost of carbon” 

calculations produced during the Obama 

administration by the Interagency Working 

Group on the Social Cost of Carbon have been 

withdrawn and are not reliable guides for 

policymakers. 

 The widely cited “Stern Review” was an 

important early attempt to apply cost-benefit 

analysis to climate change. Its authors focused on 

worst-case scenarios and failed to report 

profound uncertainties. 

 

Assumptions and Controversies 

 Most IAMs rely on emission scenarios that are 

little more than guesses and speculative 

“storylines.” Even current greenhouse gas 

emissions cannot be measured accurately, and 

technology is likely to change future emissions in 

ways that cannot be predicted. 

 IAMs falsely assume the carbon cycle is 

sufficiently understood and measured with 

sufficient accuracy as to make possible precise 

predictions of future levels of carbon dioxide 

(CO2) in the atmosphere. 

 Many IAMs rely on estimates of climate 

sensitivity – the amount of warming likely to 

occur from a doubling of the concentration of 

atmospheric carbon dioxide – that are too high, 

resulting in inflated estimates of future 

temperature change. 

 Many IAMs ignore the extensive scholarly 

research showing climate change will not lead to 

more extreme weather, flooding, droughts, or 

heat waves. 

 The “social cost of carbon” (SCC) derived from 

IAMs is an accounting fiction created to justify 

regulation of fossil fuels. It should not be used in 

serious conversations about how to address the 

possible threat of man-made climate change. 

 The IPCC acknowledges great uncertainty over 

estimates of the “social cost of carbon” and 

admits the impact of climate change on human 

welfare is small relative to many other factors. 

 Many IAMs apply discount rates to future costs 

and benefits that are much lower than the rates 

conventionally used in cost-benefit analysis. 

 
Climate Change 

 By the IPCC’s own estimates, the cost of 

reducing emissions in 2050 by enough to avoid a 

warming of ~2°C would be 6.8 times as much as 

the benefits would be worth. 



 Cost-Benefit Analysis 

  673 

 Changing only three assumptions in two leading 

IAMs – the DICE and FUND models – reduces 

the SCC by an order of magnitude for the first 

and changes the sign from positive to negative 

for the second. 

 Under very reasonable assumptions, IAMs can 

suggest the SCC is more likely than not to be 

negative, even though they have many 

assumptions and biases that tend to exaggerate 

the negative effects of GHG emissions. 

 
Fossil Fuels 

 Sixteen of 25 possible impacts of fossil fuels on 

human well-being are net benefits, only one is a 

net cost, and the rest are either unknown or likely 

to have no net impact. 

 Wind and solar cannot generate enough 

dispatchable energy (available 24/7) to replace 

fossil fuels, so energy consumption must fall in 

order for emissions to fall. 

 Transitioning from a world energy system 

dependent on fossil fuels to one relying on 

alternative energies would cost trillions of dollars 

and take decades to implement. 

 The evidence seems compelling that the costs of 

restricting use of fossil fuels greatly exceed the 

benefits, even accepting many of the IPCC’s very 

questionable assumptions. 

 Reducing greenhouse gas emissions to levels 

suggested by the IPCC or the goal set by the 

European Union would be prohibitively 

expensive. 

 

Regulations 

 Cost-benefit analysis applied to greenhouse gas 

mitigation programs can produce like-to-like 

comparisons of their cost-effectiveness. 

 The cap-and-trade bill considered by the U.S. 

Congress in 2009 would have cost 7.4 times 

more than its benefits, even assuming all of the 

IPCC’s assumptions and claims about climate 

science were correct. 

 Other bills and programs already in effect have 

costs exceeding benefits by factors up to 7,000. 

In short, even accepting the IPCC’s flawed 

science and scenarios, there is no justification for 

adopting expensive emission mitigation 

programs. 

 The benefits of fossil fuels far outweigh their 

costs. Various scenarios of reducing greenhouse 

gas emissions have costs that exceed benefits by 

ratios ranging from 6.8:1 to 162:1. 

 

Introduction 

The debate over climate change would be advanced if 

it were possible to weigh, in an even-handed and 

precise manner, the costs imposed by the use of fossil 

fuels on humanity and the environment, on the one 

hand, and the benefits produced by their use on the 

other. If the costs exceed the benefits, then efforts to 

force a transition away from fossil fuels are justified 

and ought to continue. If, on the other hand, the 

benefits are found to exceed the costs, then the right 

path forward would be the energy freedom path 

described in Chapter 1 rather than more restrictions 

on the use of fossil fuels. 

Cost-benefit analysis (CBA) can be used to 

conduct such an investigation. CBA is an economic 

tool that is widely used in the private and public 

sectors to determine if the benefits of an investment 

or spending on a government program exceed its 

costs (Singer, 1979; Hahn and Tetlock, 2008; Wolka, 

2000; Ellig, McLaughlin and Morrall, 2013; OMB, 

2013). The history of CBA in shaping public policy 

was briefly surveyed in Chapter 1, Section 1.2.9.  

We apologize in advance to the many researchers 

and reviewers, especially in the UK, who prefer 

“benefit-cost analysis” or BCA to “cost-benefit 

analysis” or CBA. Some researchers distinguish 

between the two, using CBA to refer only to analyses 

that rely on the potential compensation test (PCT) 

and BCA for analyses that rely on willingness to pay 

(WTP) or willingness to accept (WTA) (see Zerbe, 

2008, 2017) but others do not. A Google search for 

both terms suggests CBA is preferred over BCA by a 

margin of about 17:1. In keeping with this choice, the 

two approaches are not distinguished here and results 

are reported as the ratio of costs to benefits rather 
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than benefits to costs. Except for the final section, 

where the editors defer to the wishes of a chapter lead 

author.  

Cost-benefit analysis is a complex endeavor 

typically involving subjective choices about what 

data to include and what to leave out, how to weigh 

evidence, and how to interpret results. The discipline 

is complicated enough to merit its own society, the 

Society for Benefit-Cost Analysis, and its own 

journal, Journal of Benefit-Cost Analysis. Section 8.1 

begins with a brief tutorial on the application of CBA 

to the climate change debate. It is followed by an 

introduction to integrated assessment models (IAMs), 

an explanation of their biggest shortcoming (the 

“propagation of error” or cascading uncertainty), and 

reviews of CBAs of global warming produced by the 

Interagency Working Group on the Social Cost of 

Carbon (since disbanded) and the British Stern 

Review.  

Section 8.2 examines the assumptions and biases 

that underlie IAMs. Tracking the order of “blocks” or 

“modules” in IAMs and drawing on research 

presented in previous chapters, it shows how errors or 

uncertainties in choosing emission scenarios, 

estimating the amount of carbon dioxide that stays in 

the atmosphere, the likelihood of increases in 

flooding and extreme weather, and other inputs 

render IAMs too unreliable to be of any use to 

policymakers. 

Section 8.3 shows how two leading IAMs – the 

DICE and FUND models – rely on inaccurate 

equilibrium climate sensitivity rates, low discount 

rates, and a too-long time horizon (300 years). 

Correcting only these errors reveals the SCC is most 

likely negative, even accepting all of the IPCC’s 

other errors and faulty assumptions. In other words, 

the social benefits of anthropogenic GHG emissions 

exceed their social cost. 

Sections 8.4 summarizes the extensive literature 

reviews on the impacts of fossil fuels on human well-

being conducted for earlier chapters in a single table. 

It reveals 16 of 25 possible impacts are positive (net 

benefits), only one is negative (net cost), and the rest 

are unknown or produce benefits and costs that are 

likely to offset each other. It presents cost-benefit 

analyses showing the cost of ending humanity’s 

reliance on fossil fuels would be between 32 and 162 

times as much as the hypothetical benefits of a 

slightly cooler world in 2050 and beyond.  

Section 8.5 presents a formula for calculating the 

cost-effectiveness of GHG mitigation programs using 

the IPCC’s own data and assumptions to produce 

like-to-like comparisons. The formula reveals a 

sample of proposed and existing programs has cost-

benefit ratios ranging from 7.4:1 to 7,000:1, 

suggesting that current regulations, subsidies, and tax 

schemes aimed at reducing GHG emissions are not 

justified by their social benefits. 

Section 8.6 offers a brief conclusion. According 

to the authors, CBA reveals the global war on energy 

freedom, which commenced in earnest in the 1980s 

and reached a fever pitch in the second decade of the 

twenty-first century, was never founded on sound 

science or economics. They urge the world’s 

policymakers to acknowledge this truth and end that 

war. 
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8.1 CBA Basics 

Cost-benefit analysis (CBA) is an economic 

tool that can help determine if the social 

benefits over the lifetime of a government 

project exceed its social costs. 

 

Section 8.1.1 describes how cost-benefit analysis can 

be used to answer four key questions in the climate 

change debate. Section 8.1.2 provides background 

and an overview of the structure of integrated 

assessment models (IAMs) and describes how the 

“propagation of error” or cascading uncertainty 

renders their outputs unreliable. Sections 8.1.3 and 

8.1.4 critique two of the best known attempts to apply 

CBA to climate change, the U.S. Interagency 

Working Group on the Social Cost of Carbon (since 

disbanded) and the British Stern Review. Section 

8.1.5 presents a brief conclusion. 

 

 

8.1.1 Use in the Climate Change Debate 

In the climate change debate, CBA is used to answer 

four distinct questions: 

 

1. Do the benefits from the use of fossil fuels, such 

as the increase in per-capita income made 

possible by affordable energy and higher 

agricultural output due to higher carbon dioxide 

(CO2) levels in the atmosphere, exceed the costs 

it may have imposed, such as reduced air quality 

and, if they contribute to climate change, damage 

and harm from floods, droughts, or other severe 

weather events? (Bezdek, 2014) 

2. Do the social benefits of either fossil fuels or 

climate change exceed the social cost – that is, do 

the positive externalities produced by the private 

use of fossil fuels exceed the negative 

externalities imposed on others? This is often 

called the “social cost of carbon” (SCC), 

calculated as the welfare loss associated with 

each additional metric ton of CO2 emitted. (Tol, 

2011) 

3. Will the benefits of a particular program to 

reduce greenhouse gas emissions or sequester 

CO2 by planting trees or injecting the gas into 

wells for underground storage exceed the costs 

incurred in implementing that program? 

(Monckton, 2016) 

4. Is the cost-benefit ratio of a particular program to 

mitigate climate change higher or lower than the 

cost-benefit ratio of adapting to climate change 

by investing in stronger levees and dams, finding 

alternative sources of water, or “hardening” 

critical infrastructure? This is the “mitigate 

versus adapt” question that is frequently 

referenced in the Working Group II contribution 

to the IPCC’s Fifth Assessment Report (AR5) 

(e.g., IPCC, 2014a, Chapter 10, pp. 665–666, 

669, 679). 

Regarding the first question, about the total 

private and social costs and benefits of the use of 

fossil fuels, Chapters 3 and 4 showed how fossil fuels 

made possible three Industrial Revolutions which in 

turn made possible large increases in human 

population, per-capita income, and lifespan (Bradley, 

2000; Smil, 2005, 2006; Goklany, 2007; Bryce, 2010, 

2014; Gordon, 2016). The benefits continue to 

accumulate today as cleaner-burning fossil fuels 

bring electricity to third-world countries and replace 

wood and dung as sources of heat in homes (Yadama, 

2013; Bezdek, 2014). How much of the benefits of 

that economic transformation should be counted as 

“private” versus “social” benefits is not immediately 

apparent, but those benefits cannot be ignored 

entirely.  

Rising atmospheric carbon dioxide 

concentrations and higher temperatures produce other 

benefits such as higher agricultural productivity, 

expanded ranges for most terrestrial animals having 

economic value such as livestock, and lower levels of 

human mortality and morbidity traditionally caused 

by exposure to cold temperatures (see Chapters 4 and 

5 and Idso, 2013 for a detailed review of this 

literature). These well-known and observable benefits 

must be compared and weighed against cost estimates 

appearing in CBAs that are much less certain or well 

documented, many of which could even be judged 

conjectural. 

Forward-looking CBAs must be based on 

reasonably accurate forecasts of future climate 

conditions. This requires climate models that take 

explicit, quantitative account of the principal relevant 

results in climatology, notably the radiative-forcing 

functions of CO2 and other greenhouse gases and the 

various values of the climate sensitivity parameter. 

Current climate models have not shown much 

promise in this regard, as deomonstrated in Chapter 

2, Section 2.2.2 (and see Fyfe et al., 2013; McKitrick 

and Christy, 2018). CBAs also require economic 

models that can predict future changes in per-capita 
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income, energy supply and demand, rate of 

technological innovation, economic growth rates in 

the developed and developing worlds, demographic 

trends, changes in land use and lifestyles, greenhouse 

gases other than carbon dioxide, and even political 

trends such as whether civil and economic freedoms 

are likely to expand or contract in various parts of the 

world (van Kooten, 2013). 

The IPCC claims it can resolve all these 

uncertainties. In the Working Group III contribution 

to AR5, the IPCC says “a likely chance to keep 

average global temperature change below 2°C 

relative to pre-industrial levels” would require “lower 

global GHG emissions in 2050 than in 2010, 40% to 

70% lower globally, and emissions levels near zero 

GtCO2eq or below in 2100” (IPCC, 2014b, pp. 10, 

12). Since fossil fuels are responsible for 

approximately 80% of anthropogenic greenhouse gas 

emissions, this would require gradually phasing out 

the use of fossil fuels and banning their use entirely 

by 2100. 

Any effort to calculate the costs and benefits of 

future climate change confronts fundamental 

problems inherent in making forecasts in the absence 

of complete understanding of underlying causes and 

effects. In such cases, the most reliable method of 

forecasting is to project a simple linear continuation 

of past trends (Armstrong, 2001), but this plainly is 

not what is done by the IPCC or the authors of the 

models on which it relies. An audit of the IPCC’s 

Fourth Assessment Report conducted by experts in 

scientific forecasting found “the forecasting 

procedures that were described [in sufficient detail to 

be evaluated] violated 72 principles” of scientific 

forecasting (Green and Armstrong, 2007). The 

authors found no evidence the scientists involved in 

making the IPCC’s forecasts were even aware of the 

literature on scientific forecasting.  

Cost-benefit analysis of future climate change 

also must address the effects of dematerialization. As 

the research by Wernick and Ausubel (2014), Smil 

(2013), and others cited in Chapter 5 demonstrates, 

technological change is lowering the energy- and 

carbon-intensity of manufacturing and goods and 

services generally in the United States and globally, 

meaning future emission levels may be lower or less 

certain than is presently assumed. The cost of 

reducing emissions is likely to be lower in the future 

as well, as new technologies emerge to capture and 

sequester carbon dioxide or generate energy or 

consumer goods without emissions. As Mendelsohn 

(2004) writes, “there is no question but that we will 

learn a great deal about controlling greenhouse gases 

and about climate change over even the next few 

decades. The optimal policy is to commit to only 

what one will do in the near term. Every decade, this 

policy should be reexamined in light of new 

evidence. Once the international community has a 

viable program in place, it is easy to imagine the 

community being able to adjust their policies based 

on what new information is forthcoming” (p. 47). 

Comparing the costs and benefits of specific 

mitigation efforts, the third question, requires CBA 

methodologies that are case-specific, which means 

they can be applied to specific mitigation projects 

such as a carbon tax, a carbon trading program, 

investment in solar photo-voltaic systems, or 

subsidizing electric cars (Monckton, 2014, 2016). 

Conducting CBAs of mitigation strategies is 

complicated by the fact that the possible benefits 

from mitigation will not be apparent until many years 

into the future – the models used often claim to be 

accurate and policy-relevant 100 years and even 

longer – even though the costs will be incurred 

immediately and will be ongoing. This makes 

choosing an appropriate discount rate – the subject of 

Section 8.2.5.2 – critical to producing an accurate 

evaluation.  

There is considerable uncertainty regarding 

whether man-made emissions will ever cause a 

contribution to atmospheric warming of more than 1° 

or 2°C. Some experts believe costs may begin to 

exceed benefits if the contribution of man-made 

emissions is a temperature rise exceeding 2.5°C 

above pre-industrial levels (Mendelsohn and 

Williams, 2004; Tol, 2009; Doiron, 2014). If 

temperatures stop rising before or around that point, 

due to natural feedbacks or simply because man no 

longer is producing large quantities of greenhouse 

gases or because the climate sensitivity to greenhouse 

gases is lower than the IPCC projects, then enormous 

expenditures spanning generations will have been 

entirely wasted. 

Because forcing a transition away from fossil 

fuels to alternative fuels requires raising the price of 

energy, and the price of energy is closely related to 

the rate of economic growth, actions taken today to 

reduce emissions will reduce the wealth of future 

generations. Thus, investing today to avoid or delay a 

future hazard that may or may not even materialize 

may undermine the ability of future generations to 

cope with climate change (whether natural or man-

made) or make further progress in protecting the 

natural environment from other, real, threats. 

The fourth question, which asks if mitigation is 

preferable to adaptation, is often overlooked by 
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scientists and policymakers alike. Environmentalists 

who are predisposed to oppose initiatives that shape 

or alter the natural world view adaptation strategies 

as insufficient and likely to result in doubling down 

on past bad behavior that could make the situation 

worse rather than better (Orr, 2012). However, if 

future climate change is gradual, unlikely to reach the 

levels feared by some proponents of the hypothesis, 

or unlikely to be accompanied by many of the 

negative impacts thought to occur, then adaptation 

would indeed be the preferred strategy.  

While the cost of adaptation to unmitigated 

warming is not always case-specific, since it may 

consist of countless choices made by similarly 

countless individuals over long periods of time, the 

cost of mitigation projects can be assessed case by 

case. This could make direct cost-benefit ratio 

comparisons of mitigation strategies with adaptation 

difficult, unless the cost of adaptation to unmitigated 

global warming can be shown to be lower than even 

the best mitigation strategies. 

The complexity of climate science and 

economics makes conducting any of these CBAs a 

difficult and perhaps even impossible challenge 

(Ceronsky et al., 2011; Pindyck, 2013). In a candid 

statement alluding to the many difficulties associated 

with determining the “social cost of carbon,” 

Weitzman remarked, “the economics of climate 

change is a problem from hell,” adding that “trying to 

do a benefit-cost analysis (BCA) of climate change 

policies bends and stretches the capability of our 

standard economist’s toolkit up to, and perhaps 

beyond, the breaking point” (Weitzman, 2015).  
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8.1.2 Integrated Assessment Models 

Integrated assessment models (IAMs) are a 

key element of cost-benefit analysis in the 

climate change debate. They are enormously 

complex and can be programmed to arrive at 

widely varying conclusions. 

 

Integrated assessment models (IAMs), as they are 

used in the climate change debate, are mathematical 

constructs that provide a framework for combining 

knowledge from a wide range of disciplines, in 

particular climate science and economics, to measure 

economic damages associated with carbon dioxide 

(CO2)-induced climate change. In public discourse as 

well as academic research, this measure is often 

referred to as the “social cost of carbon” (SCC) 

which Nordhaus (2011) defines as “the economic 

cost caused by an additional ton of carbon dioxide 

emissions (or more succinctly carbon) or its 

equivalent. In a more precise definition, it is the 

change in the discounted value of the utility of 

consumption denominated in terms of current 

consumption per unit of additional emissions. In the 

language of mathematical programming, the SCC is 

the shadow price of carbon emissions along a 

reference path of output, emissions, and climate 

change” (p. 2). 

The SCC label is regretfully inaccurate since 

“carbon” exists in several states in the natural 

environment (including in the human body and in the 

breath we exhale), it is a basic building block of life 

on Earth, and the “cost” being estimated is typically 

only the cost of the effects of climate change 

attributed to CO2 and other greenhouse gases emitted 

by humanity, not the net social and environmental 

costs and benefits of the activities that produce 

greenhouse gases. Since that is quite a mouthful, the 

brief but inaccurate moniker “social cost of carbon” 

has been adopted generally by researchers and is used 

here.  

The building and tweaking of IAMs has become 

so complex its practitioners, like those who specialize 

in cost-benefit analysis, have formed their own 

society, The Integrated Assessment Society, and 

publish their own academic journal, titled Integrated 

Assessment Journal, dedicated to “issues in how to 

calibrate and validate complex integrated assessment 

models” (IAJ, 2018). As noted by Wilkerson et al. 

(2015), there are “dozens of IAMs to choose from 

when evaluating policy options and each has different 

strengths and weaknesses, solves using different 

techniques, and has different levels of technological 

and regional aggregation. So it is critical that 

consumers of model results (e.g., scientists, 

policymakers, leaders in emerging technologies) 

know how a particular model behaves (and why) 

before making decisions based on the results.” 
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The three models used by the U.S. government 

for policymaking prior to 2017 were the Dynamic 

Integrated Climate-Economy (DICE) model, 

developed by Yale University economist William 

Nordhaus (Newbold, 2010; Nordhaus, 2017); the 

Climate Framework for Uncertainty, Negotiation and 

Distribution, referred to as the FUND model, 

originally developed by Richard Tol, an economist at 

the University of Sussex and now co-developed by 

Tol and David Anthoff, an assistant professor in the 

Energy and Resources Group at the University of 

California at Berkeley (Anthoff and Tol, 2014; 

Waldhoff et al., 2014); and the Policy Analysis of the 

Greenhouse Effect (PAGE) model created by Chris 

Hope and other researchers affiliated with the Judge 

Business School at the University of Cambridge 

(Hope, 2006, 2013). 

Because of their prominent role in producing 

SCC estimates, the bulk of the present chapter 

focuses on IAMs. Section 8.1.2.1 discusses their 

background and structure and 8.1.2.2 discusses 

perhaps their biggest problem, the propagation of 

error (sometimes referred to as the “cascade of 

uncertainty” due to the chained logic of the computer 

programming on which they rely). Descriptions of 

the IAMs used by the U.S. Interagency Working 

Group on the Social Cost of Carbon and by a UK 

report – the Stern Review – are presented in Sections 

8.1.3 and 8.1.4, and a brief conclusion appears in 

Section 8.1.5. 
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8.1.2.1 Background and Structure 

A typical IAM has four steps: emission 

scenarios, future CO2 concentrations, climate 

projections and impacts, and economic 

impacts. 

 

Prior to the widespread use of modern-day 

mathematical computer models, questions involving 

cross-disciplinary issues were generally addressed by 

scientific panels or commissions convened to bring 

together a group of experts from different disciplines 

who would provide their collective wisdom and 

judgment on the issue at hand. The first formal 

application of an IAM in global environmental issues 

was the Climate Impacts Assessment Program 

(CIAP) of the U.S. Department of Transportation, 

which examined the potential environmental impacts 

of supersonic flight in the early 1970s. Other efforts 

to address global challenges using IAMs followed, 

but it was not until the 1990s that IAMs proliferated 

and became commonplace in studies of global 

climate change.  

In an early description and review of these 

models, appearing as a chapter in the IPCC’s Second 

Assessment Report, Weyant et al. explained how 

“Integrated Assessment Models (IAMs) use a 

computer program to link an array of component 

models based on mathematical representations of 

information from the various contributing disciplines. 
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This approach makes it easier to ensure consistency 

among the assumptions input to the various 

components of the models, but may tend to constrain 

the type of information that can be used to what is 

explicitly represented in the model” (Weyant et al., 

1996, p. 371). Today there are hundreds of IAMs 

investigating multiple aspects of the global climate 

change debate, including the calculation of SCC 

estimates (Stanton et al., 2009; Wilkerson et al., 

2015).  

As shown in Figure 8.1.2.1.1, there are four basic 

steps to calculating the SCC in an IAM: 

(1) projecting future CO2 emissions based on various 

socioeconomic conditions, (2) calculating future 

atmospheric CO2 concentrations based on the 

predicted emission streams, (3) determining how 

future CO2 concentrations will change global 

temperature and weather, and what impact such 

changes would have on society, and (4) calculating 

the economic impact (“monetizing the damages”) of 

weather-related events. 

The Emission Scenarios block, called Economic 

Dynamics in some models, encompasses the impact = 

population x affluence x technology (IPAT) equation 

discussed in Chapter 5, Section 5.2.1. This block 

usually contains a fairly robust energy module as 

well as a component representing agriculture, 

forestry, and livestock. 

The Future CO2 Concentration block, also called 

the Carbon Cycle module, contains a model of the 

carbon cycle that estimates the net increase of carbon 

in the atmosphere based on what we know of carbon 

reservoirs, exchange rates, and the residence time of 

CO2 in the atmosphere. See Chapter 5, Section 5.1.2 

for a tutorial on the carbon cycle. 

Changes in carbon concentrations are used as 

inputs into a Climate Projections and Impacts block, 

sometimes called a Climate Dynamics module, which 

attempts to predict changes in global average surface 

temperature based on an estimate of “climate 

sensitivity.” See Chapter 2, Section 2.5.3 for a 

discussion of climate sensitivity, and Chapters 1, 2 

and 3 of Idso et al. (2013) for hundreds of source 

citations on this issue. In that same block, changes in 

temperature are determined or assumed to cause 

specific effects such as extreme weather events and 

sea-level rise, which in turn are determined or 

assumed to have adverse effects on agriculture, 

human health, and human security. See Chapter 2, 

Sections 2.1 and 2.7, and Chapter 7, Section 7.2, for 

discussions of these associations and chains of 

impacts, and more generally NIPCC (2013, 2014) for 

thousands of source citations on the subject. 

Finally, the postulated changes to weather and 

then damage to property and livelihood are fed into 

an Economic Impacts block, often called the Damage 

Function module, which monetizes the effects, 

usually expressing them as a change in per-capita 

income or gross national product (GNP) or economic 

growth rates, discounts them to account for the length

 
 

Figure 8.1.2.1.1 
Simplified linear causal chain of an IAM illustrating the basic steps required to 
obtain SCC estimates 
 

 
 
Source: Modified from Parson et al., 2007, Figure ES-1, p. 1. 
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of time that passes before the effects are experienced, 

calculates the total (global) net social cost (or 

benefit), divides it by the number of tons of carbon 

dioxide emitted according to the Emission Scenarios 

block, and produces a “social cost of carbon” 

typically expressed in USD per metric ton of CO2-

equivalent greenhouse gases.  

Models can be more complex than the one shown 

in Figure 8.1.2.1.1. For example, the model 

illustrated in Figure 8.1.2.1.2 incorporates an Ocean 

Carbon Cycle model as well as a terrestrial and 

atmospheric model. Conceptually, there is no limit to 

the degree of sophistication that can be built into the 

IAMs. Computational limits, however, are another 

matter, and these weigh heavily in optimization 

models based on computable general equilibrium 

(CGE) economic modules, such as the DICE model, 

which compute optimal growth paths by computing 

thousands of iterations over hundreds of periods. 

Model complexity does not necessarily equate to 

model accuracy or reliability. Illustrating this point, 

Risbey et al. (1996) compared IAMs to a home built 

from bricks, where the bricks represent the 

substantive knowledge found in the different 

disciplines represented in the various IAM modules, 

and the mortar or “glue” is the modelers’ subjective 

judgements linking the disparate blocks of 

knowledge together. They wrote, 

Unfortunately, while the bricks may be quite 

sound and well described, the subjective 

judgments (glue) are often never made 

explicit. As a result, it is difficult to judge the 

stability of the structure that has been 

constructed. Thus, in the case of integrated 

assessment, not only do we need criteria for 

assessing the quality of the individual 

components of the analysis, we also need 

criteria that are applicable to the glue or the 

subjective judgments of the analyst, as also 

for the analysis as a whole. While criteria for 

adequacy for the individual components may 

be obtained from the individual disciplines, a

 
 

Figure 8.1.2.1.2 
Wiring diagram for integrated assessment models of climate change 
 

 
 
Source: Parson et al., 2007, Figure 2.1, p. 23, citing Wyant et al., 1996. 
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similar situation does not exist for the ‘glue’ 

in the analysis (Risbey et al., 1996, p. 383). 

Not only is the “glue” suspect in IAMs, but the 

blocks themselves are also questionable. Major 

module limitations include the simplicity of their 

approach, using only one or two equations 

associating aggregate damage to one climate variable 

– in most cases temperature change – which does not 

recognize interactions among different impacts. More 

problems include the ability to capture only a limited 

number of impacts and often omitting those impacts 

that may be large but are difficult to quantify or show 

high levels of uncertainty, and presenting damage in 

terms of loss of income without recognizing capital 

implications. A particularly difficult problem to solve 

is the application of “willingness to pay” or “stated 

preference” quantifications that frequently overstate 

values relative to observed behavior, since people 

responding to surveys face no real consequences in 

terms of required payment for the good or service. 

This positive “hypothetical bias” is widely noted and 

discussed in economic literature (e.g., Murphy et al., 

2004; Vossler and Evans, 2009; Penn and Hu, 2018). 

These and other weaknesses described below erode 

confidence in the ability of IAMs to accurately 

estimate the “social cost of carbon” in CBAs. 
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8.1.2.2 Propagation of Error 

IAMs suffer from propagation of error, 

sometimes called cascading uncertainties, 

whereby uncertainty in each stage of the 

analysis compounds, resulting in wide 

uncertainty bars surrounding any eventual 

results. 

 

“Propagation of error” is a term introduced in 

Chapter 2, Section 2.1.1.3, used in statistics to refer 

to how errors or uncertainty in one variable, due 

perhaps to measurement limitations or confounding 

factors, are compounded (or propagated) when that 

variable becomes part of a function involving other 

variables that are similarly uncertain. Error 

propagation through sequential calculations is widely 

used in the physical sciences to reveal the reliability 

of an experimental result or of a calculation from 

theory. As the number of variables or steps in a 

function increases, uncertainties multiply until there 

can be no confidence in the calculational outcomes. 

In academic literature this is sometimes referred to as 

“cascading uncertainties” or “uncertainty 

explosions.” 

Uncertainties in climate science, described in 

Chapter 2, create major difficulties for IAMs. 

Although considerable progress has been made in 

climate science and in the understanding of how 

human activity interacts with and impacts the 

biosphere and economy, significant uncertainties 

persist in each block or module of an IAM. As the 
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model progresses through each of these phases, 

uncertainties surrounding each variable in the chain 

of computations are compounded one upon another, 

creating a cascade of uncertainties that peaks upon 

completion of the final calculation. 

An interesting example of the uncertainty and 

arbitrariness of damage functions can be shown in a 

comparison conducted by Aldy et al. (2009) of the 

results of IAM impact studies. They found there was 

a significant amount of consistency among several 

disparate studies of the economic impact of a 2.5°C
 

warming by 2100 of average global temperatures 

compared to pre-industrial levels. Five models 

predicted economic damages between 1% and 2% of 

global GDP. However, although the gross damage 

estimates were similar, there were huge differences in 

the estimates of the sources of the damages within 

each study. The similar results for the gross damage 

estimates could have occurred by remarkable 

coincidence. More likely, the modelers “tuned” their 

models to arrive at total damage values they knew to 

be in the range of what other researchers have 

reported. This is an example of the “herding” 

behavior documented in Chapter 2, Section 2.2.2.1, 

and the “tuning” of climate models reported by 

Voosen (2016) and Hourdin et al. (2017). 

When confronted with the fact that their models 

include only a limited number of sectors of the 

economy, the modelers typically argue any 

unrepresented sectors would result in even greater 

damage assessment if included. For example, the 

IPCC says “Different studies include different 

aspects of the impacts of climate change, but no 

estimate is complete; most experts speculate that 

excluded impacts are on balance negative” (IPCC, 

2014, p. 690). However, little evidence is presented 

to support these claims. In contrast, as shown in 

previous chapters of this volume, the opposite is 

more likely to be true. Tunnel vision prevents 

bureaucracies from searching for evidence that might 

seem to lower the risk of the problem they are 

responsible for solving, so the “excluded impacts” 

are likely to be exculpatory rather than reinforce the 

government’s theory. Publication bias (the tendency 

of academic journals to publish research that finds 

associations and not to publish those that do not) 

means more research is likely to reveal that 

relationships between climate change and alleged 

impacts is weaker than currently thought.  

IAMs increasingly address the issue of 

uncertainty by including probability distributions – a 

range of values around a norm – of the parameters to 

explicitly address the issue of uncertainty. While this 

serves to acknowledge that we have no real scientific 

evidence to support one value over another, their use 

introduces another bias into IAM results. Since the 

structure of the damage function is made up of 

quadratic equations, the results of using probability 

distributions of equation parameters results in so-

called “fat tail” impacts that are larger for higher 

temperature increases than for lower increases. 

Multiplying a series of upper-bound estimates results 

in a phenomenon called “cascading conservatism” 

(Council of Economic Advisors, 2004, p. 179) or 

what Belzer (2012, p. 13) calls “cascading bias,” 

leading to risk assessments that are orders of 

magnitude higher than what observational data 

suggest.  

Many experts have concluded the uncertainty 

problem affecting IAMs makes them too unreliable to 

form the basis of public policy decisions. Payne 

(2014) noted “the activist policy [of reducing CO2 

emissions] depends on a teetering chain of 

improbabilities” and represents “an extensive chain 

of assumptions, every one of which has to be true in 

order for carbon-dioxide-limiting policies to be 

justified.” Pindyck wrote in the Journal of Economic 

Literature in 2013,  

[IAMs] have crucial flaws that make them 

close to useless as tools for policy analysis: 

certain inputs (e.g., the discount rate) are 

arbitrary, but have huge effects on the SCC 

estimates the models produce; the models’ 

descriptions of the impact of climate change 

are completely ad hoc, with no theoretical or 

empirical foundation; and the models can tell 

us nothing about the most important driver of 

the SCC, the possibility of a catastrophic 

climate outcome. IAM-based analyses of 

climate policy create a perception of 

knowledge and precision, but that perception 

is illusory and misleading (Pindyck, 2013a, 

abstract). 

Writing that same year in the Review of 

Environmental Economics and Policy, Pindyck 

(2013b, p. 6) also observed: 

IAM damage functions are completely made 

up, with no theoretical or empirical 

foundation. They simply reflect common 

beliefs (which might be wrong) regarding the 

impact of 2°C or 3°C of warming, and can 

tell us nothing about what might happen if 

the temperature increases by 5°C or more. 
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And yet those damage functions are taken 

seriously when IAMs are used to analyze 

climate policy. 

Harvard University’s Martin Weitzman (2015, 

pp. 145–6) has commented, 

[D]isconcertingly large uncertainties are 

everywhere, including the most challenging 

kinds of deep structural uncertainties. The 

climate change problem unfolds over 

centuries and millennia, a long 

intergenerational human time frame that most 

people are entirely unaccustomed to thinking 

about. With such long time frames, 

discounting becomes ultra-decisive for BCA, 

and there is much debate and confusion about 

which long-run discount rate should be 

chosen. 

According to Tapia Granados and Carpintero 

(2013, p. 40), “The lack of robustness of results of 

different IAMs indicates the limitations of the 

neoclassical approach, which constitutes the 

theoretical base of most IAMs; the variety of so-

called ad hoc assumptions (often qualified as ‘heroic’ 

by their own authors), and the controversial nature of 

the methods to estimate the monetary value of non-

market costs and benefits (mortality, morbidity, 

damage to ecosystems, etc.). These features explain 

why many contributions of this type of 

macroeconomics-oriented IAMs have been criticized 

for their dubious political usefulness and limited 

scientific soundness.” 

Tapia Granados and Carpintero then presented 

several important shortcomings of IAMs, most of 

which have been discussed previously: (1) a lack of 

transparency to explain and justify the assumptions 

behind the estimates, (2) questionable treatment of 

uncertainty and discounting of the future, (3) 

assumption of perfect substitutability between 

manufactured capital and “natural” capital in the 

production of goods and services, and (4) problems in 

the way IAMs estimate monetary costs of non-market 

effects, which can lead to skepticism about policies 

based on the results of the models. In another blunt 

assessment, Ackerman et al. (2009, pp. 131–2) wrote: 

[P]olicy makers and scientists should be 

skeptical of efforts by economists to specify 

optimal policy paths using the current 

generation of IAMs. These models do not 

embody the state of the art in the economic 

theory of uncertainty, and the foundations of 

the IAMs are much shakier than the general 

circulation models that represent our best 

current understanding of physical climate 

processes. Not only do the IAMs entail an 

implicit philosophical stance that is highly 

contestable, they suffer from technical 

deficiencies that are widely recognized 

within economics.  

Even the latest contributors to the IPCC’s 

assessment reports agree. According to the Working 

Group II contribution to Chapter 10 of the Fifth 

Assessment Report (AR5), “Uncertainty in SCC 

estimates is high due to the uncertainty in underlying 

total damage estimates (see Section 10.9.2), 

uncertainty about future emissions, future climate 

change, future vulnerability and future valuation. The 

spread in estimates is also high due to disagreement 

regarding the appropriate framework for aggregating 

impacts over time (discounting), regions (equity 

weighing), and states of the world (risk aversion).” 

As the result of such uncertainties, they say, 

Quantitative analyses have shown that SCC 

estimates can vary by at least approximately 

two times depending on assumptions about 

future demographic conditions (Interagency 

Working Group on the Social Cost of 

Carbon, 2010), at least approximately three 

times owing to the incorporation of 

uncertainty (Kopp et al., 2012), and at least 

approximately four times owing to 

differences in discounting (Tol, 2011) or 

alternative damage functions (Ackerman and 

Stanton, 2012) (IPCC, 2014, p. 691). 

According to the IPCC, “In sum, estimates of the 

aggregate economic impact of climate change are 

relatively small but with a large downside risk. 

Estimates of the incremental damage per tonne of 

CO2 emitted vary by two orders of magnitude, with 

the assumed discount rate the main driver of the 

differences between estimates. The literature on the 

impact of climate and climate change on economic 

growth and development has yet to reach firm 

conclusions. There is agreement that climate change 

would slow economic growth, by a little according to 

some studies and by a lot according to other studies. 

Different economies will be affected differently. 

Some studies suggest that climate change may trap 

more people in poverty” (Ibid., p. 692–693, italics 

added). 
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For the foreseeable future, IAM analyses will be 

saddled with the fact that the degree of uncertainty 

within the various computational stages is immense – 

especially when the most significant input is 

subjective (i.e., the discount rate). For all practical 

purposes the errors inherent to IAMs render their use 

as policy tools highly questionable, if not 

irresponsible. They are simply not capable of 

providing realistic estimates of the SCC, nor can they 

justify GHG emission reduction policies.  
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8.1.3 IWG Reports 

The widely cited “social cost of carbon” 

calculations produced during the Obama 

administration by the Interagency Working 

Group on the Social Cost of Carbon have 

been withdrawn and are not reliable guides 

for policymakers. 

 

On March 28, 2017, President Donald Trump issued 

an executive order ending the U.S. government’s 

endorsement of estimates of the “social cost of 

carbon” (SCC) (Trump, 2017). The executive order, 

which also rescinded other legacies of the Obama 

administration’s environmental agenda, read in part: 

Section 5. Review of Estimates of the Social 

Cost of Carbon, Nitrous Oxide, and Methane 

for Regulatory Impact Analysis. 

(a) In order to ensure sound regulatory 

decision making, it is essential that agencies 

use estimates of costs and benefits in their 

regulatory analyses that are based on the best 

available science and economics. 

https://academic.oup.com/reep/article-abstract/9/1/145/1577445?redirectedFrom=PDF
https://academic.oup.com/reep/article-abstract/9/1/145/1577445?redirectedFrom=PDF
https://academic.oup.com/reep/article-abstract/9/1/145/1577445?redirectedFrom=PDF
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(b) The Interagency Working Group on the 

Social Cost of Greenhouse Gases (IWG), 

which was convened by the Council of 

Economic Advisers and the OMB Director, 

shall be disbanded, and the following 

documents issued by the IWG shall be 

withdrawn as no longer representative of 

governmental policy: 

(i) Technical Support Document: Social Cost 

of Carbon for Regulatory Impact Analysis 

Under Executive Order 12866 (February 

2010); 

(ii) Technical Update of the Social Cost of 

Carbon for Regulatory Impact Analysis (May 

2013); 

(iii) Technical Update of the Social Cost of 

Carbon for Regulatory Impact Analysis 

(November 2013); 

(iv) Technical Update of the Social Cost of 

Carbon for Regulatory Impact Analysis (July 

2015); 

(v) Addendum to the Technical Support 

Document for Social Cost of Carbon: 

Application of the Methodology to Estimate 

the Social Cost of Methane and the Social 

Cost of Nitrous Oxide (August 2016); and 

(vi) Technical Update of the Social Cost of 

Carbon for Regulatory Impact Analysis 

(August 2016). 

(c) Effective immediately, when monetizing 

the value of changes in greenhouse gas 

emissions resulting from regulations, 

including with respect to the consideration of 

domestic versus international impacts and the 

consideration of appropriate discount rates, 

agencies shall ensure, to the extent permitted 

by law, that any such estimates are consistent 

with the guidance contained in OMB 

Circular A-4 of September 17, 2003 

(Regulatory Analysis), which was issued 

after peer review and public comment and 

has been widely accepted for more than a 

decade as embodying the best practices for 

conducting regulatory cost-benefit analysis 

(Trump, 2017). 

It is not unusual for a president to rescind his 

predecessor’s executive orders, and Trump’s 

predecessor relied heavily on executive orders to 

implement his anti-fossil-fuel agenda. Disbanding the 

Interagency Working Group (IWG) sent a clear 

signal that the president did not want to see the 

“social cost of carbon” concept kept alive by agency 

bureaucrats. 

The IWG was comprised of representatives from 

12 federal agencies brought together specifically to 

come up with a number – the alleged damages due to 

climate change caused by each ton of CO2 emitted by 

the use of fossil fuels – that could be used to support 

President Barack Obama’s war on fossil fuels (IER, 

2014, p. 2). It was an example of the “seeing like a 

state” phenomenon reported by Scott (1998) and 

discussed in Chapter 1, Section 1.3.4, when 

government agencies succumb to pressure to find 

what they believe their overseers want them to find. 

IWG utilized experts from numerous agencies who 

explored technical literature in relevant fields, 

discussed key model inputs and assumptions, 

considered public comments, and then duly produced 

some stylized facts to meet the government’s needs.  

The first IWG report, issued in 2010, put the 

social cost of carbon in 2010 at between $4.70 and 

$35.10 per metric ton of CO2, depending on the 

discount rate used (5% for the lower estimate and 

2.5% for the higher estimate) (IWG, 2010). The 

numbers were based on the average SCC calculated 

by three IAMs (DICE, PAGE, and FUND) and three 

discount rates (2.5%, 3%, and 5%). A fourth value 

was calculated as the 95
th
 percentile SCC estimate 

across all three models at a 3% discount rate and was 

included to characterize higher-than-expected 

impacts from temperature change in the tails of the 

SCC distribution. See Figure 8.1.3.1. 

New versions of the three IAMs prompted IWG 

to recalculate and publish revised SCC estimates in 

2013, shown in Figure 8.1.3.2 below (IWG, 2013). In 

this follow-up exercise, IWG did not revisit other 

methodological decisions so no changes were made 

to the discount rate, reference case socioeconomic 

and emission scenarios, or equilibrium climate 

sensitivity. Changes in the way damages are modeled 

were confined to those that had been incorporated 

into the latest versions of the models by the 

developers themselves and reported in the peer-

reviewed literature.  

The IWG’s new estimates for the SCC in 2010 

ranged from $11 to $52 per metric ton of CO2, once 

again depending on the discount rate used, 

considerably higher than its previous estimate. The  
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Figure 8.1.3.1 
Estimates of the social cost of carbon in 
2007 dollars per metric ton of CO2 from the 
IWG’s 2010 report 

 

Discount 
Rate 
Year 

5.0% 
Avg 

3.0% 
Avg 

2.5% 
Avg 

3.0% 
95th 

2010 4.7 21.4 35.1 64.9 

2015 5.7 23.8 38.4 72.8 

2020 6.8 26.3 41.7 80.7 

2025 8.2 29.6 45.9 90.4 

2030 9.7 32.8 50.0 100.0 

2035 11.2 36.0 54.2 109.7 

2040 12.7 39.2 58.4 119.3 

2045 14.2 42.1 61.7 127.8 

2050 15.7 44.9 65.0 136.2 

 
Source: IWG, 2010. 

 
 

 
 
Figure 8.1.3.2 
Estimates of the social cost of carbon in 
2007 dollars per metric ton of CO2 from the 
IWG’s 2013 report 
 

Discount 
Rate 
Year 

5.0% 
Avg 

3.0% 
Avg 

2.5% 
Avg 

3.0% 
95th 

2010 11 33 52 90 

2015 12 38 58 109 

2020 12 43 65 129 

2025 14 48 70 144 

2030 16 52 76 159 

2035 19 57 81 176 

2040 21 62 87 192 

2045 24 66 92 206 

2050 27 71 98 221 

 
Source: IWG, 2013. 

 
 

new, higher SCC estimates were used by the U.S. 

government for the first time in a June 2013 rule on 

efficiency standards for microwave ovens (U.S. 

Department of Energy, 2013). IWG’s SCC estimates 

were fiercely criticized by experts in the climate 

change debate. Much of the criticism focused on the 

IAMs it used as the basis of its estimates – an average 

of the DICE, FUND, and PAGE models – and since 

those models are critiqued later in this chapter (see 

Section 8.3), there is no need to repeat that analysis 

here.  

The Institute for Energy Research (IER), in 

comments submitted to the Office of Management 

and Budget in 2014, offered a stinging critique of 

SCCs in general, making many of the points made in 

the previous section, and then focused specifically on 

IWG’s process for arriving at an SCC estimate. The 

IER authors wrote: 

The most obvious example of the dubious 

implementation of the SCC in federal 

cost/benefit analyses is the ignoring of clear 

[Office of Management and Budget (OMB)] 

guidelines on how such analyses are to be 

quantified. Specifically, OMB requires that 

the costs and benefits of proposed policies be 

quantified at discount rates of 3% and 7% 

(with additional rates being optional), and 

OMB also requires that the costs and benefits 

be quantified at the domestic (not global) 

level. In practice, the Working Group and 

agencies that have relied on its estimates of 

the SCC have simply ignored these two clear 

OMB guidelines (IER, 2014, p. 12). 

Similar points were made in comments submitted 

by Michaels and Knappenberger (2014). When 

Heritage Foundation researchers re-ran two of the 

three IAMs using the 7% discount rate, the SCC 

dropped by more than 80 percent in one of the 

models and actually went negative in the other 

(Dayaratna and Kreutzer, 2013, 2014). The authors of 

the IER comment went on to say, “No one is arguing 

that the Working Group or federal agencies should be 

prohibited from reporting results using a low discount 

rate. Rather, the public deserves to know what the 

results would be, were the cost/benefit calculations 

performed at a 7% discount rate, as OMB guidelines 

clearly require,” and “This omission of a 7% figure 

masks just how dependent the SCC is on discount 

rates” (IER, 2014, p. 12) The importance of choosing 

proper discount rates is discussed in detail later in 

this chapter (see Section 8.2.5.2). 
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The IWG’s decision to include in its cost-benefit 

analysis estimates of the global costs (and 

presumably benefits) of climate change reflected the 

fact that the three IAMs it chose to rely on attempt to 

find a global cost rather than a cost specific to the 

United States. But not only does this violate the 

purpose of CBA as set forth in national policy 

guidelines, it also produces false results by 

disregarding the “leakage” problem reported in 

Chapter 1, Section 1.2.10, which found reducing 

emissions in the United States by 10 metric tons 

could cause emissions by other countries to increase 

between 1.2 and 13 tons (Brown, 1999; Babiker, 

2005). 

A net reduction of 10 tons assuming the lower of 

the two estimates would require an emissions 

reduction by the United States of 11.4 tons, so the 

IWG estimate of the SCC is too low. The second 

estimate means no reductions by the United States, 

no matter how high, will lead to a net reduction in 

global emissions since emissions in other countries 

rise faster than reductions in the United States. In 

choosing to use a global estimate of damages in its 

SCC, the IWG disregarded an extensive body of 

literature on leakage rates by industry, by type of 

program, and by country (Fischer et al., 2010).  

Finally, the IER researchers also observe that 

“According to Cass Sunstein, the man who convened 

the SCC Working Group, ‘Neither the 2010 TSD 

[Technical Support Document] nor the 2013 update 

was subject to peer review in advance, though an 

interim version was subject to public comment in 

2009’ [Sunstein, 2013]. This is a direct violation of 

the administration’s stance on ‘Transparency and 

Open Government’ [Obama, 2009]” (IER, 2014, p. 

19). 

For all these reasons, the Trump administration 

was right to withdraw the social cost of carbon 

calculations produced during the Obama 

administration by the Interagency Working Group on 

the Social Cost of Carbon. 
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and off mode for microwave ovens. Federal Register 78 

(116): 10 CFR Parts 429 and 430.  

 

8.1.4 The Stern Review  

The widely cited “Stern Review” was an 

important early attempt to apply cost-benefit 

analysis to climate change. Its its authors 

focused on worst-case scenarios and failed to 

report profound uncertainties. 

 

The Economics of Climate Change: The Stern Review 

was prepared for the British government by Nicholas 

Stern, professor of economics and government at the 

London School of Economics, released in October 

2006, and published by Cambridge University Press 

in 2007 (Stern et al., 2007). Commonly known as the 

Stern Review, it claimed “using the results from 

formal economic models, the Review estimates that if 

we don’t act, the overall costs and risks of climate 

change will be equivalent to losing at least 5% of 

global GDP each year, now and forever. If a wider 

range of risks and impacts is taken into account, the 

estimates of damage could rise to 20% of GDP or 

more.” 

The Stern Review’s findings were markedly 

different from prior works on the subject and thus led 

to questions as to how and why its authors came to 

such a radically different conclusion. It did not take 

long for researchers to determine the disparity and 

the report was quickly refuted (Byatt et al., 2006; 

Mendelsohn, 2006; Nordhaus, 2006; Tol and Yohe, 

2006). Nevertheless, the report was heralded 

throughout the policy world and continues to be 

frequently cited as justification for enacting CO2 

emission reduction policies. Following are some key 

shortcomings of the report. 

Uncertainty. Uncertainties all along the chain of 

calculations are poorly expressed or not 

acknowledged at all, creating the appearance of a 

specific and certain finding (such as the numbers 

cited above) even though its conclusions could be off 

by an order of magnitude or even reverse sign. This 

sort of rhetoric is tolerated in the “gray literature” – 

policy research and commentary that is not peer-

reviewed – but it should not then be presented as an 

authoritative scientific report. 

Emission Scenarios. The Stern Review 

uncritically endorses the IPCC’s future emissions 

scenarios, which have been widely criticized as 

problematic and based on flawed economic analyses 

to which no probabilities have been assigned 

(Henderson, 2005). As an example, the Stern Review 

considers only one baseline of demographic change 

over the next two centuries, which assumes rapid 

population growth in lower latitudes. Further, the 

scenario assumes an anemic growth in per-capita 

income of only 1.3% per year instead of recent 

growth rates of approximately 3%. This blend of 

assumptions creates a future full of billions of poor 

people living in regions deemed most sensitive to 

warming. Had the Stern Review assumed economic 

growth to continue at just 2%, and if population 

growth rates continued to slow, there would actually 

be a reduction in the poorest and most vulnerable 

rural populations in these lower latitudes. 

Climate Impacts. The Stern Review consistently 

exaggerates the potential impacts of climate change, 

giving much more weight and credence to worst-case 

future climate scenarios. The report assumes 

powerful positive feedbacks will cause temperatures 

to increase more rapidly than previously thought, 

especially throughout the twenty-second century. The 

central assumption is temperatures might rise 2° to 

5°C by 2100, and then by another 2°C by 2200. But 

the report also raises the possibility warming might 

be as high as 10° to 11°C by 2100, in which event the 

global cost is estimated to be as high as 5% to 20% of 

GDP.  

Much of the economic damages are expected to 

result from increasing extreme weather events, which 

gain in magnitude and frequency and time in the 

Stern Review. Observational evidence, in contrast, 

shows no conclusive relationship between extreme 

weather events and global warming, with much of the 

literature suggestive that such events will decline as 

temperatures warm (see Chapter 2 and references in 

NIPCC, 2013, Chapter 7). Estimated annual climate-

related damages in the Stern Review amount to only 

0.2% of GDP at present but rise to 5% of GDP in 

2200. This translates to around $70 billion in 

damages in 2000 to a staggering $23 trillion per year 

by 2200. There is no evidence to suggest climate 

impacts could possibly reach this height. 

Discount Rate. The Stern Review utilized an 

extremely low value for the discount rate, just 1.4%. 

As discussed in some detail in Section 8.2.5.2, the 

application of such a low value will inherently 

produce a very high SCC (one dollar of damage in 

2200 is worth six cents in 2000 if discounted at 1.4%, 

but worth only 0.03 cents if discounted at 4%). The 

authors of the Stern Review argue for using the 1.4% 

value, which is only 0.1% above the rate of growth of 

consumption in their analysis, saying it is “ethically 

proper” – they consider using a higher discount rate 

http://www.gpo.gov/fdsys/pkg/FR-2013-06-17/pdf/2013-13535.pdf
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to be unfair to future generations. In fact, using a low 

discount rate to justify draconian reductions on CO2 

emissions today would reduce the welfare of all 

generations by slowing economic growth today and 

for decades to come. Further, by using a low discount 

rate, the Stern Review placed too much near-term 

significance on events that may occur only far into 

the future. 

Another problem concerning the discount rate 

was pointed out by Mendelsohn (2006, p. 43), who 

wrote 

Despite arguing for the low discount rate in 

the impact analysis, the report does not use it 

when evaluating the cost of mitigation. To be 

consistent, the opportunity cost of investing 

in mitigation must also be valued using the 

same discount rate as was used to determine 

the cost of climate change. Because investing 

in mitigation substitutes for investing in other 

activities that can earn the market rate of 

interest, society loses the income that it could 

have gained from other valuable projects. 

Assuming that we use the historic rate of 

return of 4% (that the mitigation program 

does not drive up interest rates), the value of 

$1 of abatement is $2.9 when evaluated at a 

discount rate of 1.4%. The mitigation costs 

reported in the study need to be multiplied by 

a factor of three to be consistent with how the 

damages are calculated. 

No Adaptation. Despite discussing the 

importance of human adaptation to climate change at 

various points in the report, the influence of 

adaptation on welfare damages is not taken into 

account. As Mendelsohn (2006, p. 44) once again 

critiqued: “[T]he report’s estimates of flood damage 

costs from earlier spring thaws do not consider the 

probability that people will build dams to control the 

flooding. Farmers are envisioned as continuing to 

grow crops that are ill suited for new climates. People 

do not adjust to the warmer temperatures they 

experience year after year, and they thus die from 

heat stroke. Protective structures are not built along 

the coasts to stop rising sea levels from flooding 

cities. No public health measures are taken to stop 

infectious diseases from spreading.” The result is that 

“compared to studies that include adaptation, the 

[Stern] report overestimates damages by more than 

an order of magnitude” (Ibid.). 

Emission Abatement. The Stern Review concedes 

a present-day high cost of abatement. To reach the 

stabilization goal of 550 ppm, which corresponds to a 

two-thirds reduction in emissions by 2050, a carbon 

tax on the order of $168 per ton would need to be 

implemented, amounting to a rough estimate of $8.9 

trillion per year, which is 6.5% of GDP, or a 

displaced investment worth about 20% of GDP. The 

Stern Review reassures its readers these costs will be 

reduced over time by technological advancements 

that will drive the costs to only 3% of GDP in 2020 

and 1% in 2050. But the costs of technologies do not 

always fall over time.  

Mendelsohn (2006, p. 46) wrote, “Many 

technologies have been abandoned precisely because 

their costs have not fallen. Moreover, one must be 

careful projecting how far costs will fall because one 

will eventually exhaust all the possible improvements 

that can be made. One of the critical linchpins of the 

Stern Report is that technical change will drive down 

the cost of abatement six-fold by 2050.” 

Carbon recapture remains a costly, unproven 

technology and there are multiple problems with 

renewable technology (see Chapter 3). To meet the 

Stern Review’s goals, Mendelsohn notes, an area 

covering some 5 million to 10 million hectares of 

land would be needed for solar panels (in sunny 

locations), 33 million hectares would be needed to 

install two million additional wind turbines, and a 

whopping 500 million additional hectares of land 

would be needed to increase energy production from 

biofuels (Mendelsohn, 2006, p. 45). And, despite the 

increased pressure these actions would place on land, 

the Stern Review assumes they would have no impact 

on the price of land, nor on the industries from which 

the land presumably would be taken (agriculture, 

timber, and tourism). 

Economic Impact. Because of its errors in 

emission scenarios, estimates of climate impact, use 

of improper discount rates, and failure to consider 

adaptation, the Stern Review’s claim that unabated 

global warming would produce large negative 

economic impacts “now and forever” is not credible. 

Unlike most other studies, the Stern Review attempts 

to account for non-market (i.e., environmental) 

impacts as well as the risk of catastrophe (see, e.g., 

Freeman and Guzman, 2009, p. 127). Tol observes, 

“[The Stern Review’s] impact estimates are 

pessimistic even when compared to other studies in 

the gray literature and other estimates that use low 

discount rates” (Tol, 2008, p. 9). 

Goklany (2009) used the Stern Review’s four 

emission scenarios (taken from the IPCC’s Third 

Assessment Report (TAR)) and its inflated estimates 

of the damages caused by global warming (expressed 
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as a loss of GDP) for developing and industrialized 

countries to produce estimates of per-capita income 

in 2100 and 2200 net of the cost of global warming – 

in other words, subtracting the Stern Review’s 

estimate of income loss attributed to unabated global 

warming – and compared them to actual 1990 per-

capita income (both Stern’s and the IPCC’s baseline 

year). His findings appear in Figure 8.1.4.1. 

In Figure 8.1.4.1, the net GDP per capita for 

1990 is the same as the actual (unadjusted) GDP per 

capita (in 1990 US dollars, using market exchange 

rates, per the IPCC’s practice). This is consistent with 

using 1990 as the base year for estimating changes in 

globally averaged temperatures. The average global 

temperature increases from 1990 to 2085 for the 

scenarios are as follows: 4°C for AIFI, 3.3°C for A2, 

2.4°C for B2, and 2.1°C for B1. For context, in 2006, 

GDP per capita for industrialized countries was 

$19,300; the United States, $30,100; and developing 

countries, $1,500. 

For 2100, the unadjusted GDP per capita 

accounts for any population and economic growth 

assumed in the IPCC scenarios from 1990 (the base 

year) to 2100. For 2200, Goklany assumed the 

unadjusted GDP per capita is double that in 2100, 

which is equivalent to a compounded annual growth 

rate of 0.7%, less than the Stern Review’s assumed 

annual growth rate of 1.3%. Thus, Goklany’s 

calculation substantially understates the unadjusted 

GDP per capita and, therefore, also the net per-capita 

GDP in 2200. The costs of global warming are taken 

from the Stern Review’s 95
th
 percentile estimates 

under the “high climate change” scenario, which is 

equivalent to the IPCC’s warmest scenario (A1F1). 

Per the Stern Review, these costs amount to 7.5% of 

global GDP in 2100 and 35.2% in 2200. These losses 

are adjusted downwards for the cooler scenarios per 

Goklany (2007). 

  

 
 

Figure 8.1.4.1 
Net GDP per capita, 1990–2200, after accounting for losses due to global warming as estimated 
by the Stern Review, for four IPCC emission and climate scenarios 
 

 
 

A1FI, A2, B2, and B1 are four emission scenarios for the years 2100 and 2200 as postulated by IPCC TAR 
arranged from the warmest (A1FI) on the left to the coolest (B1) on the right. Per-capita income growth rate is 
explained in the text. Source: Goklany, 2009. 
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Figure 8.1.4.1 shows that even accepting the 

Stern Review’s unrealistic assumptions and highest 

damage estimates, and despite assuming an economic 

growth rate in the absence of global warming that is 

less than the already low rate assumed by the Stern 

Report, for populations living in countries currently 

classified as “developing,” net GDP per capita (after 

accounting for global warming) will be 11 to 65 

times higher in 2100 than it was in the base year. It 

will be even higher (18 to 95 times) in 2200. 

Goklany’s calculation also found that 

industrialized countries will have net GDP per capita 

three to seven times higher in 2100 than in 1990. In 

2200 it will be five to 10 times higher. Net GDP per 

capita in today’s developing countries will be higher 

in 2200 than it was in industrialized countries in the 

base year (1990) under all scenarios, despite any 

global warming. That is, regardless of any global 

warming, populations living in today’s developing 

countries will be far better off in the future than 

people currently inhabiting today’s industrialized 

countries. This is also true for 2100 for all but the 

“poorest” (A2) scenario. 

Under the warmest scenario (A1FI), the scenario 

that prompts much of the apocalyptic warnings about 

global warming, net GDP per capita of inhabitants of 

developing countries in 2100 ($61,500) will be 

double that of the United States in 2006 ($30,100), 

and almost triple in 2200 ($86,200 versus $30,100). 

(All dollar estimates are in 1990 US dollars.) 

In other words, if the Stern Review’s pessimistic 

scenario were to come about, people everywhere – 

even in developing countries – would be wealthy by 

today’s standards, and their ability to cope with and 

adapt to climate change will be correspondingly 

higher.  

 

* * * 

 

In conclusion, at the time of its publication in 

2007 the Stern Review was a serious attempt to 

estimate the social costs and benefits of climate 

change. Written by a distinguished author (and team 

of assistants), it was and still is accepted as being at 

least close to the mark by many policymakers and 

activists around the world. But the report was not 

even close to the mark. 

Admitting and reporting uncertainty is what 

separates scholarship from propaganda. For the 

authors of the Stern Review not to admit or reveal the 

cascade of uncertainties that render their predictions 

wholly implausible is not excusable. To manipulate 

economic growth and discount rates to arrive at 

headline-grabbing numbers that invoke fear is not the 

best way to advance an informed public debate. 

Painting a picture of widespread poverty and despair 

a century from now, when its own data show people 

living in developing countries would be 11 to 

65 times better off in 2100 than they were in 1990, 

suggests at best sleight of hand rather than 

transparency. In short, the Stern Review set back, 

rather than advanced, global understanding of the 

consequences of climate change. 
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8.1.5 Conclusion 

Cost-benefit analysis (CBA) is a well-established 

practice in finance and economics, and its application 

to fossil fuels, climate change, and environmental 

regulations should be welcomed. Decisions need to 

be made, but they are being made without a full 

appreciation of the costs and benefits involved, who 

will bear the costs and when they might arrive, and 

other key factors that need to be considered. 

Integrated assessment models (IAMs) attempt to fill 

this gap by combining what is known about climate 

change – the carbon cycle, climate sensitivity, and 

the residence time of CO2 in the atmosphere, for 

example – with economic models that monetize the 

possible consequences of climate change. These 

models can be simple or complex; complexity is no 

guarantee of a superior ability to forecast the future, 

and may have the opposite effect. 

The problem with IAMs is that they are not 

reliable. This is the result of cascading uncertainties 

in each block or module of the models, a problem 

that cannot be solved by more computer power, more 

data, or averaging the outputs of multiple models. 

Even small amounts of uncertainty in, say, the 

residence time of CO2 in the atmosphere or the cost 

of adaptation in future years, produces false signals 

that get amplified year after year as the model is run, 

making predictions 50 years or 100 years distant 

purely speculative. 

A second problem with IAMs is the judgments 

that act as the “glue” between the modules. Those 

judgments are subjective and can be “tuned” to 

produce practically any result their modelers like: a 

low “social cost of carbon” estimate if the intent is to 

avoid having to pay for polluting the commons with 

greenhouse gases that may injure future generations, 

or a higher estimate if the intent is to justify punitive 

regulations on fossil fuel producers and users. 

Certainly this latter was the case with the SCC 

estimates produced by the now-disbanded 

Interagency Working Group and the Stern Review. 

Later in this chapter, Section 8.3 reports two 

attempts made to correct some of the biggest 

mistakes that appear in IAMs. The exercise is useful 

if only to reveal how unrealistic current models are 

and to give policymakers a basis for rejecting calls 

that they act on the current models’ flawed and 

exaggerated forecasts. 

8.2 Assumptions and Controversies 

Each of the four modules of a typical integrated 

assessment model (IAM) relies on assumptions about 

and controversial estimates of key data, processes, 

and trends. Efforts to use the models to apply cost-

benefit analysis (CBA) to climate change are 

consequently deeply compromised. In this section the 

major assumptions and controversies in each model 

are identified and errors documented. 

 

 
8.2.1 Emission Scenarios 

Most IAMs rely on emission scenarios that 

are little more than guesses and speculative 

“storylines.” Even current greenhouse gas 

emissions cannot be measured accurately, 

and technology is likely to change future 

emissions in ways that cannot be predicted. 

 
As illustrated in Figure 8.1.2.1.1, the first step in an 

IAM is to project future changes in human 

greenhouse gas emissions. The Emission Scenarios 

block, called Economic Dynamics in some models, 

encompasses the impact = population x affluence x 

technology (IPAT) equation discussed in Chapter 5, 

Section 5.2.1. 

Scenarios (or “storylines,” as the IPCC has called 

them in the past) of future CO2 emissions are 

generated by forecasting economic growth rates and 

their related emissions. Prior to 2013, most IAMs and 

“gray literature” such as the Stern Review relied on 

emission scenarios called “SRESs,” named after the 

IPCC’s 2000 Special Report on Emissions Scenarios 

that proposed them (IPCC, 2000). In 2013, those 

scenarios were superseded by “representative 

concentration pathways” (RCPs) used in the Fifth 

Assessment Report (IPCC, 2013, Chapters 1 and 12). 

As the IPCC explains, “Representative Concentration 

Pathways are referred to as pathways in order to 

emphasize that they are not definitive scenarios, but 

rather internally consistent sets of time-dependent 

forcing projections that could potentially be realized 

with more than one underlying socioeconomic 

scenario. The primary products of the RCPs are 

concentrations but they also provide [estimates of] 

gas emissions” (IPCC, 2013, p. 1045). 

Each RCP starts with projections of emissions of 

four greenhouse gases (carbon dioxide, methane, 

nitrous oxide, and chlorofluorocarbons (CFCs)) 

obtained from the Coupled Model Intercomparison 

Project (CMIP), an international effort to achieve 
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Figure 8.2.1.1 
Greenhouse gas emissions in IPCC’s four representative concentration pathways (RCPs) from 
1765 to 2300 
 

 
 
Source: IPCC, 2013, Box 1.1, Figure 3b, p. 149. 

 
 

consensus on inputs to IAMs. According to CMIP’s 

website, “CMIP provides a community-based 

infrastructure in support of climate model diagnosis, 

validation, intercomparison, documentation and data 

access. This framework enables a diverse community 

of scientists to analyze [global climate models] in a 

systematic fashion, a process which serves to 

facilitate model improvement. Virtually the entire 

international climate modeling community has 

participated in this project since its inception in 

1995” (CMIP, 2018). CMIP is funded by the U.S. 

Department of Energy. 

Total global annual anthropogenic emissions of 

greenhouse gases, measured as CO2 equivalents, are 

estimated for the past two centuries (starting “around 

1765”) and forecast from the present for 

approximately 300 years (to the year 2300). The 

IPCC’s forecast appears as Figure 8.2.1.1, reprinted 

from Working Group I’s contribution to AR5 (IPCC, 

2013, p. 149). 

The IPCC’s four RCPs are titled RCP2.6, 

RCP4.5, RCP6, and RCP8.5, named after radiative 

forcing (RF) values of cumulative anthropogenic CO2 

and CO2 equivalents by the year 2100 relative to pre-

industrial values (2.6, 4.5, 6.0, and 8.5 W/m
2
, 

respectively). Whether these emissions would 

actually have these radiative forcing values is 

discussed in Section 8.2.3 below. IPCC’s switch from 

SRESs to RCPs seems designed to direct attention 

away from the complexity and uncertainty of its  

estimates of past, current, and future emissions. 

Accepting an RCP amounts to accepting a black box 

that produces easy and “consistent” answers to 

questions about concentrations and radiative forcing, 

questions IAM modelers have great difficulty 

answering without admitting to great uncertainty. 

The IPCC’s RCPs allow it to say none of its 

scenarios depends on “one underlying socioeconomic 

scenario” (IPCC, 2013, p. 1045). This makes 

challenging their credibility more difficult, but 

doesn’t make any scenario more credible. 

Apparently, no change in population or economic 

(consumption) growth, war, natural disaster, or 

appearance of a new technology for emissions control 

or efficiency can discredit any one of the RCPs 

because they no longer rely explicitly on real-world 

events that might affect these variables. Instead, they 

rest on an amalgam of IAMs reported in 23 published 
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reports (see sources cited for Table 12.1 on pp. 1048–

49). This resembles the IPCC’s decision to rely on 

the DICE, FUND, and PAGE models for its cost-

benefit analysis. But what is convenient for modelers 

is not necessarily good science. Once again, 

averaging the outputs of models that share common 

flaws does not produce results more accurate than 

any one model can produce. 

Forecasting future emissions is no easy task 

given the crude and often simplified 

parameterizations utilized by IAMs to mimic the 

global economy (Lemoine and Rudik, 2017). The key 

is to accurately portray the quantity of current and 

annual future emissions by properly estimating future 

population and economic growth and changes in 

technology and productivity, and predicting 

seemingly unpredictable events such as changes in 

government policies, wars, scientific and medical 

breakthroughs, and more. Few self-described 

“futurists” can accurately predict such things a year 

or two in advance. None can predict them across 

decades or even centuries, as the IPCC attempts to 

do. 

Even measuring current emissions is an 

extremely complex and difficult exercise. Because 

natural sources (oceans and vegetation) produce 

massive amounts of CO2 relative to human emissions, 

their background presence makes the measurement of 

anthropogenic emissions on the ground impossible. 

As reported in Chapter 5, Section 5.1.2, human CO2 

emissions account for only about 3.5% (7.8 Gt 

divided by 220 Gt) of the carbon entering the 

atmosphere each year and so, with about 0.5% (1.1 

Gt divided by 220 Gt) from net land use change, 

natural sources account for the remaining 96.0%. The 

residual of the human contribution the IPCC believes 

remains in the atmosphere after natural processes 

move the rest to other reservoirs is as little as 1.17 Gt 

per year (15% of 7.8 Gt), just 0.53% of the carbon 

entering the atmosphere each year (IPCC, 2013, p. 

471, Figure 6.1). This is less than two-tenths of 1% 

(0.195%) of the total amount of carbon thought to be 

in the atmosphere. 

Of course, the IPCC does not actually measure 

CO2 emissions, since there are millions of sources 

(billions if humans are counted). Virtually all 

emission estimates coming from CMIP and therefore 

the IPCC are not observational data, but stylized facts 

standing in for unknown quantities that can only be 

estimated by models and formulas homogenizing 

disparate and often poorly maintained databases. As 

the IPCC says, “the final RCP data sets comprise 

land use data, harmonized GHG emissions and 

concentrations, gridded reactive gas and aerosol 

emissions, as well as ozone and aerosol abundance 

fields” (p. 1046).  

Not all countries are able to keep accurate 

records of economic activity, much less emissions of 

a dozen gases. “Informal economies” constitute a 

large part of the economies of many developing and 

even industrial countries, and little is known about 

their use of natural resources or emissions. It is 

thought that 50% of the world’s workforce works in 

informal markets and are likely to escape government 

regulations and reporting requirements (Jutting and 

de Laiglesia, 2009). If their use of energy and 

emissions are comparable to use in the formal 

economy, then an economy as large as that of China 

and Japan combined is largely invisible to 

government data collectors. This source of 

uncertainty is never reported by IAM modelers. 

Some countries, including major emitters such as 

China and Russia, routinely manipulate data 

regarding economic growth and investment to hide 

economic woes from their citizens or exaggerate their 

success to other world leaders. Martinez (2018) 

observes that totalitarian regimes have “a stronger 

incentive to exaggerate economic performance (years 

of low growth, before elections, after becoming 

ineligible for foreign aid)” which might be observed 

in their reporting of “GDP sub-components that rely 

on government information and have low third-party 

verification.” To measure this deception, he 

compared satellite images of changes over time in 

electric lights in free and authoritarian countries to 

their reported economic growth rates during the same 

period. He found that “yearly GDP growth rates are 

inflated by a factor of between 1.15 and 1.3 in the 

most authoritarian regimes” (Martinez, 2018; see also 

Ingraham, 2018). According to Freedom House, an 

organization that monitors democracy and 

authoritarianism around the world, countries 

designated as “free” in 2013 represented only 40% of 

the global population (Freedom House, 2014). 

With respect to economic growth, IAMs typically 

assume compound annual global economic growth 

rates for the period 1995 to 2100 that range between 

1.48% and 2.45%, with an average baseline rate of 

growth of 2.17%. Spreadsheets with the various 

parameters for the created scenarios can be found on 

a website maintained by the Energy Modeling Forum 

at Stanford University (Energy Modeling Forum, 

2018). These rates of growth are not particularly 

high, especially when compared to global growth 

rates over the past 50 years. The International Energy 

Agency (IEA) assumes that world GDP, in 
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purchasing power parity (PPP), will grow by an 

average of 3.4% annually over the period 2010–2030 

(IEA, 2017). Similarly, the U.S. Energy Information 

Agency (EIA) forecasts that from 2015 to 2040, real 

world GDP growth averages 3.0% in its Reference 

case (EIA, 2017). If a warmer world is also a more 

prosperous world, as countless historians have 

documented was the case in the past (see the review 

in Chapter 7), then even these projected rates will be 

too low and along with them, forecasts of future 

greenhouse gas emissions. 

More rapid-than-expected technological change 

would have the opposite effect of faster-than-

expected economic growth. Thanks to the spread of 

electrification, technology-induced energy efficiency, 

and the emergence of natural gas as a vigorous 

competitor to coal for electricity production in the 

United States (and likely in other countries in the 

future), the correlation between economic growth 

(consumption) and greenhouse gas emissions has 

weakened since the end of the twentieth century 

(Handrich et al., 2015). Emissions in industrialized 

countries generally, and especially in the United 

States, have slowed or even fallen despite population 

and consumption growth, evidence of the 

“dematerialization” reported by Ausubel and 

Waggoner (2008), Goklany (2009), Smil (2013), and 

others cited in Chapter 5.  

In conclusion, most IAMs rely on emission 

scenarios that are little more than guesses and 

speculative “storylines.” Even current greenhouse gas 

emissions cannot be measured accurately, and 

technology is likely to change future emissions in 

ways that cannot be predicted. 
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8.2.2 Carbon Cycle 

IAMs falsely assume the carbon cycle is 

sufficiently understood and measured with 

sufficient accuracy as to make possible 

precise predictions of future levels of carbon 

dioxide (CO2) in the atmosphere. 

 
As illustrated in Figure 8.1.2.1.1, the second step in 

an IAM is to compute the trajectory of global 
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atmospheric CO2 concentrations based on the 

emission scenarios calculated in Step 1. The Future 

CO2 Concentration block, also called the Carbon 

Cycle module, contains a model of the carbon cycle 

that estimates the net increase of carbon in the 

atmosphere based on what is known about carbon 

reservoirs, exchange rates, and the residence time of 

CO2 in the atmosphere. 

The IPCC describes the carbon cycle in some 

detail in Chapter 6 of the Working Group I 

contribution to AR5 (IPCC, 2013, pp. 465–570), but 

for its cost-benefit analysis it relies on a single carbon 

cycle model provided by CMIP. The IPCC uses it to 

estimate how much anthropogenic carbon dioxide 

remains in the atmosphere and how it affects future 

atmospheric concentrations. Figure 8.2.2.1, reprinted 

from Working Group I’s contribution to AR5, 

illustrates historical and projected estimated 

atmospheric CO2 concentrations for the four RCPs 

from 1800 to 2300 (IPCC, 2013, p. 149). 

How accurate or certain is the carbon cycle 

model provided by CMIP for this part of the IPCC’s 

cost-benefit analysis? The IPCC itself says “a single 

carbon cycle model with a representation of carbon-

climate feedbacks was used in order to provide 

consistent values of CO2 concentration for the CO2 

emission provided by a different IAM for each of the 

scenarios. This methodology was used to produce 

consistent data sets across scenarios but does not 

provide uncertainty estimates for them” (Ibid., p. 

1046, italics added). Estimates without uncertainty 

estimates should be a red flag for all serious 

researchers. 

As described in more detail in Chapter 5, Section 

5.1.2, carbon is stored in four reservoirs: soil, rocks, 

and sediments, oceans and lakes, plants and animals, 

and the air. The amount of carbon in each reservoir 

and the rates of exchange among reservoirs are not 

known with certainty. Estimates vary in the literature 

(e.g., Ruddiman, 2008; Falkowski et al., 2000; IPCC, 

2013, p. 471). Falkowski et al. admitted, “Our 

knowledge is insufficient to describe the interactions 

between the components of the Earth system and the 

relationship between the carbon cycle and other 

biogeochemical and climatological processes” 

(Falkowski et al., 2000). 

Carbon moves from soil, rocks, and sediment 

into the air via natural oxidation, bacterial processing, 

degassing from midocean ridges and hotspot 

volcanoes, seepage of crude oil and natural gas from 

land and the ocean floor, the weathering of rocks, and 

 
 
Figure 8.2.2.1 
Historical and projected estimated atmospheric CO2 concentrations, 1765–2300 

 

 
 
Source: IPCC, 2013, Box 1.1, Figure 3, p. 149. 
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burning of fossil fuels. Just how much carbon is 

released naturally from the lithosphere in any given 

year is uncertain. According to Burton et al. (2013, p. 

323), “the role of CO2 degassing from the Earth is 

clearly fundamental to the stability of the climate, 

and therefore to life on Earth. Notwithstanding this 

importance, the flux of CO2 from the Earth is poorly 

constrained. The uncertainty in our knowledge of this 

critical input into the geological carbon cycle led 

Berner and Lagasa (1989) to state that it is the most 

vexing problem facing us in understanding that 

cycle.” 

According to Wylie (2013), estimates of volcanic 

degassing rose from around 100 million metric tons 

of CO2 per year in 1992 to 600 million metric tons in 

2013, a six-fold increase in two decades. According 

to Aminzadeh et al. (2013, p. 4), “What is the volume 

of hydrocarbon seepage worldwide? The Coal Oil 

Point seeps are a large source of air pollution in Santa 

Barbara County, California. Those seeps are similar 

in many ways to the seeps discussed in this volume. 

When multiplied by any reasonable assumption of 

seep numbers worldwide, it is easy to imagine that 

natural seepage of oil in the range of thousands of 

barrels per day and gas leakage of hundreds of 

millions of cubic feet per day is not unreasonable.” 

In 2003, a U.S. National Research Council report 

titled Oil in the Sea III acknowledged “the inputs 

from land-based sources are poorly understood, and 

therefore estimates of these inputs have a high degree 

of uncertainty,” and “estimating the amount of 

natural seepage of crude oil into the marine 

environment involves broad extrapolations from 

minimal data.” It nevertheless estimated the annual 

global oil seepage rate to be between 200,000 and 

2,000,000 tons (60 and 600 million gallons) (NRC, 

2003). Since the NRC report was produced, extensive 

use by the oil industry of 3D seismic data, manned 

submersibles, and remotely operated vehicles has 

revealed more seeps than previously assumed to 

exist, suggesting natural seepage of hydrocarbons 

from the ocean floor may be understated by the IPCC 

and other research bodies (Roberts and Feng, 2013, p. 

56). 

Oceans are the second largest reservoir of carbon, 

containing about 65 times as much as the air. The 

IPCC and other political and scientific bodies assume 

roughly 50% to 70% (note the range) of the CO2 

produced by human combustion of fossil fuels is 

absorbed and sequestered by the oceans, most of the 

remainder is taken up by plants and animals 

(terrestrial as well as aquatic), and what’s left 

remains in the air, contributing to the slow increase in 

atmospheric concentrations of CO2 during the modern 

era.  

Earth’s atmosphere (air) is the fourth and 

smallest reservoir, estimated to hold approximately 

870 gigatons of carbon (GtC). (Note this estimate is 

generated by mathematical formulas and is not 

observational data.) As mentioned in the previous 

section, the total human contribution, including net 

land use change (primarily agriculture and forestry), 

is only about 4.3% of total annual releases of carbon 

into the atmosphere (IPCC, 2013, p. 471, Figure 6.1). 

The residual of the human contribution that the IPCC 

believes remains in the atmosphere after natural 

processes move the rest to other reservoirs is just 

0.53% of the carbon entering the air each year. It is 

less than two-tenths of 1% (0.195%) of the total 

amount of carbon thought to be in the atmosphere, 

per Ruddiman (2008). Given uncertainties in the 

sizes of the reservoirs and the exchange rates among 

them, it is proper to ask if this residual is measurable, 

and if not, if it exists at all. 

The IPCC apparently assumes atmospheric CO2 

concentrations would be stable, decade after decade 

and century after century, but for anthropogenic 

emissions. Yet research suggests 500 million years 

ago the atmosphere’s CO2 concentration was 

approximately 20 times higher than it is today, at 

around 7,500 ppm. Two hundred million years later it 

declined to close to the air’s current CO2 

concentration of just over 400 ppm, after which it 

rose to four times that amount at 220 million years 

before present (Berner, 1990, 1992, 1993, 1997; 

Kasting, 1993).  

During the middle Eocene, some 43 million years 

ago, the atmospheric CO2 concentration is estimated 

to have dropped to a mean value of approximately 

385 ppm (Pearson and Palmer, 1999), and between 

25 to nine million years ago, it is believed to have 

varied between 180ppm and 290 ppm (Pagani et al., 

1999). This latter concentration range is essentially 

the same in which the air’s CO2 concentration 

oscillated during the 100,000-year glacial cycles of 

the past 420,000 years (Fischer et al., 1999; Petit et 

al., 1999). While the natural processes that have 

driven these changes in CO2 are not likely to operate 

over the shorter time scales of an IAM, they 

nonetheless demonstrate the natural world can and 

does influence the atmosphere’s CO2 content. 

But there is also evidence nature’s carbon cycle 

can impact atmospheric CO2 at the shorter time 

periods that matter to IAMs.  Joos and Bruno (1998) 

used ice core data and direct observations of 

atmospheric CO2 and 
13

C to reconstruct the histories 
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of terrestrial and oceanic uptake of anthropogenic 

carbon over the past two centuries. They discovered 

that, whereas the land and ocean biosphere typically 

acted as a source of CO2 to the atmosphere during the 

nineteenth century and the first decades of the 

twentieth century, it subsequently “turned into a 

sink.” In another study, Tans (2009) employed 

measurements of atmospheric and oceanic carbon 

contents, along with reasonably constrained estimates 

of global anthropogenic CO2 emissions, to calculate 

the residual fluxes of carbon (in the form of CO2) 

from the terrestrial biosphere to the atmosphere (+) or 

from the atmosphere to the terrestrial biosphere (-), 

obtaining the results depicted in Figure 8.2.2.2. 

As Figure 8.2.2.2 illustrates, Earth’s land 

surfaces were a net source of CO2-carbon to the 

atmosphere until about 1940, primarily because of 

the felling of forests and the plowing of grasslands to 

make way for expanded agricultural activities. From 

1940 onward, however, the terrestrial biosphere has 

become, in the mean, an increasingly greater sink for 

CO2-carbon, and it has done so despite all the many 

real and imagined assaults on Earth’s vegetation that 

have occurred over the past several decades, 

including wildfires, disease, pest outbreaks, 

deforestation, and climatic changes in temperature 

and precipitation, more than compensating for any of 

the negative effects these phenomena may have had 

on the global biosphere. 

Such findings, which do “not depend on models” 

but “only on the observed atmospheric increase and 

estimates of fossil fuel emissions,” led Tans (2009) to 

conclude, “suggestions that the carbon cycle is 

becoming less effective in removing CO2 from the 

atmosphere (e.g., LeQuere et al., 2007; Canadell et 

al., 2007) can perhaps be true locally, but they do not 

apply globally, not over the 50-year atmospheric 

record, and not in recent years.” Tans continues, “to 

the contrary,” and “despite global fossil fuel 

emissions increasing from 6.57 GtC in 1999 to 8.23 

in 2006, the five-year smoothed global atmospheric 

growth rate has not increased during that time, which 

requires more effective uptake [of CO2] either by the 

ocean or by the terrestrial biosphere, or both, to 

satisfy atmospheric observations.” 

Confirming evidence has come from Ballantyne 

et al. (2012), who used “global-scale atmospheric 

CO2 measurements, CO2 emission inventories and 

their full range of uncertainties to calculate changes 

in global CO2 sources and sinks during the past fifty 

years.” The five U.S. scientists say their mass balance

 
 
Figure 8.2.2.2 
Five-year smoothed rates of carbon transfer from land to air (+) or from air to land (-) vs. time 
 

 
 
Source: Adapted from Tans (2009). 
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analysis shows “net global carbon uptake has 

increased significantly by about 0.05 billion tonnes of 

carbon per year and that global carbon uptake 

doubled, from 2.4 ± 0.8 to 5.0 ± 0.9 billion tonnes per 

year, between 1960 and 2010.” See Figure 8.2.2.3 for 

the authors’ plot of their findings. 

Commenting on the significance of their 

findings, Ballantyne et al. (2012) wrote in the 

concluding paragraph of their Nature article, 

“although present predictions indicate diminished C 

uptake by the land and oceans in the coming century, 

with potentially serious consequences for the global 

climate, as of 2010 there is no empirical evidence 

that C uptake has started to diminish on the global 

scale.” In fact, as their results clearly indicate, just 

the opposite appears to be the case, with global 

carbon uptake actually doubling over the past half-

century. When estimating future concentrations of 

atmospheric CO2, IAMs must reconcile model 

projections of diminished future C uptake by the land 

and oceans with past observations that indicate land 

and ocean uptake is being enhanced. 

As for the cause of this increased removal of CO2 

from the atmosphere, it is primarily the product of 

Earth’s rising atmospheric CO2 content itself. 

Thousands of studies demonstrate the photosynthetic 

response of terrestrial and aquatic plants is enhanced 

at higher CO2 concentrations via a phenomenon 

known as the aerial fertilization effect of CO2 (Idso et 

al., 2014; Idso, 2018). As Earth’s atmospheric CO2 

content has risen since the beginning of the Industrial 

Revolution, so too has the magnitude of its aerial 

fertilization effect. This enhancement of terrestrial 

and oceanic productivity, in turn, has led to an 

increase in the average amount of CO2 annually being 

sequestered from the atmosphere into the land and 

ocean biosphere, as illustrated in Figures 8.2.2.2 and 

8.2.2.3. And that upsurge in sequestration impacts the 

atmosphere’s CO2 concentration, reducing it from 

what it would have been without the fertilization 

effect. 

The carbon cycle modules utilized within IAMs 

must correctly capture all the detailed workings of 

the global carbon cycle – and how those workings are 

influenced by both natural and anthropogenic factors 

– or their estimates of future atmospheric CO2 

concentrations will be wrong. And if those estimates 

 

 
 
Figure 8.2.2.3 
Annual global net carbon (C) uptake by Earth’s lands and oceans (solid blue line) for 1959–2010 

 
The linear trend (dashed red line) and 1σ (dark shaded bands) and 2σ (light shaded bands) uncertainties are also 
shown. Source: Adapted from Ballantyne et al. (2012).  
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are inaccurate, so will be the projected impacts of 

future climate that depend on them. No current IAM 

incorporates this moderating influence of the aerial 

fertilization effect on future CO2 concentrations. 

In conclusion, IAMs falsely assume the carbon 

cycle is sufficiently understood and measured with 

sufficient accuracy as to make possible precise 

predictions of future levels of CO2 in the atmosphere. 

 

 
References 

Aminzadeh, F., Berge, T.B., and Connolly, D.L. (Eds.) 

2013. Hydrocarbon Seepage: From Source to Surface. 

Geophysical Developments Series No. 16. Tulsa, OK: 

Society of Exploration Geophysicists and American 

Association of Petroleum Geologists. 

Ballantyne, A.P., Alden, C.B., Miller, J.B., Tans, P.P., and 

White, J.W. 2012. Increase in observed net carbon dioxide 

uptake by land and oceans during the past 50 years. Nature 

488: 70–2. 

Berner, R.A. 1990. Atmospheric carbon dioxide levels 

over Phanerozoic time. Science 249: 1382–6.  

Berner, R.A. 1992. Paleo-CO2 and climate. Nature 358: 

114. 

Berner, R.A. 1993. Paleozoic atmospheric CO2: 

importance of solar radiation and plant evolution. Science 

261: 68–70. 

Berner, R.A. 1997. The rise of plants and their effect on 

weathering and atmospheric CO2. Science 276: 544–6. 

Berner R.A. and Lasaga, A.C. 1989. Modeling the 

geochemical carbon cycle. Scientific American 260:74–81.  

Burton, M.R., Sawyer, G.M., and Granieri, D. 2013. Deep 

carbon emissions from volcanoes. Reviews in Mineralogy 

and Geochemistry 75 (1): 323–54. 

Canadell, J.G., et al. 2007. Contributions to accelerating 

atmospheric CO2 growth from economic activity, carbon 

intensity, and efficiency of natural sinks. Proceedings of 

the National Academy of Sciences USA 104: 18,866–70. 

Falkowski, P., et al. 2000. The global carbon cycle: a test 

of our knowledge of Earth as a system. Science 290 

(5490): 291–96. 

Fischer, H., Wahlen, M., Smith, J., Mastroianni, D., and 

Deck, B. 1999. Ice core records of atmospheric CO2 

around the last three glacial terminations. Science 283: 

1712–4. 

Idso, C.D. 2018. CO2 Science Plant Growth Study 

Database (website). Accessed June 29. 

Idso, C.D., Idso, S.B., Carter, R.M., and S.F. Singer. 2014. 

(Eds.) Nongovernmental International Panel on Climate 

Change. Climate Change Reconsidered II: Biological 

Impacts. Chicago, IL: The Heartland Institute. 

IPCC. 2013. Intergovernmental Panel on Climate Change. 

Climate Change 2013: The Physical Science Basis. 

Contribution of Working Group I to the Fifth Assessment 

Report of the Intergovernmental Panel on Climate Change. 

Cambridge, UK: Cambridge University Press. 

Joos, F. and Bruno, M. 1998. Long-term variability of the 

terrestrial and oceanic carbon sinks and the budgets of the 

carbon isotopes 
13

C and 
14

C. Global Biogeochemical 

Cycles 12: 277–95. 

Kasting, J.F. 1993. Earth’s early atmosphere. Science 259: 

920–6. 

Le Quere, C., et al. 2007. Saturation of the Southern Ocean 

CO2 sink due to recent climate change. Science 316: 1735–

8. 

NRC. 2003. U.S. National Research Council Committee 

on Oil in the Sea. Oil in the Sea III: Inputs, Fates, and 

Effects. Washington, DC: National Academies Press. 

Pagani, M., Arthur, M.A., and Freeman, K.H. 1999. 

Miocene evolution of atmospheric carbon dioxide. 

Paleoceanography 14: 273–92. 

Pearson, P.N. and Palmer, M.R. 1999. Middle Eocene 

seawater pH and atmospheric carbon dioxide 

concentrations. Science 284: 1824–6. 

Petit, J.R., et al. 1999. Climate and atmospheric history of 

the past 420,000 years from the Vostok ice core, 

Antarctica. Nature 399: 429–36. 

Roberts, H.H. and Feng, D. 2013. Carbonate precipitation 

at Gulf of Mexico hydrocarbon seeps: an overview. In: 

Aminzadeh, F., Berge, T.B., and Connolly, D.L. (Eds.). 

Hydrocarbon Seepage: From Source to Surface. 

Geophysical Developments Series No. 16. Tulsa, OK: 

Society of Exploration Geophysicists and American 

Association of Petroleum Geologists, pp. 43–61. 

Ruddiman, W.F. 2008. Earth’s Climate: Past and Future. 

Second edition. New York, NY: W.H. Freeman and 

Company.  

Tans, P. 2009. An accounting of the observed increase in 

oceanic and atmospheric CO2 and an outlook for the 

future. Oceanography 22: 26–35. 

http://www.co2science.org/data/plant_growth/plantgrowth.php
http://www.co2science.org/data/plant_growth/plantgrowth.php


 Climate Change Reconsidered II: Fossil Fuels 

702  

Wylie, R. 2013. Long Invisible, Research Shows Volcanic 

CO2 Levels Are Staggering. Live Science (website). 

October 15. 

 

 
8.2.3 Climate Sensitivity 

Many IAMs rely on estimates of climate 

sensitivity – the amount of warming likely to 

occur from a doubling of the concentration of 

atmospheric carbon dioxide – that are too 

high, resulting in inflated estimates of future 

temperature change. 

 
As illustrated in Figure 8.1.2.1.1, the third step in an 

IAM is to project future changes in global surface 

temperatures and weather for a given atmospheric 

CO2 concentration. Changes in carbon concentrations 

are used as inputs into a Climate Projections and 

Impacts block, sometimes called a Climate Dynamics 

module, which attempts to predict changes in global 

average surface temperature. 

Equilibrium climate sensitivity (ECS) was 

discussed in some detail in Chapter 2. It is broadly 

defined as the equilibrium global mean surface 

temperature change following a doubling of 

atmospheric CO2 concentration. In its Fifth 

Assessment Report (AR5), the IPCC decided on “a 

range of 2°C to 4.5°C, with the CMIP5 model mean 

at 3.2°C” (IPCC, 2013, p. 83). Having estimated the 

increase in atmospheric CO2 concentrations caused 

by emissions in its four Representative Concentration 

Pathways (RCP), the IPCC used its climate 

sensitivity estimate to calculate recent past and future 

radiative forcing, and then the resulting changes to 

average global surface temperatures, for each RCP. 

Figure 8.2.3.1 shows the IPCC’s estimates for 1950 

to 2100. Figure 8.2.3.2 shows the IPCC’s RCP 

estimates for 1765 to 2500. (That is not a typo: The 

IPCC believes it can hindcast to before the American 

Revolutionary War and forecast the impact of human 

greenhouse gas emissions 600 years in the future.) 

The IPCC predicts the increase in global average 

surface temperature by the end of the twenty-first 

century, relative to the average from year 1850 to 

1900, due to human greenhouse gas emissions is 

“likely to exceed 1.5°C for RCP4.5, RCP6.0, and 

RCP8.5 (high confidence). Warming is likely to 

exceed 2°C for RCP6.0 and RCP8.5 (high 

confidence), more likely than not to exceed 2°C for 

RCP4.5 (high confidence), but unlikely to exceed 2°C 

for RCP2.6 (medium confidence). Warming is 

unlikely to exceed 4°C for RCP2.6, RCP4.5, and 

RCP6.0 (high confidence) and is about as likely as 

not to exceed 4°C for RCP8.5 (medium confidence)” 

(IPCC, 2013, p. 20). The IPCC illustrates its forecast 

with the graph reprinted as Figure 8.2.3.3 below. 

A better rendering of predicted future global 

average surface temperatures, in this case forecast by 

the DICE Model, one of the IAMs relied on by the 

IPCC, is shown in Figure 8.2.3.4. 

How credible are these estimates of climate 

sensitivity and the temperature changes attributed to 

them? The Nongovernmental International Panel on 

Climate Change (NIPCC, 2013) says its best guess of 

ECS is 0.3°C to 1.1°C, about two-thirds lower than 

the IPCC’s. Figure 2.1.4.1 in Chapter 2 presented a 

visual representation of estimates of climate 

sensitivity appearing in scientific research papers 

published between 2011 and 2016. According to 

Michaels (2017), the climate sensitivities reported in 

that figure average ~2.0°C (median) with a range of 

~1.1°C (5
th
 percentile) and ~3.5°C (95th percentile). 

The median is high than NIPCC’s 2013 estimate but 

still more than one-third lower than the estimate used 

by the IPCC. 

Also reported in Chapter 2, Christy and McNider 

(2017), relying on the latest satellite temperature 

data, put the transient climate response (ΔT LT at the 

time CO2 doubles) at +1.10 ± 0.26 K, which they say 

“is about half of the average of the IPCC AR5 

climate models of 2.31 ± 0.20 K. Assuming that the 

net remaining unknown internal and external natural 

forcing over this period is near zero, the mismatch 

since 1979 between observations and CMIP-5 model 

values suggests that excessive sensitivity to enhanced 

radiative forcing in the models can be appreciable.” 

The fact that the climate models relied on by the 

IPCC tend to “run hot” is demonstrated in Figure 

8.2.3.5, showing the results of 108 climate model 

runs during the 20-year and 30-year periods ending in 

2014 (Michaels and Knappenberger, 2014). The blue 

bars show the number of runs that predicted a 

specific maximum trend in °C/decade, while the red 

and yellow lines point to the actual observed trend 

during those periods. Remarkably, every model 

predicted maximum temperature increases higher 

than the observed 20-year trend and nearly all of 

them ran “hotter” than the observed 30-year trend. 

All of these models were specifically tuned to 

reproduce the twentieth century air temperature trend, 

an exercise at which they clearly failed. 

    

https://www.livescience.com/40451-volcanic-CO2-levels-are-staggering.htm
https://www.livescience.com/40451-volcanic-CO2-levels-are-staggering.htm
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Figure 8.2.3.1 
Historical and projected total anthropogenic radiative forcing (RF) (W/m2) relative to 
preindustrial (around 1765) between 1950 and 2100 

 
 
Source: IPCC, 2013, p. 146. 

 

 
 

Figure 8.2.3.2 
Estimated total radiative forcing (RF) (W/m2) (anthropogenic plus natural) for four RCPs and 
extended concentration pathways (ECPs) from around 1765 to 2500 
 

 
 
Source: IPCC, 2013, p. 147, citing Meinshausen et al., 2011. 
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Figure 8.2.3.3 
IPCC estimated historical and global average surface temperature changes for four RCPs, 1950–
2100 
 

 
 
CMIP5 multi-model simulated time series from 1950 to 2100 for change in global annual mean surface 
temperature relative to 1986-2005. The mean and associated uncertainties for 2085-2100 are given for all RCP 
scenarios as colored vertical bars. Source: IPCC, 2013, p. 21. 

 
 

 
 

Figure 8.2.3.4 
Future temperature changes for the years 2000–2300, projected by the DICE model for each of 
the five emissions scenarios used by the 2013 IWG social cost of carbon estimate 
 

 
 
Temperature changes are the arithmetic average of the 10,000 Monte Carlo runs from each scenario. The 2020 
value of the SCC (in $2007) produced by the DICE model (assuming a 3% discount rate) is included in the upper 
right of the figure. DICE data provided by Kevin Dayaratna and David Kreutzer of The Heritage Foundation. 
Source: Michaels and Knappenberger, 2014, p. 4. 
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Figure 8.2.3.5 
20- and 30-year trend distributions from 108 climate model runs versus observed change in 
temperature 
 

 
 
Source: Michaels and Knappenberger, 2014 

 
 

Critics of the models used by the IPCC have 

produced their own estimates (e.g., Spencer and 

Braswell, 2008; Lindzen and Choi, 2011; Monckton 

et al. 2015). Monkton et al. (2015) cited 27 peer-

reviewed articles “that report climate sensitivity to 

be below [IPCC’s] current central estimates.” Their 

list of sources appears in Chapter 2 of the present 

volume as Figure 2.5.3.1.  

No one actually knows what the “true” climate 

sensitivity value is because it is, like so many 

numbers in the climate change debate, a stylized 

fact: a single number chosen for the sake of 

convenience for those who make their living 
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modeling climate change. The number is inherently 

uncertain for much the same reason it is impossible 

to know how much CO2 is emitted into the air every 

year or how much of it stays there, which is the 

enormous size of natural processes relative to the 

“human signal” caused by our CO2 emissions 

(Frank, 2015). See Chapter 2, Section 2.2.3 for a 

discussion of climate sensitivity, and more generally 

NIPCC (2013) for hundreds of source citations on 

this complex matter.  

The IPCC’s estimate of climate sensitivity is 

very likely to be too high, which invalidates its 

temperature forecasts and consequently any IAMs 

that rely on its forecasts. But the IPCC is not the 

only participant in the climate debate that is wrong. 

Deep uncertainty about the dynamics of climate 

means it is probably impossible to reliably estimate 

climate sensitivity. 
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8.2.4 Climate Impacts 

Many IAMs ignore the extensive scholarly 

research showing climate change will not 

lead to more extreme weather, flooding, 

droughts, or heat waves. 

 
The Climate Projections and Impacts module of 

Integrated Assessment Models (IAMs) that contains 

the estimate of climate sensitivity also contains 

formulas linking changes in temperature to specific 

climate impacts such as extreme weather events and 

sea-level rise, violent conflict over water or other 

scarce resources, negative health effects caused by 

exposure to heat or diseases spread by mosquitoes, 

ticks, and other parasites, loss of livelihoods 

(economic displacement), and more.  

Efforts to link global warming to these alleged 

harms are crippled by cascading uncertainty, 

described in Section 8.1.2.2, whereby the errors or 

uncertainty in one variable are compounded 

(propagated) when that variable becomes part of a 

function involving other variables that are similarly 

uncertain, as well as cascading bias, explained in 

Chapter 6, Section 6.3.1, whereby upper-limit risk 

estimates are multiplied by each other resulting in 

estimates orders of magnitude greater than what 

empirical data suggest. Coming late in the sequence 

of calculations in an IAM, the Climate Projections 

and Impacts module already has to manage the 

uncertainties infecting earlier modules, so modelers 

cannot say with confidence that one additional 

metric ton of CO2 released into the air will result in 

any warming at all. When they try to document an 

association, they add even more links and more 

uncertainties to a logical chain that already defies 

reason.  

https://science.house.gov/sites/republicans.science.house.gov/files/documents/HHRG-115-SY18-WState-PMichaels-20170228.pdf
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Since all the climate impacts alleged by the 

IPCC were addressed in previous chapters, we avoid 

repetition by only briefly discussing them here. 

Monetizing the impacts of climate change, the last 

nodule of an IAM, is addressed in Section 8.2.5. 

 

 

Extreme Weather 

According to the IPCC, “sea level rise and increased 

frequency of extreme events increases the risk of 

loss of lives, homes, and properties, and damages 

infrastructure and transport systems” (IPCC, 2014, 

Table 12-1, p. 761). But as reported in Chapter 2, 

Section 2.3.1, researchers have failed to find a 

convincing relationship between higher surface 

temperatures over the past 100 years and increases in 

the frequency or severity of extreme weather events 

(Maue, 2011; Alexander et al., 2006; Khandekar, 

2013; Pielke Jr., 2013, 2014). Instead, the number 

and intensity of extreme events wax and wane often 

in parallel with natural decadal or multidecadal 

climate oscillations.  

Legates (2014) writes, “Current state-of-the-art 

General Circulation Models (GCMs) do not simulate 

precipitation well because they do not include the 

full range of precipitation-forming mechanisms that 

occur in the real world. It is demonstrated here that 

the impact of these errors are not trivial – an error of 

only 1 mm in simulating liquid rainfall is equivalent 

to the energy required to heat the entire troposphere 

by 0.3°C. Given that models exhibit differences 

between the observed and modeled precipitation that 

often exceed 1 mm day, this lost energy is not 

trivial. Thus, models and their prognostications are 

largely unreliable” (abstract). 

Basic meteorological science suggests a warmer 

world would experience fewer storms and weather 

extremes, as indeed has been the case in recent 

years. Khandekar and Idso concluded, “It is clear in 

almost every instance of each extreme weather event 

examined, there is little support for predictions that 

CO2-induced global warming will increase either the 

frequency or intensity of those events. The real-

world data overwhelmingly support an opposite 

conclusion: Weather will more likely be less 

extreme in a warmer world (Khandekar and Idso, p. 

810).  

 

 

Sea-level Rise 

The IPCC says “for countries made up entirely of 

low-lying atolls, sea level rise, ocean acidification, 

and increase in episodes of extreme sea surface 

temperatures compromise human security for 

present or future higher populations. With projected 

high levels of sea level rise beyond the end of this 

century, the physical integrity of low-lying islands is 

under threat” (IPCC, 2014, p. 775). But as was 

documented in Chapter 2, Section 2.3.3, sea level 

rise for the past thousand years it is generally 

believed to have averaged less than seven inches per 

century, a rate that is functionally negligible because 

it is frequently exceeded by coastal processes like 

erosion and sedimentation (Parker and Ollier, 2017; 

Burton, 2012). Local sea-level trends vary 

considerably because they depend on tectonic 

movements of adjacent land and other local factors. 

In many places vertical land motion, either up or 

down, exceeds the very slow global sea-level trend. 

Consequently, at some locations sea level is rising 

much faster than the global rate, and at other 

locations sea level is falling. 

Curry (2018) writes, “Tide gauges show that sea 

levels began to rise during the 19th century, after 

several centuries associated with cooling and sea 

level decline. Tide gauges also show that rates of 

global mean sea level rise between 1920 and 1950 

were comparable to recent rates.” Her review of 

recent research found “there is no consistent or 

compelling evidence that recent rates of sea level 

rise are abnormal in the context of the historical 

records back to the 19th century that are available 

across Europe” and “There is not yet convincing 

evidence of a fingerprint on sea level rise associated 

with human-caused global warming.” 

 

 

Agriculture 

In its Summary for Policymakers for the Working 

Group II contribution to AR5, the IPCC says “For 

the major crops (wheat, rice, and maize) in tropical 

and temperate regions, climate change without 

adaptation is projected to negatively impact 

production for local temperature increases of 2°C or 

more above late-20th-century levels, although 

individual locations may benefit (medium 

confidence) (IPCC, 2014b, pp. 17–18). But as 

explained in Chapter 2, Section 2.3.5 as well as in 

great depth in Chapter 5, this forecast is at odds with 

the fact that CO2 is plant food and most plants 

benefit from warmer surface temperatures. Food 

production has been growing faster than population 

growth thanks to the technologies of the Green 
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Revolution and the Gene Revolution and the aerial 

fertilization effect caused by the combustion of 

fossil fuels (FAO, 2015; Idso, 2013).  

The IPCC acknowledges that “food security is 

determined by a range of interacting factors 

including poverty, water availability, food policy 

agreements and regulations, and the demand for 

productive land for alternative uses (Barrett, 2010, 

2013).” Blurring the issue of causation by using one 

of the “expressions of uncertainty” identified in 

Section 7.2, the IPCC says “many of these factors 

are themselves sensitive to climate variability and 

climate change” (IPCC, 2014a, p. 763, italics 

added). The IPCC identifies incidents where “food 

price spikes have been associated with food riots,” 

but then cites literature attributing those riots to 

other factors. It ends with a remarkable example of 

combining words that seem to convey certainty 

(“critical elements,” “robust evidence,” and 

“associated with”) with an admission of complete 

uncertainty: “Food prices, food access, and food 

availability are critical elements of human security. 

There is robust evidence that food security affects 

basic-needs elements of human security and, in some 

circumstances, is associated with political stability 

and climate stresses. But there are complex 

pathways between climate, food production, and 

human security and hence this area requires further 

concentrated research as an area of concern” (IPCC, 

2014a). 

In other words, the relationship between climate 

and food supply and security is so nuanced there 

likely is no causal relationship between them. Why, 

then, does it appear in the IPCC’s table purporting to 

show climate impacts on human security? 

 

 

Public Health 

The IPCC claims “Until mid-century, projected 

climate change will impact human health mainly by 

exacerbating health problems that already exist (very 

high confidence). Throughout the twenty-first 

century, climate change is expected to lead to 

increase in ill-health in many regions and especially 

in developing countries with low income, as 

compared to a baseline without climate change (high 

confidence)” (IPCC, 2014b, p. 19). Chapter 4 

explains how medical science and empirical data 

both contradict that forecast. Warmer temperatures 

are associated with net health benefits, as is 

confirmed by empirical research in virtually all parts 

of the world, even those with tropical climates 

(Gasparrini et al., 2015; Seltenrich (2015).  

An extensive medical literature contradicts the 

claim that malaria will expand across the globe or 

intensify in some regions as a result of rising global 

surface temperatures (Reiter, 2008; Zhao et al., 

2016). Concerns over large increases in mosquito-

transmitted and tick-borne diseases such as yellow 

fever, malaria, viral encephalitis, and dengue fever 

as a result of rising temperatures are similarly 

unfounded. While climatic factors do influence the 

geographical distribution of ticks, temperature and 

climate change are not among the significant factors 

determining the incidence of tick-borne diseases 

(Gething, 2010). 

Fossil fuels have been an essential part of the 

campaign to reduce diseases and extend human life 

since the start of the Industrial Revolution. While 

somehow avoiding or slowing rising global 

temperatures would almost assuredly not improve 

public health, it is certain that restricting access to 

fossil fuels would harm public health. 

 

 

Violent Conflict 

In the Summary for Policymakers for the Working 

Group II contribution AR5, the IPCC claims 

“Climate change indirectly increases risks from 

violent conflict in the form of civil war, inter-group 

violence, and violent protests by exacerbating well-

established drivers of these conflicts such as poverty 

and economic shocks (medium confidence). 

Statistical studies show that climate variability is 

significantly related to these forms of conflict. … 

Climate change over the 21
st
 century will lead to 

new challenges to states and will increasingly shape 

national security policies (medium evidence, medium 

agreement) (IPCC, 2014, p. 12).  

This strong language, common in the IPCC’s 

summaries for policymakers, is not repeated in 

Chapter 12 of the Working Group II contribution to 

AR5. There, one reads: 

[B]oth the detection of a climate change 

effect [on the incidence of violent conflicts] 

and an assessment of the importance of its 

role can be made only with low confidence 

owing to limitations on both historical 

understanding and data. Some studies have 

suggested that levels of warfare in Europe 

and Asia were relatively high during the 

Little Ice Age (Parker, 2008; Brook, 2010; 

Tol and Wagner, 2010; White, 2011; Zhang 
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et al., 2011), but for the same reasons the 

detection of the effect of climate change and 

an assessment of its importance can be made 

only with low confidence. There is no 

evidence of a climate change effect on 

interstate conflict in the post-World War II 

period (IPCC, 2014, p. 1001). 

The extensive literature review presented earlier 

in the current volume, in Chapter 7, Sections 7.3 and 

7.4, demonstrates a consensus among historians that 

warmer temperatures in the past clearly reduced the 

incidence of violent conflict by resulting in more 

food production, food security, and faster income 

growth (increasing the opportunity cost of wars), and 

facilitating more trade. Gleditsch and Nordås (2014) 

write, “there is no consensus in the scholarly 

community about such dire projections of future 

climate wars; in fact most observers conclude that 

there is no robust and consistent evidence for an 

important relationship between climate change and 

conflict.”  

Conflicts over scarce resources most frequently 

arise when they are treated as common property 

without the sort of management described by 

Ostrom (1990, 2005, 2010) and her international 

network of researchers. The way to reduce such 

conflicts is not to try to control the weather, but to 

empower people with technologies and wealth so 

they can turn such “tragedies of the commons” into 

“opportunities of the commons” (Boettke, 2009). 
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8.2.5 Economic Impacts 

The “social cost of carbon” (SCC) derived 

from IAMs is an accounting fiction created 

to justify regulation of fossil fuels. It should 

not be used in serious conversations about 

how to address the possible threat of man-

made climate change. 

 

As illustrated in Figure 8.1.2.1.1, the final step in an 

integrated assessment model (IAM) is to project the 

economic impacts of climate change due to 

anthropogenic greenhouse gas emissions. The 

Economic Impacts block, also called the Damage 

Function module, monetizes the damages fed to it by 

the Climate Projections and Impacts block or 

module. The effects, usually expressed as a change 

in per-capita income, gross national product (GNP), 

or economic growth rates, are discounted to account 

for the length of time that passes before the effects 

are experienced. Formulas aggregate, weigh, and 

calculate the total (global) net social cost (or 

benefit), divide it by the number of tons of carbon 

dioxide emitted according to the Emission Scenarios 

block, and produce a “social cost of carbon” (SCC) 

typically expressed in USD per metric ton of CO2-

equivalent greenhouse gas. 

Coming at the very end of the sequence of 

calculations in an IAM, the Economic Impacts 

module is most affected by uncertainties infecting 

earlier modules. By now, the propagation of error 

first described in Section 8.1.2.2 is so great that 

modelers cannot say with confidence whether 

supposed impacts having to do with weather, sea-

level rise, agriculture, and human security will be 

positive, negative, or nonexistent. Nevertheless, 

dollar figures are assigned and the models are run in 

classic GIGO (“garbage in, garbage out”) style. 

Whereas climate impacts have been addressed in 

great depth in previous chapters of this volume and 

in previous volumes in the Climate Change 

Reconsidered series, economic impacts have not. 

Therefore, there are fewer references in this section 

to previous chapters or books. Section 8.2.5.1 

addresses the IPCC’s findings concerning economic 

impacts, and Section 8.2.5.2 addresses the issue of 

choosing a discount rate. 

 

 

8.2.5.1 The IPCC’s Findings 

The IPCC’s effort to monetize the impacts of climate 

change appears mainly in Chapter 10 of Working 

Group II’s contribution to AR5 titled “Key 

Economic Sectors and Services.” That chapter, as 

Gleditsch and Nordås note, “is quite modest when it 

comes to the global economic effects expected to 

result from global warming” (Gleditsch and Nordås, 

2014, p. 85). From the chapter’s executive summary 
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(with two paragraph breaks added to facilitate 

reading): 

Global economic impacts from climate 

change are difficult to estimate. Economic 

impact estimates completed over the past 20 

years vary in their coverage of subsets of 

economic sectors and depend on a large 

number of assumptions, many of which are 

disputable, and many estimates do not 

account for catastrophic changes, tipping 

points, and many other factors.  

With these recognized limitations, the 

incomplete estimates of global annual 

economic losses for additional temperature 

increases of ~2°C are between 0.2 and 2.0% 

of income (±1 standard deviation around the 

mean) (medium evidence, medium 

agreement). Losses are more likely than not 

to be greater, rather than smaller, than this 

range (limited evidence, high agreement). 

Additionally, there are large differences 

between and within countries. 

Losses accelerate with greater warming 

(limited evidence, high agreement), but few 

quantitative estimates have been completed 

for additional warming around 3°C or 

above. Estimates of the incremental 

economic impact of emitting carbon dioxide 

lie between a few dollars and several 

hundreds of dollars per tonne of carbon 

(robust evidence, medium agreement). 

Estimates vary strongly with the assumed 

damage function and discount rate (IPCC, 

2014, p. 663). 

The IPCC adds “for most economic sectors, the 

impact of climate change will be small relative to the 

impacts of other drivers (medium evidence, high 

agreement). Changes in population, age, income, 

technology, relative prices, lifestyle, regulation, 

governance, and many other aspects of 

socioeconomic development will have an impact on 

the supply and demand of economic goods and 

services that is large relative to the impact of climate 

change” (IPCC, 2014, p. 662). 

Saying “the impact of climate change will be 

small relative to the impacts of other drivers,” even 

“changes in … relative prices, lifestyle,” is a major 

concession to what real data show. It is at odds with 

the tone and narrative of every IPCC Summary for 

Policymakers since publication of the first IPCC 

assessment report in 1990. It is certainly at odds 

with the spin put on the release of AR5 by the IPCC 

and the breathless headlines it generated (e.g., “UN 

Panel Issues Its Starkest Warning Yet on Global 

Warming” (Gillis, 2014), “Threat from Global 

Warming Heightened in Latest U.N. Report” 

(Reuters, 2014), and “Fossil Fuels Should be 

‘Phased Out by 2100’ says IPCC” (BBC, 2014).  

There is another, even bigger, admission in AR5 

that undermines its narrative of an impending 

climate crisis. The authors of the Working Group II 

contribution admit climate change “may be due to 

natural internal processes or external forcings such 

as modulations of the solar cycles, volcanic 

eruptions, and persistent anthropogenic changes in 

the composition of the atmosphere or in land use” 

(IPCC, 2014, Background Box SPM.2). While this 

may be obvious to all climate scientists, the IPCC 

Working Group I has defined “climate change” as 

referring only to changes attributable to human 

activities, either the release of greenhouse gas 

emissions (primarily by the use of fossil fuels) or by 

changes in land use (primarily agriculture and 

forestry). But Working Group II says “attribution of 

observed impacts in the WGII AR5 generally links 

responses of natural and human systems to observed 

climate change, regardless of its cause” (IPCC, 

2014, p. 4, italics added). In a footnote, they add, 

“the term attribution is used differently in WGI and 

WGII. Attribution in WGII considers the links 

between impacts on natural and human systems and 

observed climate change, regardless of its cause. By 

comparison, attribution in WGI quantifies the links 

between observed climate change and human 

activity, as well as other external climate drivers” 

(Ibid.).  

This is an important clarification with 

considerable consequences for IAM modelers. It 

means the “climate impacts” IPCC describes, often 

at great length and most likely to be reported by 

media outlets and featured by environmental 

advocacy groups in their fundraising appeals, may 

be due to natural causes (“solar cycles, volcanic 

eruptions”) and not be attributable to human 

activities. Why, then, would IAM modelers 

incorporate any of them in models intended to 

forecast “the social cost” of human carbon 

emissions? Nearly all IAMs make a major error by 

relying on IPCC data for their inputs. 

Rather than produce its own IAM to estimate 

economic impacts, the IPCC surveyed the IAM 
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literature and, in a fashion similar to what the 

Interagency Working Group did in the United States, 

reported an average of the findings. Its estimates of 

the social cost of carbon (SCC), reported in Table 

10-9 of the Working Group II contribution to AR5, 

are reproduced as Figure 8.2.5.1.1 below. Note that 

all these IAMs use IPCC anecdotes and scenarios as 

inputs into their damage function modules, so these 

IAMs are not independent research or confirmation 

of IPCC’s findings. 

The IPCC chose to report a range of discount 

rates, from 0% to 3%, starting lower than and not 

extending as high as what was used by the IWG 

(2.5% to 5%) and lower than many experts in the 

field recommend. (This is the topic of Section 

8.2.5.2 below.) Its estimate of the SCC at the 3% 

discount rate is $40 per metric ton for all studies and 

$33 for studies published since the Fourth 

Assessment Report (AR4) published in 2007, figures 

within IWG’s range of $11 to $52 reported in 2013, 

and the second figure is even a perfect match with 

IWG’s estimate assuming a 3% discount rate. The 

proximity is neither coincidence nor evidence of 

accuracy, however, given the herding tendency of 

model builders and their shared assumptions (Park et 

al., 2014). 

The economic impact of global warming also 

can be expressed as a measure of lost income or 

consumption over time, typically expressed as per-

capita gross domestic product (GDP). The IPCC 

says “the incomplete estimates of global annual 

economic losses for additional temperature increases 

of ~2°C are between 0.2 and 2.0% of income,” with 

only “medium evidence, medium agreement” (IPCC, 

2014, p. 663). Oddly, this estimate appears in the 

executive summary of the chapter but nowhere in the 

body of the chapter. Presumably this is the lost 

income growth over a 50-year period (the time 

required for temperatures to increase ~2°C). (This 

interpretation of the IPCC’s very terse statement of 

its finding is from Gleditsch and Nordås (2014, p. 

85), who cite Tol (2014a) for support.) 

The order of magnitude separating the IPCC’s 

low and high estimates is proof that this is little 

more than a guess. The IPCC admits this, saying 

“The literature on the impact of climate and climate 

change on economic growth and development has 

yet to reach firm conclusions. There is agreement 

that climate change would slow economic growth, 

by a little according to some studies and by a lot 

according to other studies. Different economies will 

be affected differently” (IPCC, 2014, p. 693).   

The economic impacts forecast by the three 

main IAMs the IPCC uses were plotted by the 

Interagency Working Group in 2010 in a figure that 

is reproduced below as Figure 8.2.5.1.2. For a 4°C 

increase in temperatures by the end of the century – 

a midpoint in the IPCC’s range “from 3.7°C to 4.8°C 

compared to pre-industrial levels” (IPCC, 2014b., p. 

8) – the three IAMs find an annual consumption loss 

of about 1%, 3%, and 4.5%. For a 2°C warming – 

IPCC’s estimate for the year 2050 – the PAGE and 

DICE models forecast consumption losses of about 

0.5% and 1% while the FUND model forecasts a 

consumption benefit of about 1% of GDP. See 

Figure 8.2.5.1.2. The models average about a 0.5% 

consumption loss, the number we can use for a cost-

benefit ratio. 

The IPCC’s attempt to conduct a cost-benefit 

analysis of global warming illustrates the profound 

difficulty confronting such endeavors. The IPCC’s 

admissions of uncertainty are explicit and could 

hardly be more emphatic; from the executive 

summary previously cited, “Global economic 

impacts from climate change are difficult to 

estimate. … [They] depend on a large number of 

assumptions, many of which are disputable, and 

many estimates do not account for catastrophic 

changes, tipping points, and many other factors” 

(IPCC, 2014). The IPCC’s decision not to build its 

own IAM speaks volumes as well. The IPCC reports 

many efforts to monetize the impact of climate 

change on specific sectors of the economies of many 

nations, including energy (supply, demand, transport 

and transmission, and macroeconomic impacts), 

water services, transportation, recreation and 

tourism, insurance and financial services, and “other 

primary and secondary economic activities” 

including agriculture, forestry, fisheries, and mining. 

The estimates come from hundreds of sources, many 

of them “gray literature” meaning they were not peer 

reviewed. Most estimates are country-specific and 

would need to be extrapolated to produce global 

estimates, an exercise fraught with uncertainties. All 

estimates cover different time periods (long, short, 

decades ago, or more recent) and use different 

methodologies (often formulas applied to limited 

sets of observational data). Most have not been 

replicated. 

To perform a cost-benefit analysis, the IPCC 

would need to aggregate these extensive but 

disparate and often unreliable data on these 

individual economic sectors, an impossible task. The 
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Figure 8.2.5.1.1 
Social cost of carbon estimates reported in AR5 
 

PRTP Post-AR4 Pre-AR4 All studies 

 Avg SD N Avg SD N Avg SD N 

0% 270 233 97 745 774 89 585 655 142 

1% 181 260 88 231 300 49 209 284 137 

3% 33 29 35 45 39 42 40 36 186 

All 241 233 462 
(35) 

565 822 323 
(49) 

428 665 785 
(84) 

 
“PRTP” is pure rate of time preference (discount rate). Columns titled “N” report the number of findings using each 
of three discount rates (0%, 1%, and 3%). The number of studies surveyed before and after publication of AR4 
and the total number of unique studies is reported in parenthesis at the bottom of the “N” columns. “Avg” is the 
average social cost of carbon in dollars per metric ton of carbon dioxide equivalent greenhouse gas emissions as 
reported by the studies, “SD” is standard deviation (a measure of variability around the mean). Source: IPCC, 
2014, Table 10-9, p. 691, citing Section SM10.2 of the on-line supplementary material. 

 
 

 
 
Figure 8.2.5.1.2 
Annual consumption loss as a fraction of global GDP in 2100 due to an increase in 
annual global temperature in the DICE, FUND, and PAGE models 

 

 
 
 Source: IWG, 2010, Figure 1A, p. 9. 
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insurmountable problems it would have faced did 

not disappear when it decided to rely on IAMs 

created by others. The DICE, PAGE, and FUND 

modelers faced the same challenges but went ahead 

and produced unreliable estimates anyway.  

Averaging the results of multiple IAMs does not 

raise the probability of finding an SCC estimate or 

impact on economic growth that is accurate. As 

Frank observed, “systematic error does not average 

away with repeated measurements. Repetition can 

even increase error. When systematic error cannot be 

eliminated and is known to be present, uncertainty 

statements must be reported along with the data” 

(Frank, 2016, p. 338). 

In a review of IAMs, Warren et al. (2006) 

concluded, “The assumption of a quadratic 

dependence of damage on temperature rise is even 

less grounded in any empirical evidence. Our review 

of the literature uncovered no rationale, whether 

empirical or theoretical, for adopting a quadratic 

form for the damage function – although the practice 

is endemic in IAMs.” Similarly, Pindyck has 

lamented, 

IAM damage functions are completely made 

up, with no theoretical or empirical 

foundation. They simply reflect common 

beliefs (which might be wrong) regarding 

the impact of 2°C or 3°C of warming, and 

can tell us nothing about what might happen 

if the temperature increases by 5°C or more. 

And yet those damage functions are taken 

seriously when IAMs are used to analyze 

climate policy (Pindyck, 2013a, p. 16). 

Also troubling is that these functions are usually 

based on only one country or region because the 

literature on the topic of environmentally induced 

costs is very limited, except in agriculture. For 

example, as described by Mastrandrea (2009): 

Market and non‐market damages in DICE 

are based on studies of impacts on the 

United States that are then scaled up or 

down for application to other regions. Many 

of the estimates to which market damages in 

PAGE are calibrated are also based on an 

extrapolation of studies of the United States. 

Only FUND uses regional and sector‐
specific estimates. However, in some sectors 

these estimates also originate in one country, 

or may be dominated by estimates from one 

region. For example, in the energy sector, 

the sector which accounts for most of the 

economic damages in FUND, estimates for 

the UK are scaled across the world. 

Summing up the cumulative effects of the many 

shortcomings that prevent IAMs from being able to 

accurately determine the economic impacts of 

climate change, Pindyck writes: 

… the greatest area of uncertainty concerns 

the economic impact (including health and 

social impacts) of climate change. The 

economic loss functions that are part of most 

IAMs are essentially ad hoc. This is not 

surprising given how little we know – in 

terms of both theory and data – about the 

ways and extent to which changes in 

temperature and other climate variables are 

likely to affect the economy. In fact, the 

economic impact of climate change may 

well be in the realm of the “unknowable.” 

This in turn means that IAM-based analyses 

of climate change may not take us very far, 

and the models may be of very limited use 

as a policy tool (Pindyck, 2013b, p. 17). 

Assuming arguendo that the IPCC’s estimate of 

the economic impacts of global warming in 50 or 

100 years is accurate, how should it be interpreted? 

The IPCC’s estimate of the impact of a surface 

temperature increase of ~2°C (from pre-industrial 

levels), a loss of 1% of GDP around the year 2050, 

is less than the expected global economic growth 

rate in about four months. A single recession, even a 

very short and mild recession, would have a larger 

impact, and several are likely to occur before 2050. 

Other than their choice of a low discount rate, 

the authors of Chapter 10 of Working Group II’s 

contribution to AR5 may be out-of-step with the 

rhetoric and tone of other chapters of the WGII 

contribution to AR5, but that is a good thing. While 

the authors of other chapters seemed to think it their 

duty to compile anecdotes of human suffering due to 

extreme weather and natural disasters and to 

speculate that such events will become more 

frequent in the future due to human interference in 

the climate, the authors of Chapter 10 took more 

seriously their duty to prove the links in the logical 

chain behind such claims (even while accepting the 

IPCC’s distorted views in the emission scenarios and 

carbon cycle modules), and then to monetize the 

harms. 
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One of the two lead authors of Chapter 10, 

Richard S.J. Tol, is the creator of the FUND model, 

one of the three IAMs most prominent in the climate 

change literature. Significantly, Tol resigned from 

the IPCC shortly before AR5 was released. He 

explained why in a blogpost on April 25, 2014: 

In the earlier drafts of the SPM, there was a 

key message that was new, snappy and 

relevant: Many of the more worrying 

impacts of climate change really are 

symptoms of mismanagement and under-

development. This message does not 

support the political agenda for greenhouse 

gas emission reduction. Later drafts put 

more and more emphasis on the reasons for 

concern about climate change, a concept I 

had helped to develop for AR3. Raising the 

alarm about climate change has been tried 

before, many times in fact, but it has not had 

an appreciable effect on greenhouse gas 

emissions. I reckoned that putting my name 

on such a document would not be credible – 

my opinions are well-known – and I 

withdrew (Tol, 2014b, boldface in original). 

Economics, as explained in Chapter 1, uses data 

about prices and investment returns to make 

objective what are otherwise only subjective 

impressions, preferences, and anecdotes. When 

applied to the impacts of climate change, economics 

can reveal the true net costs of climate change, 

should it occur and provided the data that enter 

earlier modules in the IAMs are accurate. Even with 

the IPCC’s thumb on the scale in this respect, it is 

remarkable to see how small the economic 

consequences of climate change would be.  
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8.2.5.2 Discount Rates 

As discussed in Chapter 1, Section 1.2.8, the 

selection of a discount rate (referred to in the U.K. as 

the “social time preference rate” or STPR) is one of 

the most controversial issues in the climate change 

debate (Heal and Millner, 2014; Weitzman, 2015). 
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According to the U.K. Treasury’s Green Book, a 

STPR has two components:  

 

 “time preference” – the rate at which 

consumption and public spending are discounted 

over time, assuming no change in per capita 

consumption. This captures the preference for 

value now rather than later. 

 “wealth effect” – this reflects expected growth in 

per capita consumption over time, where future 

consumption will be higher relative to current 

consumption and is expected to have a lower 

utility (H.M. Treasury, 2018, p. 101). 

The STPR is expressed as an equation, r = ρ + 

μg, where r is the STPR, ρ (rho) is time preference 

comprising pure time preference (δ, delta) and 

catastrophic risk (L), and μg is the wealth effect, 

derived as the marginal utility of consumption (μ, 

mu), multiplied by expected growth rate of future 

real per capita consumption g. In 2018, the Green 

Book put the three variables at ρ = 1.5%; μ = 1.0; 

and g = 2%, so 0.015 + 1 x 0.02 = 3.5%. However, 

the Green Book recommends a lower rate of l.5% for 

“risk to health and life values” because “the ‘wealth 

effect’, or real per capita consumption growth 

element of the discount rate, is excluded.” The STPR 

also should “decline over the long term,” says the 

Green Book, “due to uncertainty about future values 

of its components.” The result is a range of STPRs 

which it summarizes in the table reproduced as 

Figure 8.2.5.2.1 below. 

Many IAMs and reports in the “gray literature” 

use rates similar to the Green Book’s long-term 

health rates – 0.71% to 1.07% – which are much 

lower than those used in any other area of public 

policy. While different rates are appropriate for 

different kinds of analysis, it seems the practice of 

using extremely low rates (and even zero) was 

adopted early on in the climate change debate to 

draw attention to what was thought to be an under-

appreciated long-term problem. Over time, much of 

the urgency about the issue has been removed as 

temperatures have risen less than expected and the 

predicted climate impacts have failed to materialize. 

The high cost of mitigation has become better 

understood, strengthening the case that investments 

in emissions mitigation should compete on equal 

footing with spending on other long-term public 

needs such as education, health care, and 

infrastructure. 

The IPCC originally endorsed discount rates 

much higher than those recommended by the Green 

Book. The IPCC’s Third Assessment Report (IPCC, 

2001) said the following about discount rates: 

For climate change the assessment of 

mitigation programmes and the analysis of 

impacts caused by climate change need to be 

distinguished. The choice of discount rates 

applied in cost assessment should depend on 

whether the perspective taken is the social or 

private case.  

For mitigation effects, the country must base 

its decisions at least partly on discount rates 

that reflect the opportunity cost of capital. In 

developed countries rates around 4%–6% 

are probably justified. Rates of this level are 

 
 

Figure 8.2.5.2.1 
Declining long term social time preference rate (STPR) 
 

 
 
Source: H.M. Treasury, 2018, Table 8, p. 104.  
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in fact used for the appraisal of public sector 

projects in the European Union (EU) (Watts, 

1999). In developing countries the rate could 

be as high as 10%–12%. The international 

banks use these rates, for example, in 

appraising investment projects in developing 

countries. It is more of a challenge, therefore, 

to argue that climate change mitigation 

projects should face different rates, unless the 

mitigation project is of very long duration. 

These rates do not reflect private rates of 

return, which typically need to be 

considerably higher to justify the project, 

potentially between 10% and 25%. 

For climate change impacts, the long-term 

nature of the problem is the key issue. The 

benefits of reduced [greenhouse gas (GHG)] 

emissions vary with the time of emissions 

reduction, with the atmospheric GHG 

concentration at the reduction time, and with 

the total GHG concentrations more than 100 

years after the emissions reduction. Any 

“realistic” discount rate used to discount the 

impacts of increased climate change impacts 

would render the damages, which occur over 

long periods of time, very small. With a 

horizon of around 200 years, a discount rate 

of 4% implies that damages of USD1 at the 

end of the period are valued at 0.04 cents 

today. At 8% the same damages are worth 

0.00002 cents today. Hence, at discount rates 

in this range the damages associated with 

climate change become very small and even 

disappear (Cline, 1993)” (IPCC, 2001, p. 

466). 

There are two main points to be taken from this 

passage. First, investments in mitigation should be 

held to the same standard as other investments, public 

or private, to ensure capital flows to its highest and 

best use. For developing countries, the IPCC suggests 

using discount rates as high as 10% to 12%. Second, 

“the range of dangers associated with climate change 

become very small and even disappear” as the chosen 

discount rate increases. It should therefore come as 

no surprise that governments and other proponents of 

immediate action to slow or stop climate change 

favor the use of lower discount rates. At higher (and 

likely more appropriate) discount rates, there is no 

economic rationale for immediate action. 

In 2001, the IPCC cited a survey by Weitzman 

(1998) of 1,700 professional economists suggesting 

they believe “lower rates should be applied to 

problems with long time horizons, such as that being 

discussed here,” and Weitzman “suggests the 

appropriate discount rate for long-lived projects is 

less than 2%” (IPCC, 2001, p. 467). In the eyes of 

some, discounting at all is unethical (Broome, 2004, 

2012; Heal, 2009; Stern, 2014). They claim it violates 

intergenerational neutrality, causing future 

generations to be held as less valuable than the 

current one. But this logic seems flawed since the 

cost of reducing greenhouse gas emissions to benefit 

future generations must be compared to other 

investments that would also benefit future 

generations. Nearly any investment in capital and 

services that raises productivity and produces wealth 

will benefit future generations. 

Weitzman (2007) and a team of other economists 

(Arrow et al., 2013) have sided with a declining 

discount rate based on a formula called the Ramsey 

discounting formula, in which benefits realized in the 

immediate future (one to five years) might be 

discounted at 4%, those in the medium future (26–75 

years) at 2%, and those in the distant future (76–300 

years) at 1%. But once again, this seems counter-

intuitive. Making investments in emission reductions 

that yield less than the return on alternative 

investments impoverishes future generations 

(Birdsall and Steer, 1993; Klaus, 2012). As Robert 

Mendelsohn wrote in 2004, “if climate change can 

only earn a 1.5% return each year, there are many 

more deserving social activities that we must fund 

before we get to climate. Although climate impacts 

are long term, that does not justify using a different 

price for time” (Mendelsohn, 2004). 

Other economists argue for discount rates higher 

than the Ramsey formula. Carter et al. wrote, 

“because our knowledge of future events becomes 

more uncertain as the time horizon is extended, 

discount rates should if anything increase rather than 

diminish with time” (Carter et al., 2006). The passage 

of time diminishes the odds that any specific event, 

whether harmful (cost) or desirable (benefit), will 

come to pass. It is therefore logical to discount the 

possibility of ever seeing a benefit whose delivery is 

decades or even a century distant. In the climate 

debate, delivery of the benefit can be foiled by even 

small changes in population, consumption, 

technology, politics, and international affairs that can 

(following the IPCC’s chain of logic) change 

emission scenarios, hence atmospheric concentrations 
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of CO2, hence climate impacts, and hence economic 

impacts. 

Another reason to believe discount rates should 

be high rather than low for benefits realized in the far 

future is because future generations will be much 

wealthier than people are today and therefore better 

able to cope with the risks that might accompany 

climate change. “There is a general consensus among 

economists that future generations will be able to 

deal with the average impacts of climate change 

relatively uneventfully,” writes Litterman (2013, p. 

38). At an annual per-capita income growth rate of 

2.8% (the average over the past 50 years), average 

personal income will be four times as high as today 

in 50 years and 16 times as high in 100 years. In the 

latter case, even the world’s poor will be wealthier 

than middle-income wage earners today, giving them 

access to mobility, air conditioning, and other forms 

of adaptation to climate hazards that currently may be 

beyond their reach (Goklany, 2009). 

Nigel Lawson reports the rate the British 

Treasury set for public-sector projects was 6% during 

his time as U.K. Chancellor, and he is skeptical of the 

justification for a subsequent reduction to 3.5%, 

pointing out the private-sector rate is considerably 

higher (Lawson, 2008, p. 84). The issue, he observes, 

is not what would be an appropriate rate for 

developed countries, but what rate should be applied 

to a global project, and as the IPCC admits in the 

excerpt above, normal rates in developing countries 

are considerably higher.  

The U.S. Office of Management and Budget 

(OMB) guidelines for base-line analysis state, 

“Constant-dollar benefit-cost analyses of proposed 

investments and regulations should report net present 

value and other outcomes determined using a real 

discount rate of 7%. This rate approximates the 

marginal pretax rate of return on an average 

investment in the private sector in recent years” 

(OMB, 1992, p. 9). Another commonly referenced 

benchmark is the return on U.S. Treasury notes, 

which at the time of this writing was 3.14% 

(Bankrates.com, 2018). 

Economists generally reject the notion that 

climate change should be singled out for unique 

treatment, arguing the assessment of present values 

of future benefits/costs rests on principles that are 

rational and immutable (e.g., Mendelsohn, 2004). 

Although expenditures can be viewed very 

differently in terms of diverse politics, moral 

philosophy, or ethics, they contend discount rates 

used for inter-temporal calculations should be around 

the real rate of return on capital, because only that 

rate represents the true opportunity cost of 

investments in climate mitigation (Nordhaus, 1998; 

Murphy, 2008). According to Kreutzer (2016), 

What, then, is the best reasonable return on 

investment? While one cannot predict what 

future rates will be, past rates of return on 

broad indexes are an excellent guide. The 

return on the Standard & Poor’s 500 from 

1928 to 2014 was 9.60 percent. Over this 

time inflation was a compounded 3.1 percent. 

The real rate of return would be the 

difference, 6.5 percent per year. Another 

source estimates the return for all stocks in 

the U.S. from 1802 to 2002 and gets the same 

6.5 percent real return on capital. Yet another 

source calculates the real return on stocks 

between 1802 and 2002 to be 6.8 percent per 

year. These estimates reflect the returns after 

corporate income taxes are paid. Adjusting 

for corporate profits taxes increases these 

rates to between 7.5 percent and 9.9 percent. 

Kreutzer concludes, “In any event, the 7 percent 

discount rate that is part of the Office of Management 

and Budget’s guidance does not seem too high” 

(Ibid.).  

The exception that seems to draw many 

researchers away from this consensus is Sir Nicholas 

Stern, whose 2007 Stern Review based its analysis on 

a discount rate of roughly 1.4% or even as low as 

0.1% (Stern, 2007; Stern Review team, 2006). Stern 

justifies his rate as follows: 

The most straightforward and defensible 

interpretation (as argued in the Review) of 

[the utility discount factor] δ is the 

probability of existence of the world. In the 

Review, we took as our base case δ = 

0.1%/year, which gives roughly a one-in-ten 

chance of the planet not seeing out this 

century. [Annual per-capita consumption 

growth] is on average ~1.3% in a world 

without climate change, giving an average 

consumption or social discount rate across 

the entire period of 1.4% (being lower where 

the impacts of climate change depress 

consumption growth) (Dietz et al., 2007). 

Stern assumes a one-in-ten probability that 

anthropogenic global warming will bring the world to 

an end by 2100, the social discount rate would indeed 

be vanishingly different from zero. But that 
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doomsday scenario defies logic as well as climate 

science and economics. Carbon dioxide’s effect on 

climate and then climate change’s effect on human 

well-being are likely to be small relative to other 

human needs and priorities, even well past the end of 

the twenty-first century. Investing in efforts to 

mitigate their effects ought not be raised above other 

needs without sound scientific and economic 

justification. Stern’s focus on an utterly implausible 

scenario makes his advice on a discount rate 

unreliable. 

The detailed analyses of the risk of 

anthropogenic climate change presented earlier in 

this chapter and in previous chapters make a strong 

case that there is nothing special or unique about 

climate change that would justify an exceptional 

discount rate. Estimates of future costs and benefits 

and investments in emission reductions should be 

discounted at the same rate as other costs, benefits, 

and investment opportunities that face similar 

uncertainties. Special pleading or exception-making 

opens the door for bad public policy choices, thereby 

undermining the goals of CBA in the first place. 

Finding the right discount rate has major 

consequences for estimating the human welfare 

impacts of climate change. The debate over choosing 

an appropriate discount rate is certainly worth 

having, but opponents of using a constant discount 

rate of approximately 7%, as recommended by OMB, 

Kreutzer, and others, have a tough position to defend. 
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8.3 Climate Change 

Previous sections of this chapter have shown how 

cascading uncertainty cripples integrated assessment 

models (IAMs). All five steps in an IAM – emission 

scenarios, carbon cycle, climate sensitivity, climate 

impacts, and economic impacts – rely on assumptions 

and controversial assertions that undermine the 

credibility of these academic exercises. They are, as 

Pindyck (2013) wrote, “close to useless as tools for 

policy analysis.”  

Assuming arguendo that IAMs get some aspects 

of the climate change problem right, this section 

begins with a summary of what the IPCC in its Fifth 

Assessment Report says the models show. It is 

seldom noted that the IPCC’s estimates of the cost of 

reducing greenhouse gas emissions is reported in the 

Working Group III report while the benefits appear in 

the Working Group II report. What happens when 

those two estimates are compared? Section 8.3.1 

answers that question. 

Sections 8.3.2 and 8.3.3 report what happened 

when Dayaratna et al. (2017) re-ran two of the three 

IAMs relied upon by the IPCC to estimate the “social 

cost of carbon” using different assumptions regarding 

climate sensitivity, discount rates, and number of 

years being forecast. (The researchers also were 

interested in examining the robustness of the IPCC’s 

third model, the PAGE model (Hope, 2013, 2018), 

but the author of that model, Chris Hope, insisted on 

co-authorship of any publications that would be 

written in exchange for providing his codes, so that 

model was not studied.) 
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8.3.1 The IPCC’s Findings 

By the IPCC’s own estimates, the cost of 

reducing emissions in 2050 by enough to 

avoid a warming of ~2°C would be 6.8 times 

as much as the benefits would be worth. 

 

The IPCC’s estimate of the economic impact of 

unmitigated climate change was discussed in some 

detail in Section 8.2.5.1. Working Group II’s 

contribution to AR5 put the cost of unmitigated 

climate change at between 0.2% and 2.0% of annual 

global GDP for a warming of approximately 2°C by 

2050 (IPCC, 2014a, p. 663). Presumably this is the 

lost income growth over a 50-year period (the time 

required for temperatures to increase ~2°C) 

(Gleditsch and Nordås, 2014, p. 85). A mean cost 
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estimate might be 1% (2.2 / 2), but this is higher than 

what the IPCC’s IAMs forecast (see Figure 

8.2.5.1.2). For a 2°C warming the PAGE and DICE 

models forecast consumption losses of about 0.5% 

and 1% while the FUND model forecasts a 

consumption benefit of about 1% of GDP. The 

models average about a 0.5% consumption loss. 

Avoiding this cost would be the benefit of reducing 

emissions sufficiently to keep the warming from 

occurring. 

 The Working Group III contribution to AR5 puts 

the cost of reducing greenhouse gas emissions 

enough to avoid more than 2°C warming by 2100 at 

1.7% of global GDP in 2030, 3.4% in 2050, and 4.8% 

in 2100 (IPCC, 2014b, Table SPM.2, p. 15). These 

are “global mitigation costs” discounted at 5% per 

year and do not include the possible benefits or costs 

of climate impacts.  

Working Group III says without mitigation, 

“global mean surface temperature increases in 2100 

from 3.7°C to 4.8°C compared to pre-industrial 

levels” (IPCC, 2014b, p. 8). But Working Group II 

doesn’t offer an estimate of the cost of unmitigated 

climate change much higher than ~2°C, saying 

“losses accelerate with greater warming (limited 

evidence, high agreement), but few quantitative 

estimates have been completed for additional 

warming around 3°C or above. … Estimates vary 

strongly with the assumed damage function and 

discount rate” (IPCC, 2014a, p. 663). On this point 

we can agree with the IPCC: Accurately forecasting 

economic costs and benefits more than 40 or 50 years 

distant is impossible. 

The ratio of the IPCC’s estimates of the costs and 

benefits of reducing emissions sufficiently to prevent 

more than 2°C warming by 2050 is 6.8:1 (3.4/0.5). 

This seems as close to a cost-benefit ratio as one can 

derive from the IPCC’s voluminous research and 

commentary on impacts and mitigation. Reducing 

emissions would cost approximately seven times as 

much as any possible benefits that might come from a 

slightly cooler world in 2050 and beyond. This means 

the IPCC itself makes a strong case against reducing 

emissions before 2050. But given all the errors in the 

IPCC’s analysis documented in this and earlier 

chapters, a better cost-benefit ratio is in order. 
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8.3.2 DICE and FUND Models 

Changing only three assumptions in two 

leading IAMs – the DICE and FUND models 

– reduces the SCC by an order of magnitude 

for the first and changes the sign from 

positive to negative for the second. 

 

The two publicly available models used by the U.S. 

Interagency Working Group (IWG) for policymaking 

prior to 2017 were the Dynamic Integrated Climate-

Economy (DICE) model (Newbold, 2010; Nordhaus, 

2017), and the Climate Framework for Uncertainty, 

Negotiation and Distribution (FUND) model 

(Anthoff and Tol, 2014; Waldhoff et al., 2014; Tol 

and Anthoff, 2018). Examination of the DICE and 

FUND models by Dayaratna et al. (2017) revealed 

they are especially sensitive to three parameters 

chosen by IWG: discount rates, equilibrium climate 

sensitivity, and the number of years being forecast. 

IWG simply chose not to run the models with the 7% 

discount rate required by the U.S. Office of 

Management and Budget (OMB, 1992) and 

recommended by many economists as recounted in 

Section 8.2.5.2. So Dayaratna et al. ran the models 

themselves. As previously mentioned, a third model, 

PAGE, was not used due to the author’s insistence of 

co-authorship, precluding independent analysis. 

Equilibrium climate sensitivity (ECS) was 

discussed in detail in Chapter 2 and in Section 8.2.3. 

The ECS distribution used by IWG was published in 

the journal Science 11 years ago (Roe and Baker, 

2007). Rather than being based on empirical data, 

this distribution was calibrated to assumptions made 

by IWG. Since it was published, studies regarding 

ECS distributions have found a significantly lower 

probability of extreme global warming (see Figure 

8.2.3.5 and Otto et al., 2013; Lewis, 2013; and Lewis 

and Curry, 2015). Dayaratna et al. (2017) re-ran the 
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DICE and FUND models with these new ECS 

estimates. 

The IWG also chose to run the DICE and FUND 

models with time horizons of 300 years, which defies 

credibility. The “cascade of uncertainty” identified 

earlier in this chapter grows greater with every year, 

making predictions beyond even one or a few 

decades speculative. Three centuries is far beyond the 

horizon of any credible scientific or economic model. 

As seen in the outputs reported below, reducing the 

horizon by half, to a still-unbelievable 150 years, 

dramatically changes the SCC. 

When Dayaratna et al. (2017) ran the DICE 

model using a 7% discount rate but retaining the Roe 

and Baker ECS estimate and 300-year horizon, the 

social cost of carbon (SCC) estimates ranged from 

$4.02 per marginal ton of CO2eq generated in 2010 to 

$12.25 in 2050, dramatically less than the estimates 

produced when lower discount rates are assumed. For 

example, between a 2.5% and a 7% discount rate, the 

SCC falls by more than 80% in 2050. The reductions 

in SCC for other years are also quite substantial. The 

results appear in (A) in Figure 8.3.2.1. 

 
 

Figure 8.3.2.1 
Re-running the DICE model with truncated time horizon 

 

Year 
Discount Rate 

2.50% 3% 5% 7% 

(A) DICE model SCC estimates using outdated Roe-Baker (2007) ECS 
distribution and 300 year time horizon 

2010 $46.57 $30.04 $8.81 $4.02 

2020 $56.92 $37.79 $12.10 $5.87 

2030 $66.52 $45.14 $15.33 $7.70 

2040 $76.95 $53.25 $19.02 $9.85 

2050 $87.69 $61.72 $23.06 $12.25 

(B) DICE model SCC estimates using outdated Roe-Baker (2007) ECS 
distribution with time horizon truncated at 150 years 

2010 $36.78 $26.01 $8.66 $4.01 

2020 $44.41 $32.38 $11.85 $5.85 

2030 $50.82 $38.00 $14.92 $7.67 

2040 $57.17 $43.79 $18.36 $9.79 

2050 $62.81 $49.20 $22.00 $12.13 

(C) Percentage change in DICE model’s SCC estimates using outdated 
Roe-Baker (2007) ECS distribution after truncating time horizon to 150 
years 

2010 -21.04% -13.43% -1.77% -0.20% 

2020 -21.98% -14.32% -2.10% -0.27% 

2030 -23.60% -15.82% -2.66% -0.39% 

2040 -25.71% -17.78% -3.45% -0.60% 

2050 -28.37% -20.28% -4.58% -0.94% 
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Running the DICE model using the 7% discount 

rate and truncating the time horizon to 150 years 

instead of 300 years significantly reduced SCC 

estimates for model runs using low discount rates 

while leaving the SCC estimates for the 7% discount 

rate relatively unchanged. The absolute values appear 

in (B) and the percentage change from (A) to (B) 

appears in (C) in Figure 8.3.2.1. 

Dayaratna et al. (2017) also found the DICE 

model is sensitive to the choice of its equilibrium 

climate sensitivity distribution. Running the model 

with the Otto et al. (2013) ECS instead of the out-of-

date Roe-Baker (2007) ECS revealed an SCC with a 

7% discount rate of between $2.80 (2010) and $8.29 

(2050), a decline by some 30%. (D) in Figure 8.3.2.2 

presents the absolute values and (E) shows the 

percentage change from (A) in Figure 8.3.2.1. 

Dayaratna et al. (2017) also ran the DICE model 

using the Lewis and Curry (2015) ECS distribution 

instead of the outdated Roe-Backer (2007) ECS 

distribution and found similar lower SCC results and 

large percentage changes at all discount rates as 

shown in (F) and (G) in Figure 8.3.2.3. 

These reductions in SCC estimates are due to a 

very simple aspect of the ECS distribution used. The 

outdated Roe-Baker distribution has a significantly 

higher probability of high-end global warming than 

these more up-to-date distributions. For example, the 

probability of a temperature increase greater than 4° 

Celsius is slightly above 0.25 under the outdated 

Roe-Baker distribution; under the Otto et al. (2013) 

and Lewis and Curry (2015) distributions, this 

probability is less than 0.05. As a result, model 

simulations draw more from such extreme cases of 

global warming using the Roe-Baker distribution, and 

those extreme cases manifest themselves in higher 

estimates of the SCC. 

Similarly, Dayaratna et al. (2017) re-ran the 

FUND model using the 7% discount rate and 

replacing the outdated Roe-Baker (2007) ECS 

distribution with the more recent Otto et al. (2013) 

and Lewis and Curry (2015) ECS distributions. The 

FUND model’s estimates of SCC start out slightly 

lower than the DICE model because it includes some 

social benefits attributable to enhanced agricultural 

productivity due to increased CO2 fertilization. With 

a 7% discount rate and updated ECS distributions, the 

FUND model reports a slightly negative SCC for all 

years from 2010 to 2050 ranging from $-0.14 per 

metric ton to -$1.12. See (H), (I), and (J) in Figure 

8.3.2.4 for the SCC estimates for all four discount 

rates and three ECS distributions. 

 
 
Figure 8.3.2.2 
Re-running the DICE model with Otto et al. (2013) ECS distribution 

 

Year 
Discount Rate 

2.5% 3% 5% 7% 

(D) DICE model SCC estimates using Otto et al. (2013) ECS distribution 

2010 $26.64 $17.72 $5.73 $2.80 

2020 $32.65 $22.32 $7.82 $4.04 

2030 $38.33 $26.74 $9.88 $5.26 

2040 $44.54 $31.63 $12.24 $6.69 

2050 $51.19 $36.91 $14.84 $8.29 

(E) Percentage change in DICE model’s SCC estimates after switching from 
the outdated Roe-Baker (2007) to Otto et al. (2013) ECS distribution 

2010 -42.79% -41.00% -35.02% -30.39% 

2020 -42.63% -40.93% -35.37% -31.20% 

2030 -42.38% -40.77% -35.52% -31.71% 

2040 -42.12% -40.61% -35.65% -32.13% 

2050 -41.62% -40.20% -35.62% -32.33% 
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Figure 8.3.2.3 
Re-running the DICE model with the Lewis and Curry (2015) ECS distribution 
 

Year 
Discount Rate 

2.5% 3% 5% 7% 

(F) DICE model SCC estimates using Lewis and Curry (2015) ECS distribution 

2010 $23.62 $15.62 $5.03 $2.48 

2020 $28.92 $19.66 $6.86 $3.57 

2030 $33.95 $23.56 $8.67 $4.65 

2040 $39.47 $27.88 $10.74 $5.91 

2050 $45.34 $32.51 $13.03 $7.32 

(G) Percentage change in DICE model’s SCC estimates after switching from 
the outdated Roe-Baker (2007) to Lewis and Curry (2015) ECS distribution 

2010 -49.28% -48.00% -42.91% -38.31% 

2020 -49.19% -47.98% -43.31% -39.18% 

2030 -48.96% -47.81% -43.44% -39.61% 

2040 -48.71% -47.64% -43.53% -40.00% 

2050 -48.30% -47.33% -43.50% -40.24% 

 

 
 

Re-running the DICE and FUND models with 

these reasonable changes to discount rates and 

equilibrium climate sensitivity reveals several things: 

(a) The models relied on by the IPCC, EPA, and 

other government agencies depend on factors whose 

values violate conventional cost-benefit analysis (low 

discount rates), rely on outdated and invalidated data 

(the Roe-Baker (2007) ECS estimate), or lie outside 

the range of plausibility (the 300-year horizon);  

(b) Altering only these three variables is 

sufficient to reduce the SCC to less than $10 in the 

DICE model (e.g from $87.69 to $7.32 in 2050) and 

to change its sign from positive to negative in the 

FUND model (e.g. from $42.98 to -$-0.53 in 2050); 

(c) Using the FUND model – the only model that 

takes into account potential benefits from CO2 

emissions – the estimates of the SCC are close to 

zero or even negative under very reasonable 

assumptions, suggesting that climate change may 

offer more benefits than costs to society. 
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Figure 8.3.2.4 
Re-running the FUND model using Roe-Baker (2007), Otto et al. (2013), 
and Lewis and Curry (2015) 

 

Year 
Discount Rate 

2.50% 3% 5% 7% 

(H) FUND model SCC estimates using outdated Roe-Baker (2007) ECS 
distribution 

2010 $29.69 $16.98 $1.87 -$0.53 

2020 $32.90 $19.33 $2.54 -$0.37 

2030 $36.16 $21.78 $3.31 -$0.13 

2040 $39.53 $24.36 $4.21 $0.19 

2050 $42.98 $27.06 $5.25 $0.63 

(I) FUND model SCC estimates using Otto et al. (2013) ECS distribution 

2010 $11.28 $6.27 $0.05 -$0.93 

2020 $12.66 $7.30 $0.36 -$0.87 

2030 $14.01 $8.35 $0.74 -$0.75 

2040 $17.94 $11.08 $1.50 -$0.49 

2050 $19.94 $12.69 $2.21 -$0.14 

(J) FUND model SCC estimates using Lewis and Curry (2015) ECS 
distribution 

2010 $5.25 $2.78 -$0.65 -$1.12 

2020 $5.86 $3.33 -$0.47 -$1.10 

2030 $6.45 $3.90 -$0.19 -$1.01 

2040 $7.02 $4.49 -$0.18 -$0.82 

2050 $7.53 $5.09 $0.64 -$0.53 
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8.3.3 A Negative SCC 

Under very reasonable assumptions, IAMs 

can suggest the SCC is more likely than not 

to be negative, even though they have many 

assumptions and biases that tend to 

exaggerate the negative effects of GHG 

emissions. 

 

The negative SCC estimates produced by the FUND 

model are interesting and warrant further discussion. 

Since SCC is presented as a cost, a negative estimate 

signifies more social benefits than social costs 

associated with greenhouse gas emissions, and 

therefore such emissions are net beneficial for the 

planet. As these models are estimated via Monte 

Carlo simulation, Dayaratna et al. (2017) were able 

to compute the probability of a negative SCC. Their 

findings are summarized in (A), (B), and (C) in 

Figure 8.3.3.1. 

There are a few noteworthy points from these 

results. First, with a 7% discount rate and updated 

ECS range, the probability ranges from 54% to 73% 

that the SCC is negative. Even with lower discount 

rates the probability of a negative SCC ranges from 

22.8% to 60.1%. Even using the outdated Roe-Baker 

distribution, with a 7% discount rate there is a greater 

probability of a negative SCC than a positive SCC 

through 2040. 

These results may be one of the reasons the IWG 

researchers chose not to report a 7% discount rate in 

their analysis. Acknowledging that the combustion of 

fossil fuels – the main source of anthropogenic CO2 

emissions – likely causes more social benefits than 

social harms would hardly have aided the Obama 

administration in its “war on coal.” That result would 

more plausibly support efforts to protect the nation’s 

coal-powered electric generation capacity, something 

Obama’s successor is pursuing (Cama, 2017; Dlouhy, 

2018). 

The analysis by Dayaratna et al. (2017) makes 

clear that estimates of the social cost of carbon are 

sensitive to changes to assumptions and a few key 

variables. Although these models are interesting to 

explore in academic research, they are not robust 

enough for use in setting regulatory policy. 

Fortunately, the Trump administration disbanded the 

IWG and halted use of SCC estimates in regulatory 

policy (Trump, 2017). Future administrations, both in 

the United States and elsewhere in the world, would 

benefit from doing the same. 
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8.4 Fossil Fuels 

Efforts to calculate the “social cost of carbon” (SCC) 

routinely underestimate the cost of reducing 

humanity’s reliance on fossil fuels by excluding the 

private benefits of fossil fuels and then the 

opportunity cost of foregoing those benefits. As was 

mentioned at the start of this chapter, in Section 

8.1.2, the SCC label is typically applied only to the 

cost of the net effects of climate change attributed to 

CO2 and other greenhouse gases emitted by 

humanity.  

But to ignore this opportunity cost is obviously 

wrong. In its 2017 report to Congress, the U.S. Office 

of Management and Budget (OMB) said “cost-

benefit analysis as required by EO 12866 remains the 

primary analytical tool to inform specific regulatory 

decisions. Accordingly, except where prohibited by 

law, agencies must continue to assess and consider 

both the benefits and costs of regulatory and 

deregulatory actions, and issue such actions only 

upon a reasoned determination that benefits justify 

costs” (OMB, 2018, p. 51, italics added). 

It should have occurred to the IWG economists 

that the integrated assessment models (IAMs) they 

chose to rely on for the SCC estimates failed to meet 

OMB’s requirement, and not only by failing to report 

costs using a 7% discount rate and by comparing 

domestic costs with global benefits, as reported in 

Section 8.1.4. IAMs by design monetize only the 

costs of climate change attributable to anthropogenic 

greenhouse gas emissions. The DICE model 
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Figure 8.3.3.1 
Probability of a negative Social Cost of Carbon (SCC) estimate 
 

Year 
Discount Rate 

2.5% 3% 5% 7% 

(A) Probability of negative SCC estimates for DICE and FUND models using 
outdated Roe-Baker (2007) ECS distribution 

2010 0.087 0.121 0.372 0.642 

2020 0.084 0.115 0.344 0.601 

2030 0.08 0.108 0.312 0.555 

2040 0.075 0.101 0.282 0.507 

2050 0.071 0.093 0.251 0.455 

B. Probability of negative SCC estimates for DICE and FUND models using 
Otto et al. (2013) ECS distribution 

2010 0.278 0.321 0.529 0.701 

2020 0.268 0.306 0.496 0.661 

2030 0.255 0.291 0.461 0.619 

2040 0.244 0.274 0.425 0.571 

2050 0.228 0.256 0.386 0.517 

(C) Probability of negative SCC estimates for DICE and FUND models using 
Lewis and Curry (2015) ECS distribution 

2010 0.416 0.450 0.601 0.730 

2020 0.402 0.432 0.570 0.690 

2030 0.388 0.414 0.536 0.646 

2040 0.371 0.394 0.496 0.597 

2050 0.354 0.372 0.456 0.542 

 

 
 

deliberately excludes any benefits from climate 

change, while the FUND model includes only the 

benefits from aerial CO2 fertilization (Dayaratna and 

Kreutzer, 2013, 2014). They omit entirely the 

extensive benefits produced by the use of fossil fuels, 

and hence the opportunity cost of losing those 

benefits. Consequently, while IAMs might be used to 

monetize one or a few of the many costs and benefits 

arising from the use of fossil fuels, they are not a true 

CBA (Pindyck, 2013). 

The rest of this section attempts to produce more 

accurate cost-benefit ratios for the use of fossil fuels. 

Section 8.4.1 reviews all the impacts of fossil fuels 

identified earlier in this chapter and in other chapters 

of this book and finds 16 benefits and only one net 

cost. Section 8.4.2 produces realistic estimates of the 

cost of reducing GHG emissions by the amounts 
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recommended by the IPCC and according to a goal 

set by the European Union. Section 8.4.3 produces 

new cost-benefit ratios using the findings from the 

IPCC, the Interagency Working Group, and Bezdek 

(2014, 2015). The authors find the cost of reducing 

humanity’s reliance on fossil exceeds the benefits by 

ratios as low as 6.8:1 to as high as 160:1. 
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Section 8.4.1 Impacts of Fossil Fuels 

Sixteen of 25 possible impacts of fossil fuels 

on human well-being are net benefits, only 

one is a net cost, and the rest are either 

unknown or likely to have no net impact. 

 

The authors of the Working Group II contribution to 

the IPCC’s Fifth Assessment Report (AR5) reported 

hundreds of studies allegedly documenting the 

impacts of climate change on humanity, but they did 

not attempt to aggregate those impacts, observing 

that differences in methodology, geographical areas, 

time periods, and outputs made such a meta-analysis 

impossible. Instead, they opted to summarize the 

possible impacts in a table (Assessment Box SPM.2 

Table 1 in the Summary for Policymakers (IPCC, 

2014a, pp. 21–25).  

The authors of the current volume follow the 

IPCC’s lead by producing the table shown in Figure 

8.4.1.1 summarizing the findings of previous chapters 

regarding the impacts of fossil fuels on human well-

being. Possible impacts appear in alphabetical order, 

their net impact (benefit, cost, no net impact, or 

unknown) appear in the second column, brief 

observations on the impacts appear in the third 

column, and chapters and sections of chapters in 

which the topics are addressed appear in the fourth 

column of the table. 

 

 

 
 

Figure 8.4.1.1 
Impact of fossil fuels on human well-being 

 

Impact Benefit or 
Cost 

Observations Chapter 
References 

Acid rain No net impact Once feared to be a major environmental threat, the deposition of 
sulfuric and nitric acid due to smokestack emissions, so-called “acid 
rain,” was later found not to be a threat to forest health and to affect 
only a few bodies of water, where remediation with lime is an 
inexpensive solution. The fertilizing effect of nitrogen deposition 
more than offsets its harms to vegetation. Dramatic reductions in 
SO2 and NO2 emissions since the 1980s mean “acid rain” has no net 
impact on human well-being today. 

5.1, 6.1 

Agriculture Benefit Fossil fuels have contributed to the enormous improvement in crop 
yields by making artificial fertilizers, mechanization, and modern 
food processing techniques possible. Higher atmospheric CO2 levels 
are causing plants to grow better and require less water. Numerous 

3.4, 4.1, 5.2, 
5.3, 7.2, 8.2 
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studies show the aerial fertilization effect of CO2 is improving global 
agricultural productivity, on average by at least 15%. 

Air quality Benefit Exposure to potentially harmful chemicals in the air has fallen 
dramatically during the modern era thanks to the prosperity, 
technologies, and values made possible by fossil fuels. Safe and 
clean fossil fuels made it possible to rapidly increase energy 
consumption while improving air quality. 

5.2, Chapter 6 

Catastrophes Unknown No scientific forecasts of possible catastrophes triggered by global 
warming have been made. CO2 is not a “trigger” for abrupt climate 
change. Inexpensive fossil fuel energy greatly facilitates recovery. 

8.1 

Conflict Benefit The occurrence of violent conflicts around the world has fallen 
dramatically thanks to prosperity and the spread of democracy made 
possibly by affordable and reliable energy and a secure food supply. 

7.1, 7.3, 8.2 

Democracy Benefit Prosperity is closely correlated with the values and institutions that 
sustain democratic governments. Tyranny promoted by zero- sum 
wealth is eliminated. Without fossil fuels, there would be fewer 
democracies in the world. 

7.1 

Drought No net impact There has been no increase in the frequency or intensity of drought 
in the modern era. Rising CO2 lets plants use water more efficiently, 
helping them overcome stressful conditions imposed by drought. 

2.7, 5.3 

Economic 
growth 
(consumption) 

Benefit Affordable and reliable energy is positively correlated with economic 
growth rates everywhere in the world. Fossil fuels were 
indispensable to the three Industrial Revolutions that produced the 
unprecedented global rise in human prosperity. 

Chapter 3, 
4.1, 5.2, 7.1, 
7.2, 8.1, 8.2 

Electrification Benefit Transmitted electricity, one of the greatest inventions in human 
history, protects human health in many ways. Fossil fuels directly 
produce some 80% of electric power in the world. Without fossil 
fuels, alternative energies could not be built or relied on for 
continuous power. 

Chapter 3, 4.1 

Environmental 
protection 

Benefit Fossil fuels power the technologies that make it possible to meet 
human needs while using fewer natural resources and less surface 
space. The aerial CO2 fertilization effect has produced a substantial 
net greening of the planet, especially in arid areas, that has been 
measured using satellites. 

1.3, Chapter 5 

Extreme 
weather 

No net impact There has been no increase in the frequency or intensity of extreme 
weather in the modern era, and therefore no reason to expect any 
economic damages to result from CO2 emissions. 

2.7, 8.2 

Forestry Benefit Fossil fuels made it possible to replace horses as the primary means 
of transportation, saving millions of acres of land for forests. 
Elevated CO2 concentrations have positive effects on forest growth 
and health, including efficiency of water use. Rising CO2 has 
reduced and overridden the negative effects of ozone pollution on 
the photosynthesis, growth, and yield of nearly all the trees that have 
been evaluated experimentally. 

5.3 

Human 
development 

Benefit Affordable energy and electrification, better derived from fossil fuels 
than from renewable energies, are closely correlated with the United 
Nations’ Human Development Index and advances what the IPCC 
labels “human capital.” 

3.1, 4.1, 7.2 

Human health Benefit Fossil fuels contribute strongly to the dramatic lengthening of 
average lifespans in all parts of the world by improving nutrition, 
health care, and human safety and welfare. (See also “Air quality.”) 

3.1, Chapter 
4, 5.2 

Human 
settlements 
/migration 

Unknown Forced migrations due to sea-level rise or hydrological changes 
attributable to man-made climate change have yet to be 
documented and are unlikely since the global average rate of sea-
level rise has not accelerated. Global warming is as likely to 
decrease as increase the number of people forced to migrate. 

7.3, 8.2 
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Ocean 
acidification 

Unknown Many laboratory and field studies demonstrate growth and 
developmental improvements in aquatic life in response to higher 
temperatures and reduced water pH levels. Other research 
illustrates the capability of both marine and freshwater species to 
tolerate and adapt to the rising temperature and pH decline of the 
planet’s water bodies.  

5.5 

Oil spills Cost Oil spills can harm fish and other aquatic life and contaminate 
drinking water. The harm is minimized because petroleum is 
typically reformed by dispersion, evaporation, sinking, dissolution, 
emulsification, photo-oxidation, resurfacing, tar-ball formation, and 
biodegradation. 

5.1 

Other market 
sectors 

No net impact The losses incurred by some businesses due to climate change, 
whether man-made or natural, will be offset by profits made by other 
businesses taking advantage of new opportunities to meet consumer 
wants. Institutional adaptation, including of markets, to a small and 
slow warming is likely. 

1.2, 7.2 

Polar ice 
melting 

Unknown What melting is occurring in mountain glaciers, Arctic sea ice, and 
polar icecaps is not occurring at “unnatural” rates and does not 
constitute evidence of a human impact on the climate. Global sea-
ice cover remains similar in area to that at the start of satellite 
observations in 1979, with ice shrinkage in the Arctic Ocean offset 
by growth around Antarctica. 

2.7 

Sea-level rise No net impact There has been no increase in the rate of increase in global average 
sea level in the modern era, and therefore no reason to expect any 
economic damages to result from it. Local sea levels change in 
response to factors other than climate. 

2.7, 8.2 

Sustainability Benefit Fossil fuels are a sustainable source of energy for future 
generations. The technology they support makes sustainable 
development possible. Rising prosperity and market forces also are 
working to ensure a practically endless supply of fossil fuels. 

1.5, 5.2 

Temperature-
related mortality 

Benefit Extreme cold kills more people than extreme heat, and fossil fuels 
enable people to protect themselves from temperature extremes. A 
world made warmer and more prosperous by fossil fuels would see 
a net decrease in temperature-related mortality. 

4.2 

Transportation Benefit Fossil fuels revolutionized society by making transportation faster, 
less expensive, and safer for everyone. The increase in human, raw 
material, and product mobility was a huge boon for humanity, with 
implications for agriculture, education, health care, and economic 
development. 

4.1 

Vector-borne 
diseases 

No net impact Warming will have no impact on insect-borne diseases because 
temperature plays only a small role in the spread of these diseases. 
The technologies and prosperity made possible by fossil fuels 
eliminated the threat of malaria in developed countries and could do 
the same in developing countries regardless of climate change. 

4.6 

Water 
resources 

Benefit While access to water is limited by climate and other factors in many 
locations around the world, there is little evidence warming would 
have a net negative effect on the situation. Fossil fuels made it 
possible for water quality in the United States and other industrial 
countries to improve substantially while improving water use 
efficiency by about 30% over the past 35 years. Aerial CO2 
fertilization improves plant water use efficiency, reducing the 
demand for irrigation. 

5.2, 5.3 
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Twenty-five climate impacts appear in Figure 

8.4.1.1. Some general observations are possible: 

 

 Net benefits: 14 impacts (agriculture, air quality, 

conflict, democracy, economic growth 

(consumption), electrification, environmental 

protection, forestry, heat-related mortality, 

human development, human health, 

sustainability, transportation, and water 

resources) are benefits, meaning their net social 

benefits exceed their social costs. 

 No net impact: Six impacts (acid rain, drought, 

extreme weather, other market sectors, sea-level 

rise, and vector-borne diseases) are either not 

being intensified or made more harmful by 

anthropogenic climate change or are likely to 

have offsetting benefits resulting in no net 

impacts. 

 Unknown costs and benefits: Four impacts 

(catastrophes, human settlements/migration, 

ocean acidification, and polar ice melting) are not 

sufficiently understood to determine if net costs 

exceed benefits. 

 Net cost: Only one impact (oil spills) is likely to 

have costs that exceed benefits. Although 

accidental releases of oil into bodies of water do 

occur and cause damage, their harm is unlikely to 

be great. Natural seepage from ocean floors 

exceeds the human contribution by nearly ten-

fold and biodegradation quickly diminishes the 

threat to human health or wildlife (see Atlas, 

1995; NRC, 2003; Aminzadeh et al., 2013). Still, 

we count this as a net cost. 

A visualization of the findings in Figure 8.4.1.1 

appears in Figure 8.4.1.2. This image is modeled 

after, but is quite different from, one produced by the 

U.S. National Oceanic and Atmospheric 

Administration (NOAA, 2016). 

This summary differs dramatically from the 

opinions expressed by the IPCC, but the reason 

should be clear: Working Group II did not conduct a 

cost-benefit analysis of fossil fuels. It was tasked 

with producing a catalogue of every possible negative 

consequence of climate change, whether natural or 

man-made (see Section 8.2.5.1 for a brief comment 

on that), and did its job with superb attention to 

detail. But since the chains of causality linking 

human activity to temperature changes, and then to 

climate impacts, and finally to human impacts 

decades and even centuries in the future are long, 

tenuous, and little more than speculation, WGII’s 

conclusions are necessarily ambiguous: “Global 

economic impacts from climate change are difficult 

to estimate. … Estimates vary strongly with the 

assumed damage function and discount rate … the 

impact of climate change will be small relative to the 

impacts of other drivers” (IPCC, 2014, p. 663). 

The authors of the current volume asked a 

different question: “What does observational data 

show to be the real impacts of the use of fossil fuels 

on human well-being?” and so reached a different 

conclusion. Extensive literature reviews have found 

14 impacts of the use of fossil fuels are beneficial, 

meaning their net benefits to society exceed their 

costs. Six impacts are likely to have neither net 

benefits nor net costs (benefits offset costs). The net 

costs or benefits of four impacts are unknown due to 

our lack of scientific understanding of the processes 

involved. Only one impact of fossil fuels, oil spills, is 

likely to be net negative, and it is small relative to 

natural sources of hydrocarbons in the oceans. 

In economic terms, our calculation of net benefits 

combines private benefits – those enjoyed by 

individuals and paid for by them – and net social 

benefits – the benefits enjoyed by people who do not 

pay for them minus any negative costs imposed on 

them. This is not a “social cost of carbon” 

calculation, which by design ignores private costs 

and benefits. Like the IPCC, we do not attempt to 

aggregate widely different databases on such diverse 

impacts. However, private benefits are easier to 

estimate than social costs thanks to the prices and 

investment data created by market exchanges, a point 

explained in Chapter 1, Section 1.2.3. This means the 

opportunity cost of doing without fossil fuels, 

calculated as a loss of per-capita income or GDP, can 

be estimated. This calculation is performed in the 

next section. 

Figures 8.4.1.1 and 8.4.1.2 make it clear that the 

benefits of fossil fuels exceed their cost by a wide 

margin. 
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Figure 8.4.1.2 
Impact of Fossil Fuels on Human Health 
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8.4.2 Cost of Mitigation 

Wind and solar cannot generate enough 

dispatchable energy (available 24/7) to 

replace fossil fuels, so energy consumption 

must fall in order for emissions to fall. 

 

According to the Working Group III contribution to 

the IPCC’s Fifth Assessment Report, keeping average 

global surface temperature change to less than 2°C 

above its pre-industrial level by 2100 requires 

limiting atmospheric concentrations of CO2 in 2100 

to “about 450 ppm CO2eq (high confidence),” which 

would require “substantial cuts in anthropogenic 

GHG emissions by mid-century through large scale 

changes in energy systems and potentially land use 

(high confidence). Scenarios reaching these 

concentrations by 2100 are characterized by lower 

global GHG emissions in 2050 than in 2010, 40% to 

70% lower globally, and emissions levels near zero 

GtCO2eq or below in 2100” (IPCC, 2014b, pp. 10, 

12). Emissions can supposedly fall to below zero 

through the use of “carbon dioxide removal 

technologies” (Ibid.). 

Also according to Working Group III, the cost of 

reducing emissions to meet these goals in the IPCC’s 

best-case scenario – where all countries immediately 

begin mitigation efforts, adopt a single global carbon 

tax, and impose no regulations favoring some 

technologies over others – expressed as a percentage 

of baseline global gross domestic product (GDP) 

without climate policies, would be 1% to 4% 

(median: 1.7%) in 2030, 2% to 6% (median: 3.4%) in 

2050, and 3% to 11% (median: 4.8%) in 2100 

relative to consumption in baseline scenarios (IPCC, 

2014b, pp. 15–16, text and Table SPM.2).  

The following sections explain why IPCC’s 

estimate of the cost of a forced transition away from 

fossil fuels to “near zero … or below in 2100” is too 

low for two reasons. First, replacing a world energy 

system currently dependent on fossil fuels to provide 

more than 80% of primary energy with one relying 

mostly or entirely on alternative energies would cost 

far greater sums and take decades to implement. 

Second, wind and solar face physical limits that 

prevent them from generating enough dispatchable 

energy (available 24/7) to replace fossil fuels, so 

energy consumption must fall in order for emissions 

to fall. Energy demand is forecast to grow 

significantly in the twenty-first century, and the 

opportunity cost of reversing that trend – of reducing 

rather than increasing per-capita energy consumption 

– is enormous. Section 8.4.2.1 addresses the first 

concern, and Section 8.4.2.2 addresses the second. 

 

 

8.4.2.1 High Cost of Reducing Emissions 

Transitioning from a world energy system 

dependent on fossil fuels to one relying on 

alternative energies would cost trillions of 

dollars and take decades to implement. 

 

Chapter 3, Section 3.5, documented at great length 

the inherent limitations on alternative energy sources 

and the history of past transitions to new energy 

sources suggesting the cost of forcing a transition 

from fossil fuels would be very costly (Smil, 2010; 

Morriss et al., 2011; Clack et al., 2017). The sheer 

size of the global energy market makes replacing it 

massively expensive and time consuming. Smil 

(2010) notes the global oil industry “handles about 30 

billion barrels annually or 4 billion tons” and 

operates about 3,000 large tankers and more than 

300,000 miles of pipelines. “Even if an immediate 

alternative were available, writing off this colossal 

infrastructure that took more than a century to build 

would amount to discarding an investment worth well 

over $5 trillion – and it is quite obvious that its 

energy output could not be replaced by any 

alternative in a decade or two” (p. 140). Later, Smil 

(2010, p. 148) writes the cost of a transition “would 

be easily equal to the total value of U.S. gross 

domestic product (GDP), or close to a quarter of the 

global economic product.” 

Wind and solar power face cost, scale, and 

intermittency problems that make extremely 

expensive any efforts to increase their share of total 

energy production to more than 10% or 15% of total 

production. In particular, their low power density 

means scaling them up to replace fossil fuels would 

require alarming amounts of surface space, crowding 

out agriculture and wildlife habitat with harmful 

effects on food production and the natural 

environment. See Chapter 3, Section 3.2, and Chapter 

5, Section 5.2, for discussions of these problems and 

many references there (e.g., Rasmussen, 2010; 

Hansen, 2011; Kelly, 2014; Bryce, 2014; Smil, 2016; 

Stacy and Taylor, 2016; Driessen, 2017). 

Advocates of rapid decarbonization 

underestimate the negative consequences of the 

intermittency of solar and wind power. In a critique 

of Jacobson et al. (2015) and an earlier paper also by 

Jacobson and a coauthor (Jacobson and Delucchi, 



 Climate Change Reconsidered II: Fossil Fuels 

734  

2009) claiming a transition to a 100% renewables 

future is possible, Clack et al. (2017) observe,  

Wind and solar are variable energy sources, 

and some way must be found to address the 

issue of how to provide energy if their 

immediate output cannot continuously meet 

instantaneous demand. The main options are 

to (i) curtail load (i.e., modify or fail to 

satisfy demand) at times when energy is not 

available, (ii) deploy very large amounts of 

energy storage, or (iii) provide supplemental 

energy sources that can be dispatched when 

needed. It is not yet clear how much it is 

possible to curtail loads, especially over long 

durations, without incurring large economic 

costs. There are no electric storage systems 

available today that can affordably and 

dependably store the vast amounts of energy 

needed over weeks to reliably satisfy demand 

using expanded wind and solar power 

generation alone. These facts have led many 

U.S. and global energy system analyses to 

recognize the importance of a broad portfolio 

of electricity generation technologies, 

including sources that can be dispatched 

when needed.  

Modern economies require a constant supply of 

electricity 24/7, not just when the sun shines and the 

wind blows. The grid needs to be continuously 

balanced – energy fed into the grid must equal energy 

leaving the grid – which requires dispatchable (on-

demand) energy and spinning reserves (Backhaus and 

Chertkov, 2013; Dears, 2015). This effectively 

requires that approximately 90% of the energy 

produced by wind turbines and solar PV cells be 

backed up by rotating turbines powered by fossil 

fuels (E.ON Netz, 2005). Today, only fossil fuels and 

nuclear can provide dispatchable power in sufficient 

quantities to keep grids balanced.  

Similarly, and as explained in Chapter 3, the 

technology to safely and economically store large 

amounts of electricity does not exist (Clack et al., 

2017), at least not outside the few areas where large 

bodies of water and existing dams make pumped-

storage hydroelectricity possible. The frequent 

announcements of “breakthroughs” in battery 

technology have not resulted in commercial products 

capable of even a small fraction of the storage needs 

of a transition from fossil fuels (Fildes, 2018). 

Scholars have even developed a “hype curve” to 

track how far the claims about new battery 

technologies overstate their potential and how long it 

takes for them to achieve commercial success 

(Sapunkov et al., 2015). See Figure 8.4.2.1.1. 

There is no question that fuels superior to coal, 

oil, and natural gas for some applications already 

exist or will be found and that their use will increase 

as new technologies are discovered and 

commercialized. Energy freedom – relying on 

markets to balance the interests and needs of today 

with those of tomorrow and to access the local 

knowledge needed to find efficient win-win 

responses to climate change – should be permitted to 

dictate the pace of this transition, not fears of a 

climate catastrophe and hope for technological 

breakthroughs. 
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Figure 8.4.2.1.1 
The new battery technology “hype cycle” 

 
Source: Sapunkov et al., 2015. 
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inexpensive fossil fuels. 

According to BP Energy Outlook 2035 (BP, 

2014
1
), primary energy demand is expected to 

increase by 41% between 2012 and 2035, with 

growth averaging 1.5% per annum (p.a.). Growth 

slows from 2.2% p.a. for 2005–15 to 1.7% p.a. 2015–

25 and to just 1.1% p.a. in the final decade. Fossil 

fuels lose share but they are still the dominant form 

of energy in 2035 with a share of 81%, compared to 

86% in 2012. See Figure 8.4.2.2.1. 

Driving this growth in energy demand are rising 

global population and per-capita consumption. BP 

forecasts GDP growth (expressed in purchasing 

power parity (PPP)) averaging 3.5% p.a. from 2012 

to 2035. Due to rising energy efficiency and the 

“dematerialization” trend described in Chapter 5, 

Section 5.2, energy intensity (the amount of energy 

required per unit of GDP) declines by 1.9% p.a., and 

about 36% between 2012 and 2035. BP forecasts the 

rate of decline in energy intensity post 2020 will be 

more than double the rate achieved from 2000 to 

2010, resulting in a growing decoupling of GDP and 

energy consumption, as depicted in Figure 8.4.2.2.2. 

Despite declining energy intensity, BP projects 

carbon dioxide (CO2) emissions will continue to 

grow at approximately 1.1% p.a., only slightly slower 

than energy consumption, as shown in Figure 

8.4.2.2.3. Figure 8.4.2.2.4 combines the trends shown 

in the three earlier figures with a common index 

(1990 = 100) for the x-axis. 

The U.S. Energy Information Administration 

(EIA) similarly forecasts the world’s real GDP will 

increase 3.5% per year from 2010 to 2040 and world 

energy consumption will increase 56% between 2010 

and 2040 (EIA, 2013, 2014). Like BP, EIA forecasts 

fossil fuels will continue to supply most of the energy 

used worldwide. See Figure 8.4.2.2.5. 

  

                                                      
1
 This section cites the 2014 edition of BP’s annual Energy 

Outlook even though more recent editions are available 

partly because it was the source cited in source material for 
this section (Bezdek, 2015) but also because subsequent 
editions incorporate assumptions about taxes and 
subsidies that recent political developments show are 
unlikely to be true. BP management apparently assumes 
international agreements such as the Paris Accord and 
national policies such as the U.S. Clean Power Plan will be 
implemented and massive subsidies to wind and solar 
power generation by China and Germany will continue, 
even though they already are being reduced. As described 
later in this section, even the 2014 edition used for this 
analysis assumes very optimistic rates of technological 
progress and decarbonization.  

 

 
 

Figure 8.4.2.2.1 
Global energy consumption by type of fuel, 
actual and projected, in billion tons of oil 
equivalent (toe), 1965–2035 
 

 
 
Source: BP, 2014, p. 12. 

 
 
Figure 8.4.2.2.2 
GDP and energy consumption, actual and 
projected, 1965–2035 
 

 
 
Source: BP, 2014, p. 16. 
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Figure 8.4.2.2.3 
Energy consumption and CO2 emissions, 
actual and projected, 1965–2035 
 

 
 
Source: BP, 2014, p. 20. 

 
 

 
 
Figure 8.4.2.2.4 
GDP, energy consumption, and CO2 
emissions, actual and projected, from 1990–
2035 
 

 
 
Source: BP, 2014, p. 88. 

 
 

 
 

Figure 8.4.2.2.5 
World energy consumption by fuel type, in 
quadrillion Btu, actual and projected, 1990–
2040 

 
 
Source: EIA, 2013, Figure 2, p. 2. 

 
 

What does this tell us about the cost of reducing 

energy consumption as a way to reduce global GHG 

emissions in 2050 by 40% to 70% below 2010 levels 

and to “near zero GtCO2eq or below in 2100” (IPCC, 

2014, p. 10, 12)? The relationship between world 

GDP and CO2 emissions over the past century is 

illustrated in Figure 8.4.2.2.6. In 2010, expressed in 

2007 dollars, a ton of CO2 resulting from the use of 

fossil fuels “created” about $2,400 in world GDP. 

Using BP and EIA’s forecasts of GDP, energy 

use, and CO2 emissions, Bezdek (2015) extended the 

relationship between world GDP and CO2 emissions 

in the EIA reference case through 2050, with results 

shown in Figure 8.4.2.2.7. The relationship is 

forecast to be roughly linear, with an elasticity of 

0.254 from 2020 to 2050. This is the CO2-GDP 

elasticity rate, meaning reducing CO2 emissions by 

1% reduces GDP by 0.254%.  

It merits emphasis that the EIA forecast already 

assumes world GDP will increase at a faster rate than 

primary energy consumption, and CO2 emissions will 

increase at a lower rate than either GDP or energy 

consumption thanks to continued and even escalating 

government subsidies, favorable regulatory 

treatment, and tax breaks. Specifically, EIA projects: 

 world GDP increases 3.6% annually, 
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 world primary energy consumption increases 

only 1.5% annually, and 

 world CO2 emissions increase only 1.3% 

annually. 

This implies ambitious goals for technological 

advancements and public policies favorable to 

alternative energies are already incorporated into 

these forecasts, meaning even more programs aimed 

at speeding a transition to alternative fuels would be 

increasingly difficult and expensive. It also assumes, 

contrary to the analysis presented in Chapter 3 and 

earlier in this chapter, that alternative energies are 

able to produce enough dispatchable energy to 

replace fossil fuels at such an ambitious pace and 

beyond the 10% or 20% level beyond which the 

addition of intermittent energy begins to destabilize 

grids and impose large grid-management expenses. 

Different assumptions in the baseline projections 

would increase the cost estimates this model predicts, 

making this a very conservative model. 

Figure 8.4.2.2.8 presents the independent 

variables and constants and calculates the impact on 

GDP and per-capita GDP of the IPCC’s two 

reduction scenarios (of 40% and 70% below 2010 

levels) and applying the European Union’s goal of 

reducing emissions to 90% below 1990 levels to 

global emissions, rather than only to EU nations. 

Sources are presented in the note under the table. The 

impact on GDP can be summarized as follows: 

 

 Reducing CO2 emissions to 40% below 2010 

levels by 2050 would reduce global GDP by 

16%, to $245 trillion instead of the benchmark 

$292 trillion, a loss of $47 trillion.  

 Reducing CO2 emissions to 70% below 2010 

levels by 2050 would reduce global GDP by 

21%, to $231 trillion, a loss of $61 trillion. 

 Reducing CO2 emissions to 90% below 1990 

levels would reduce global GDP by 24%, to 

$220 trillion, a loss of $72 trillion. 

GDP losses can be converted into per-capita 

GDP numbers using the United Nations’ 2017 

population forecast for world population in 2050 of 

9.8 billion (UN, 2017). The reference case forecast of 

world per-capita GDP in 2050 is about $29,800. As 

Figure 8.4.2.2.8 shows, 

 

 Reducing CO2 emissions to 40% below 2010 

levels by 2050 would reduce average annual 

global per-capita GDP by 16%, to $24,959 

instead of the benchmark $29,796, a loss of 

income of $4,837. 

 Reducing CO2 emissions to 70% below 2010 

levels by 2050 would reduce global per-capita 

GDP by 21%, to $23,587, a loss of $6,209. 

 Reducing CO2 emissions to 90% below 1990 

levels would reduce global per-capita GDP by 

24%, to $22,531, a loss of $7,265.  

These estimates assume alternatives to fossil 

fuels will be found that can supply enough energy, 

albeit at a higher cost, to meet the needs of a growing 

global population, albeit it once again at a lower level 

of prosperity than is currently being forecast. The 

analysis presented in Chapter 3 and again in the 

section preceding this one suggests this assumption is 

wrong. The need by intermittent energy sources such 

as wind and solar power for back-up power 

generation, which today can be provided in sufficient 

quantities only by fossil fuels, is unlikely to change 

enough to avert energy shortages, particularly in 

those countries that have chosen to abandon their 

coal, natural gas, and nuclear energy generation 

capacity.  

Recall from Chapter 3, Section 3.6.2, the 

calculation by Tverberg (2012), who sought to 

measure the lost GDP in 2050 resulting from the 

failure of renewable energies to offset the loss of 

80% of the energy produced by fossil fuels, requiring 

a decrease in global energy consumption of 50%. She 

estimated the long-term elasticity of energy 

consumption (not fossil fuel use, the metric used in 

the preceding analysis) and GDP was 0.89. Among 

her findings: world per-capita energy consumption in 

2050 would fall to what it was in 1905 and global 

per-capita GDP would decline by 42% from its 2010 

level. Converting Tverberg’s estimates into the 

outputs specified by the model developed in this 

section shows she forecast a reduction in GDP from 

our baseline projection of 81%; GDP in 2050 would 

be $54 trillion, a loss of $238 trillion; and per-capita 

income would be approximately $5,518. These 

figures appear in the bottom row of Figure 8.4.2.2.8. 
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Figure 8.4.2.2.6 
Historical relationship between world GDP and CO2 emissions, 1900–2010 

 
 
Source: Bezdek, 2014. 

 

 
 
Figure 8.4.2.2.7 
Projected relationship between world GDP and CO2 emissions, 2010–2050 
 

 
 
Source: Bezdek, 2015. 
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Figure 8.4.2.2.8 
Independent variables and constants for IPCC and EU 2050 mitigation targets 
 

 Variables 
Beginning 
values 

△ from 
2050 
baseline 

% less than 
2050 baseline 
(BMT) 

% reduction 
in 2050 GDP 

2050 GDP 
(billion $) 

Per-
capita 
GDP 

UN 
2050 population estimate 
(billion) 

9.80 -- -- -- -- -- 

y2 
CO2 in 2020 (billion metric 
tons (BMT) 

36.40 15 29.62% -- -- -- 

y1 CO2 in 2050 (BMT) 51.72 0 0.00% -- -- -- 

x2 GDP in 2020 (billion $) $110,000 $182,000 62.33% -- -- -- 

x1 GDP in 2050 (billion $) $292,000 0 0.00% -- -- $29,796 

Rise (y2 - y1) / y2  -42.09% -- -- -- -- -- 

Run (x2 - x1) / y2  -165.45% -- -- -- -- -- 

 Elasticity (rise / run) 0.254 -- -- -- -- -- 

 $/ton in 2050 $5,645.57 -- -- -- -- -- 

EIA 
CO2 emissions in 2010 
(BMT) 

31.20 20.52 39.68% -- -- -- 

 $7/ton in 2010 $2,400 -- -- -- -- -- 

IPCC 
CO2 emissions 40% below 
2010 CO2 (BMT) 

18.72 33.00 63.81% 16.23% $244,599 $24,959 

IPCC 
CO2 emissions 70% below 
2010 CO2 (BMT)  

9.36 42.36 81.90% 20.84% $231,156 $23,587 

EIA 
CO2 emissions in 1990 
(BMT) 

21.50 30.22 58.43% -- -- -- 

EU 
CO2 emissions 90% below 
1990 CO2 (BMT) 

2.15 49.57 95.84% 24.38% $220,800 $22,531 

 
50% reduction in global 
energy consumption 

-- -- -- 
81.48% $54,072 $5,518 

 
2050 population estimate is from UN (2017); 2010 and 2020 CO2 emission from EIA (2013); GDP forecast from 
World Bank (n.d.); 2050 CO2 emission forecast from Bezdek (2015); IPCC emission reduction scenarios from 
Working Group III SPM pp. 10, 12 (IPCC 2014); EU emission reduction scenario is European Union nations only 
presented in EU (2012), projected to a global scenario. 50% reduction in global energy consumption scenario is 
from Tverberg (2012). 

 
 

As catastrophic as these numbers appear to be, 

Tverberg believes her estimate is conservative, 

writing, “it assumes that financial systems will 

continue to operate as today, international trade will 

continue as in the past, and that there will not be 

major problems with overthrown governments or 

interruptions to electrical power. It also assumes that 

we will continue to transition to a service economy, 

and that there will be continued growth in energy 

efficiency.” 

In conclusion, achieving the IPCC’s goal of 

reducing CO2 emissions by between 40% and 70% 

from 2010 levels by 2050, the amount it believes 

would be necessary to keep global temperatures from 

increasing by more than 2°C above pre-industrial 

levels, would cost the world’s energy consumers at 

least $47 trillion to $61 trillion in lost goods and 

services (GDP) in the year 2050. Achieving the EU’s 

goal of reducing CO2 emissions to 90% below 1990 

levels by 2050 would cost at least $72 trillion that 

year. If renewables cannot completely replace the 
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energy expected to be produced by fossil fuels in 

coming decades, the cost would skyrocket to $238 

trillion. These are enormous numbers: the entire U.S. 

GDP in 2017 was only $19.4 trillion, and China’s 

GDP was only $12.2 trillion. Would such a great loss 

of wealth be worthwhile? That is the topic of the next 

section. 
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8.4.3 New Cost-Benefit Ratios 

The evidence seems compelling that the costs 

of restricting use of fossil fuels greatly 

exceed the benefits, even accepting many of 

the IPCC’s very questionable assumptions. 

 

According to the Working Group III contribution to 

the IPCC’s Fifth Assessment Report, keeping average 

global surface temperature change to less than 2°C 

above its pre-industrial level by 2100 requires “lower 

global GHG emissions in 2050 than in 2010, 40% to 

70% lower globally, and emissions levels near zero 

GtCO2eq or below in 2100” (IPCC, 2014a, pp. 10, 

12). Without such reductions, “global mean surface 

temperature increases in 2100 from 3.7°C to 4.8°C 

compared to pre-industrial levels” (p. 8). Working 

Group III put the cost of reducing greenhouse gas 

emissions at 3.4% of GDP in 2050 (Table SPM.2, p. 

15). Working Group II estimated the benefit of 

avoiding unmitigated climate change would be worth 

approximately 0.5% of GDP in 2050 (2050 (IPCC, 

2014b, p. 663, and see Section 8.3.1 for discussion). 

The ratio of the two values suggests a cost-benefit 

ratio of 6.8:1 (3.4/0.5). This means reducing 

emissions would cost approximately seven times as 

much as the possible benefits of a slightly cooler 

world in 2050 and beyond. The IPCC itself makes a 

strong case against reducing emissions before 2050. 

 The IPCC’s estimate of the benefit of avoiding  ̴ 

2° C warming by 2050 can be compared to other 

estimates of the cost of reducing emissions to 

produce additional and more reliable cost-benefit 

ratios. Section 8.4.2.2 found a CO2-GDP elasticity of 

0.254, meaning for every 1% reduction in CO2eq 

emissions between 2020 and 2050, GDP falls by 

0.254%. This is the case even assuming rapid 

progress in technologies and a “de-coupling” of 

economic growth and per-capita energy consumption. 

Reducing emissions to 40% below 2010 levels would 

lower global GDP in 2050 by 16%; a 70% reduction 

would lower GDP by 21%; and a 90% below 1990 

levels (the EU goal) would lower GDP by 24%.  

Tverberg found that if alternative energy sources 

were able to produce only 50% of the energy that 

would have been produced with the help of fossil 

fuels in 2050 – a reasonable scenario given the low 

density, intermittency, and high cost of fossil fuels – 

GDP would decline by a catastrophic 81%. 

Comparing these cost estimates to the possible 

benefit of avoiding a loss of 0.5% of annual global 

GDP in 2050, the IPCC’s estimate of the benefits of 

mitigation, yields cost-benefit ratios of 32:1, 42:1, 

48:1, and 162:1 respectively. 

A third way to construct a cost-benefit ratio is to 

compare Bezdek’s estimate of the GDP “created” by 

fossil fuels to the IPCC’s and IWG’s estimates of the 

http://misi-net.com/publications/CarbonBenefits-0114.pdf
http://misi-net.com/publications/CarbonBenefits-0114.pdf
http://misi-net.com/publications/UNParis-0715.pdf
http://misi-net.com/publications/UNParis-0715.pdf
https://www.bp.com/content/dam/bp/en/corporate/pdf/energy-economics/energy-outlook/bp-energy-outlook-2014.pdf
http://www.pnas.org/content/114/26/6722.full
http://www.pnas.org/content/114/26/6722.full
http://www.pnas.org/content/114/26/6722.full
https://www.lewrockwell.com/2013/02/david-deming/what-if-atlas-shrugged/
https://www.eia.gov/outlooks/ieo/pdf/0484(2013).pdf
https://www.eia.gov/outlooks/ieo/pdf/0484(2013).pdf
https://ec.europa.eu/energy/sites/ener/files/documents/2012_energy_roadmap_2050_en_0.pdf
http://ourfiniteworld.com/2012/07/26/an-optimistic-energygdp-forecast-to-2050-based-on-data-since-1820/
https://population.un.org/wpp/
https://population.un.org/wpp/
https://data.worldbank.org/indicator/NY.GDP.PCAP.CD
https://data.worldbank.org/indicator/NY.GDP.PCAP.CD
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“social cost of carbon” (SCC). According to Bezdek, 

in 2010 every ton of CO2eq emitted “created” about 

$2,400 in world GDP. The IPCC and IWG converge 

on an SCC of $33 per ton of CO2eq for 2010 

assuming a 3% discount rate (IWG, 2013). Bezdek’s 

estimate constitutes the opportunity cost of reducing 

emissions by one ton, while the IPCC’s and IWG’s 

estimate constitutes the possible social benefit of 

avoiding a 2°C warming by 2050. The ratio is 73:1 

(2,400/33). 

Bezdek estimates every ton of CO2eq emitted in 

2050 will “create” approximately $5,645 in GDP. 

The IPCC doesn’t offer an estimate of SCC for 2050, 

but the IWG does: $71 at the 3% discount rate. (See 

Figure 8.1.3.2.) The ratio is 79:1 (5,645/71). In other 

words, the benefits of fossil fuels will exceed their 

social costs by a factor of 79 in 2050, using the 

IWG’s own SCC numbers.  

Replacing the IPCC’s and IWG’s inflated SCC 

estimates with the corrected estimates derived by 

Dayaratna et al. (2017) and reported in Section 8.3 

would create even more lopsided cost-benefit ratios. 

An SCC near zero causes the cost-benefit ratio to 

become meaninglessly large and the net benefit of 

every ton of CO2eq is approximately equal to $2,400 

in 2010 and $5,645 in 2050. 

Figure 8.4.3.1 summarizes the seven cost-benefit 

ratio analyses presented in this section. 

Summarizing, the IPCC itself says the cost of 

reducing emissions enough to avoid more than a 2°C 

warming in 2050 will exceed the benefits by a ratio 

of approximately 6.8:1. The linear relationship 

between GDP and CO2 emissions means attempting 

to avoid climate change by reducing the use of fossil 

fuels would cost between 32 and 48 times more than 

the IPCC’s estimate of the possible benefit (measured 

as a percentage of GDP) of a cooler climate. If 

renewable energies are unable to entirely replace 

 

 
 

Figure 8.4.3.1 
Cost-benefit ratios of reducing CO2eq emissions by 2050 sufficiently, according to IPCC, to 
prevent more than 2°C warming  
 

 IPCC cost 
estimate 
(% of 
GDP)

a
 

IPCC benefit 
estimate 
(% of GDP)

b
 

NIPCC cost 
estimate 
(% of GDP)

c
 

Bezdek 
cost 
estimate 
(SCC)

d
 

IWG 
benefit 
estimate 
(SCC)

e
 

Cost-
benefit 
ratio

 

IPCC’s cost-benefit ratio 3.4% 0.5% -- -- -- 6.8:1 

NIPCC/IPCC cost-benefit 
ratio, 40% by 2050 

-- 0.5% 16% -- -- 32:1 

NIPCC/IPCC cost-benefit 
ratio, 70% by 2050 

-- 0.5% 21% -- -- 42:1 

NIPCC/IPCC cost-benefit 
ratio, 90% by 2050

f
 

-- 0.5% 24% -- -- 48:1 

50% reduction in global 
energy consumption

g
 

-- 0.5% 81% -- -- 162:1 

Bezdek/IWG SCC 
cost-benefit ratio 2010 

-- -- -- $2,400 $33 73:1 

Bezdek/IWG SCC 
cost-benefit ratio 2050 

-- -- -- $5,645 $71 79:1 

 
Sources: (a) IPCC, 2014b, cost of emission mitigation in 2050; (b) IPCC, 2014a, consumption loss avoided 
through emission mitigation, 1% is a single point estimate for model range of -1% – 1%, see Section 8.3.1 for 
discussion; (c) Lost GDP due to reduced energy consumption per Figure 8.4.2.2.8 (d) Bezdek, 2015, lost GDP 
divided by tons of CO2eq mitigated; (e) IWG, 2013, estimate of SCC in 2010 and 2050 assuming 3% discount 
rate; (f) EU target using 1990 as baseline, extrapolated to reductions needed to achieve a national target; (g) 
Tverberg (2012). 
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fossil fuels, the cost could be 162 times more than the 

benefits. If we accept the IPCC’s and IWG’s 

estimates of the “social cost of carbon,” the benefits 

of fossil fuels still exceed their social cost by ratios of 

73:1 in 2010 and 79:1 in 2050.  

In conclusion, the evidence seems compelling 

that the costs of restricting use of fossil fuels greatly 

exceed the benefits, even accepting many of the 

IPCC’s very questionable assumptions. 
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8.5 Regulations 

Mitigation of global warming is attempted by many 

competing methods, including regulating or taxing 

profitable activities or commodities and subsidizing 

otherwise unprofitable activities or commodities. 

Cost-benefit analysis (CBA) can determine whether 

and by how much the benefits of a particular program 

exceed the costs incurred in implementing that 

program. Regulations can be ranked according to 

their cost-benefit ratios, revealing which programs 

produce the most benefits per dollar invested (Singer, 

1979). 

Since it is usually (and incorrectly) assumed 

there is an immediate need to act to save the planet 

from catastrophic global warming, real cost-benefit 

analyses of existing or proposed global warming 

mitigation strategies are seldom carried out. When 

they are, they generally rely on global climate models 

(GCMs) and integrated assessment models (IAMs), 

the flaws of which are described at length in Chapter 

2, Section 2.5, and earlier in the current chapter. 

Data and a methodology do exist, however, to 

produce fair, like-for-like, and transparent cost-

effectiveness comparisons among competing 

mitigation strategies. A practicable metric was 

proposed by Christopher Monckton of Brenchley at 

international conferences in 2010, 2011, and 2012 

and published in 2013 after peer review by the World 

Federation of Scientists and in 2016 as a chapter in 

Evidence-based Climate Science (Monckton, 2013, 

2016). The remainder of this section presents a 

slightly revised and updated version of the 2016 

publication. 
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8.5.1 Common Variables 

Nine independent variables and constants common to 

all mitigation-cost assessments appear in Figure 

8.5.1.1. Their derivations are presented in the 

sections below. 

The observed rate of global warming from 1979 

to 2017, taken as the least-squares linear-regression 

trend on the mean of the HadCRUT4 terrestrial 

surface and UAH satellite lower-troposphere datasets 

http://misi-net.com/publications/CarbonBenefits-0114.pdf
http://misi-net.com/publications/CarbonBenefits-0114.pdf
http://misi-net.com/publications/UNParis-0715.pdf
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https://www.worldscientific.com/doi/abs/10.1142/S2010007817500063
https://www.worldscientific.com/doi/abs/10.1142/S2010007817500063
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(Morice et al., 2012, updated; UAH, 2018), is 

equivalent to 1.5 K per century, little more than one-

quarter of the 5.7 K per century upper-bound 

warming rate imagined by Stern. (See Figure 

8.5.1.2.) This implies the notion of a 10% probability 

that global warming will destroy the Earth by 2100 

may be dismissed as mere rhetoric. Application of 

such low discount rates on the grounds of 

“intergenerational equity” unduly favors investment 

in mitigation as against doing nothing now and 

adapting later. As President Vaclav Klaus of the 

Czech Republic explained in a lecture at Cambridge, 

“By assuming a very low (near-zero) discount rate, 

the proponents of the global-warming doctrine 

neglect the issues of time and of alternative 

opportunities. Using a low discount rate in global 

warming models means harming current generations 

vis-à-vis future generations. Undermining current 

economic development harms future generations as 

well” (Klaus 2011). 

The U.S. Environmental Protection Agency 

(EPA) adopts as its starting point a somewhat more 

reasonable 3% intertemporal discount rate, still less 

than half the U.S. Office of Management and Budget 

(OMB) recommended discount rate of 7% for 

intertemporal appraisal of public-sector investments. 

However, the EPA also adopts a device for which 

there is little rational justification: It arbitrarily 

assumes the value of every human life on the planet 

increases by 2.75% per year. This allows the EPA to 

conduct its intertemporal appraisals on the basis of a 

0.25% discount rate. At the time of writing, EPA is 

inviting expert comment on its investment appraisal 

method.

 

 
 

Figure 8.5.1.1  
Independent variables and constants for all mitigation strategies 
 

𝑦 2000 2010 2020 2030 2040 2050 2060 2070 2080 2090 2100 

 

Annual real global GDP ($ trillion) assuming 3% p.a. growth 

𝑔𝑚 44.7 60.0 80.6 108 146 196 263 354 475 638 858 

Cumulative real global GDP ($ trillion) assuming 3% p.a. growth 

𝑔𝑚cum
 44.7 409 658 828 944 1023 1077 1114 1140 1157 1169 

Discounted cost of inaction (% GDP) to year 𝑦  

𝑍𝑚 3.0 2.05 1.40 0.96 0.65 0.45 0.31 0.21 0.14 0.10 0.07 

Transient sensitivity parameter (K W−1 m2) including feedback 

𝜆tra𝑦
 0.30 0.31 0.32 0.33 0.34 0.35 0.36 0.37 0.38 0.39 0.40 

Predicted business-as-usual CO2 concentration (ppmv) in year 𝑦 

𝐶𝑦 368 392 418 446 476 508 541 577 616 656 700 

Global population (billions) 

𝑤 7.0 7.5 8.0 8.6 9.2 9.9 10.6 11.4 12.2 13.1 14.0 

 

Constant Value Description 

∆𝑇Cha 𝟑. 𝟑𝟓 𝐊 Charney sensitivity to doubled CO2 (CMIP5) 

𝑑 𝟕% OMB required discount rate 

𝑞 𝟎. 𝟕𝟑𝟒 Fraction of anthropogenic forcing arising from CO2 

𝑘 5 Coefficient in the CO2 forcing function 

∆𝑄𝐶  𝟑. 𝟒𝟔𝟒 𝐖 𝐦−𝟐 Radiative forcing from doubled CO2 

𝜆𝑃 𝟎. 𝟑 𝐊 𝐖−𝟏 𝐦𝟐 Planck (zero-feedback) sensitivity parameter 
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Figure 8.5.1.2 
Global surface temperature anomalies and trend, 1979–2017 (mean of HadCRUT4 & UAH) 
 

 
 

 
 

On the grounds of intergenerational equity one 

should not harm future generations by adopting the 

device of a sub-market discount rate such as that of 

Stern, still less that of the EPA. Instead, one should 

adopt, as Murphy (2008) and Nordhaus (2008) 

conclude, the minimum reasonable discount rate of 

5% or better, the OMB’s 7% rate, just as one would 

adopt it for any commercial investment appraisal. 

 

 

8.5.1.2 Global GDP 𝑔 and its growth rate 

Since the cost of mitigating future anthropogenic 

warming is very large, it is generally expressed as a 

fraction of global gross domestic product (GDP), the 

total annual output of all of humanity’s endeavors, 

enterprises, and industries. Global GDP 𝑔 is taken as 

$60 trillion in 2010 (World Bank, 2011), growing at 

3% year−1 (3% per year). See Figure 8.5.1.1 for 

twenty-first-century values. 

 

 

8.5.1.3 The cost Z of climate inaction 

A predicted cost of climate inaction 𝑍 over a term 𝑡 

of years 1 ≤ 𝑎 ≤ 𝑡 is generally expressed as a 

percentage of GDP. Eq. 8.5.1 converts such a cost 𝑍𝑠 

derived on the basis of a suspect or submarket 

discount rate 𝑑𝑠 to the equivalent mitigation cost 𝑍𝑚 

derived on the basis of a mainstream or midmarket 

discount rate 𝑑𝑚. Here, the annual percentage GDP 

growth rate 𝑟 will be assumed to be 3%. 

 

𝑍𝑚 = 𝑍𝑠

∑ (
1 + 𝑟/100

1 + 𝑑𝑚/100
)

𝑎
𝑡
𝑎=1

∑ (
1 + 𝑟/100

1 + 𝑑𝑠/100
)

𝑎
𝑡
𝑎=1

 
(Eq. 8.5.1) 

 

For instance, Stern’s mid-range inaction cost 𝑍𝑠, 

amounting to 3% of GDP across the entire twenty-

first century derived on the basis of his 1.4% 

submarket discount rate and the assumption of 3 𝐾 

global warming by 2100, falls by nine-tenths to just 

0.3% of GDP when rebased on the U.S. OMB’s 7% 

discount rate using Eq. 8.5.1.  

Furthermore, Stern made no allowance for the 

fact that no welfare loss arises from global warming 

of less than 2 K above pre-industrial temperature, 

equivalent to 1.1 K above the temperature in 2000. 

On Stern’s mid-range assumption of 3 K twenty-first-

century warming, and assuming a uniform twenty-

first-century warming rate, no welfare loss would 

arise until 2038, so that at the U.S. OMB’s 7% 

discount rate the cumulative welfare loss arising from 

total climate inaction would fall to less than 0.1% of 

GDP. 
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8.5.1.4 Charney sensitivity ∆𝑇𝐶ℎ𝑎 

The standard metric for projecting anthropogenic 

global warming is Charney sensitivity ∆𝑇Cha; i.e., 

climate sensitivity to a doubling of atmospheric CO2 

concentration. Charney (1979) held that his 

eponymous sensitivity was 3.0 [1.5, 4.5] K, the value 

adopted by IPCC (1990) and, with little change, in all 

subsequent Assessment Reports. In the third-

generation (CMIP3) and fifth-generation (CMIP5) 

models of the Climate Model Intercomparison 

Project, Charney sensitivity was thought to be 

3.35 [2.1, 4.7] K (Andrews et al., 2012). Predicted 

global warming from all anthropogenic sources over 

the twenty-first century tends to be approximately 

equal to Charney sensitivity. Here, the CMIP3/5 mid-

range estimate 3.35 K will be assumed arguendo to 

be normative. 

 

 

8.5.1.5 The CO2 fraction 𝑞 

IPCC (2013, Fig. SPM.5) finds that, of the 

2.29 W m−2 net anthropogenic forcing to 2011, 

1.68 W m−2 is attributable to CO2. Accordingly, the 

CO2 fraction 𝑞 = 1.68/2.29 = 0.734. 

 

 

8.5.1.6 The CO2 radiative forcing ∆𝑄𝐶 

Andrews et al. (2012), reviewing an ensemble of two 

dozen CMIP5 models, provides data on the basis of 

which one may conclude that the radiative forcing 

∆𝑄𝐶 in response to doubled CO2 concentration is 

3.464 W m−2. On the interval of interest, the CO2 

forcing function is approximately logarithmic. Thus, 

∆𝑄𝐶 = 𝑘 ln (𝐶1/𝐶0), where 𝐶0 is the unperturbed 

concentration (Myhre et al., 1998; IPCC, 2001, 

Section 6.1). Thus, 𝑘 = 3.464/ ln 2 = 5. 

 

 

8.5.1.7 The Planck sensitivity parameter 𝜆𝑃 

The Planck sensitivity parameter 𝜆𝑃, the quantity by 

which a radiative forcing Δ𝑄𝐸 in Watts per square 

meter is multiplied to yield a temperature change Δ𝑇𝑆 

before accounting for temperature feedback, is the 

first derivative Δ𝑇𝑆/Δ𝑄𝐸 = 𝑇𝑆/(4𝑄𝐸) of the 

fundamental equation of radiative transfer. Surface 

temperature 𝑇𝑆 = 288.4 K (ISCCP, 2018). Given 

total solar irradiance 𝑆0 = 1364.625 W m−2 

(Mekaoui et al., 2010) and albedo 𝛼 = 0.293 (Loeb 

et al., 2009), radiative flux density 𝑄𝐸 = 𝑆0(1 −

𝛼)/4 = 241.2 W m−2 at the mean emission altitude. 

Therefore, 𝜆𝑃 is today equal to 0.30 K W−1 m2 

(Schlesinger, 1985). 

 

 

8.5.1.8 The transient-sensitivity parameter 𝜆𝑡𝑟𝑎 

IPCC (2007, Table SPM.3) gives predicted transient 

anthropogenic forcings Δ𝑄tra and warmings Δ𝑇tra 

from 1900 to 2100 for six scenarios. On all six 

scenarios, the bicentennial transient-sensitivity 

parameter 𝜆bi, which exceeds 𝜆𝑃 to the extent that 

some temperature feedbacks have acted, is 

0.5 K W−1 m2 (see IPCC 2001, p. 354, citing 

Ramanathan, 1985).  

An appropriate twenty-first-century centennial 

value 𝜆tra is the mean of 𝜆𝑃 and 𝜆bi; i.e., 

0.4 K W−1 m2, in agreement with Garnaut (2008), 

who wrote of keeping greenhouse-gas increases to 

450 ppmv CO2 equivalent above the 280 ppmv 

prevalent in 1750 with the aim of holding twenty-

first-century global warming to 2 K, implying 

𝜆tra = 0.4 K W−1 m2. Values of Δ𝑇tra implicit in this 

value of 𝜆tra are shown in Figure 8.5.1.1. 

 

 

8.5.1.9 Global population 𝑤 

Global population 𝑤 is here taken as 7 billion (bn) in 

2000, rising exponentially to 14 bn in 2100. 
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8.5.2 Case-specific variables 

Only three case-specific inputs are required and are 

described below.  

 

 

8.5.2.1 The discounted cost 𝑋𝑚 

The cost 𝑋𝑚 of a given mitigation strategy is 

discounted to present value at the chosen market 

intertemporal discount rate 𝑑𝑚.  

 

 

8.5.2.2 The business-as-usual CO2 concentration 𝐶𝑦  

The currently predicted business-as-usual CO2 

concentration 𝐶𝑦 in the target final year 𝑦2 of any 

existing or proposed mitigation strategy is given in 

Figure 8.5.1.1, allowing ready derivation of an 

appropriate value for any year of the twenty-first 

http://www.hm-treasury.gov.uk/d/green_book_complete.pdf
http://www.hm-treasury.gov.uk/d/green_book_complete.pdf
http://www.mannkal.org/downloads/%20environment/microsoftword%20somesimpleeconomicsofclimatechange.pdf
http://www.mannkal.org/downloads/%20environment/microsoftword%20somesimpleeconomicsofclimatechange.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/193938/Green_Book_supplementary_guidance_intergenerational_wealth_transfers_and_social_discounting.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/193938/Green_Book_supplementary_guidance_intergenerational_wealth_transfers_and_social_discounting.pdf
http://vortex.nsstc.uah.edu/data/msu/t2lt/oldversions/tltglhmam_5.4
http://vortex.nsstc.uah.edu/data/msu/t2lt/oldversions/tltglhmam_5.4
http://siteresources.worldbank.org/DATASTATISTICS/Resources/GDP.pdf
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century. CO2 concentration in the twenty-first century 

is extrapolated from trends in Tans (2011) and 

Conway & Tans (2011) according to the mid-range 

estimates in IPCC (2007, 2013), by which CO2 

increases exponentially from 368 ppmv in 2000 to 

700 ppmv in 2100.  

This value is the benchmark against which any 

foreseeable reduction in CO2 concentration achieved 

by the mitigation strategy is measured. It will be seen 

from the case studies that such reductions are in 

practice negligible. 

 

 

8.5.2.3 The fraction 𝑝 of global business-as-usual 

CO2 emissions the strategy will abate 

The fraction 𝑝 of projected global business-as-usual 

CO2 emissions until year 𝑦2 that will be abated under 

the (usually generous) assumption that the strategy 

will work as advertised is an essential quantity that is 

seldom derived in any integrated assessment model. 
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8.5.3 Outputs 

A robust cost-benefit model comprising a system of 

simple equations informed by the independent 

variables described in Sections 8.5.1 and 8.5.2 may 

readily be applied to any given mitigation strategy. 

The model can produce three outputs. 

 

8.5.3.1 The unit mitigation cost 𝑀 

Unit mitigation cost 𝑀 is here defined as the cost of 

abating 1 K global warming on the assumption that 

all measures to abate anthropogenic warming to year 

𝑦 have a cost-effectiveness identical to the strategy 

under consideration.  

 

8.5.3.2 Global abatement cost 𝐻 per capita and 𝐽 as 

% GDP. 

On the same assumption, the strategy’s global 

abatement cost is the total cost of abating all 

predicted global warming ∆𝑇𝐶21 (see Figure 8.5.1.1) 

over the term 𝑡 from year 𝑦1 to year 𝑦2. This global 

abatement cost may be expressed in three ways: as a 

global cash cost 𝑋𝑑, as a cost 𝐻 per head of global 

population, and as a percentage 𝐽 of global GDP over 

the term 𝑡.  

 

 

8.5.3.3 The benefit/cost or action/inaction ratio 𝐴 

Finally, the benefit/cost or action/inaction ratio 𝐴 of 

the chosen mitigation strategy is the ratio of the GDP 

cost 𝐽 of implementation to the GDP cost 𝑍𝑑 of 

inaction now and adaptation later.  

 

 

8.5.4 Cost-benefit Model 

The purpose of the model is to give policymakers 

unfamiliar with climatology a simple but focused and 

robust method of answering two questions: how the 

cost of an existing or proposed mitigation strategy 

compares with those of competing strategies, and 

whether that cost exceeds the cost of not mitigating 

global warming at all.  

The model comprises the following sequence of 

equations designed to be readily programmable. The 

model is so simple that it can be run on a pocket 

calculator. Yet, because it is rooted in mainstream 

climate science, it will give a more focused and 

reliable indication of the costs and benefits of 

individual mitigation strategies than any integrated 

assessment model. 

Where 𝑝, on [0, 1], is the fraction of future global 

emissions that a mitigation strategy is projected to 

abate by a target calendar year 𝑦2, and 𝐶y2 is the 

IPCC’s projected unmitigated CO2 concentration in 

year 𝑦2, model Eq. M1 gives 𝐶mit, the somewhat 

lesser concentration in ppmv that is expected to 

http://www.esrl.noaa.gov/gmd/ccgg/trends/global.html#global
http://www.esrl.noaa.gov/gmd/ccgg/trends/global.html#global
ftp://ftp.cmdl.noaa.gov/ccg/co2/trends/co2_mm_gl.txt
ftp://ftp.cmdl.noaa.gov/ccg/co2/trends/co2_mm_gl.txt
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obtain in year 𝑦2 if the strategy is successfully 

followed. 

 
 𝐶mit = 𝐶y2 − 𝑝(𝐶y2 − 𝐶y1) M1 

 

The CO2 forcing equation is model Eq. M2, 

where 𝐶0 is the unperturbed concentration. 

 
 ∆𝑄𝐶 = 𝑘 ln(𝐶1/𝐶0) = 5 ln(𝐶1/𝐶0). M2 

Accordingly, the CO2 forcing ∆𝑄aba abated by 

the chosen strategy is given by Eq. M3. 

 
 ∆𝑄aba = 5 ln(𝐶𝑦2/𝐶mit). M3 

 

Then the global warming abated by the 

mitigation strategy to the final year 𝑦2 is given by Eq. 

M4. 
 ∆𝑇aba = 𝜆tra𝑦2

 𝑘 [ln(𝐶𝑦2/𝐶𝑦1)

− ln(𝐶mit/𝐶y1)] 

M4 

         = 5 𝜆tra𝑦2
 ln(𝐶y2/𝐶mit).  

 

The unit mitigation cost 𝑀 is given by Eq. M5, 

and the predicted global warming ∆𝑇𝑦2 over the term 

is given by Eq. M6,  

 
 𝑀 = 𝑋𝑚/∆𝑇aba; M5 

 ∆𝑇𝑦2 = 5 𝜆tra𝑦2
 ln (𝐶𝑦2/𝐶𝑦1). M6 

 

The global abatement costs 𝐺 in cash, 𝐻 per 

capita and 𝐽 as a percentage of global GDP of abating 

all predicted global warming ∆𝑇𝑦2 over the term 𝑡 of 

the strategy are given by Eqs. M7–M9, where 𝑤 is 

global population, 𝐺 is the real cumulative 

discounted cost of abating ∆𝑇𝑦2, and 𝑍𝑚 is the real 

cumulative discounted cost of inaction over the same 

term. 

 
 𝐺 = 𝑀 ∆𝑇𝑦2. M7 

 𝐻 = 𝐺/𝑤. M8 

 𝐽 = 100 𝐺/𝑍𝑚. M9 

 

Finally, the benefit-cost or action-inaction ratio 𝐴 

is given by Eq. M10, where 𝐴 is the ratio of the 

cumulative discounted GDP cost 𝐽 of the strategy 

over the term to the cumulative discounted cost of 

inaction as a percentage of GDP over the term. 

 
  𝐴 = 𝐽/𝑍𝑚. M10 

 

 

8.5.5 Model Applied 

 

8.5.5.1 2009 U.S. Cap-and-Trade Bill 

In the United States in 2009, Democrats tried and 

failed to pass a “cap-and-trade” bill (HR 2454, SB 

311) its sponsors said would cost $180 bn per year 

for 40 years, or $7.2 tn in all, which is here 

discounted by 7% yr−1 to $2.6 tn at present value. 

The stated aim of the bill was to abate 83% of U.S. 

CO2 emissions by 2050. Since the U.S. emitted 17% 

of global CO2 at the time (derived from Olivier and 

Peters, 2010, Table A1), the fraction of global CO2 

emissions abated would have been 0.14. The 

business-as-usual CO2 concentration in 2050 would 

be 508 ppmv without the bill and 492 ppmv (from 

Eq. M1) with it, whereupon radiative forcing abated 

would have been 0.16 W m
–2

 (Eq. M3) and global 

warming abated over the 40-year term would have 

been less than 0.06 K (Eq. M4).  

Accordingly, the unit cost of abating 1 K global 

warming by measures of cost-ineffectiveness 

equivalent to the bill would have been equal to the 

ratio of the discounted cost to the warming averted; 

i.e., $46 tn K−1 per Kelvin (Eq. M5). Therefore, the 

cash cost of abating all of the predicted 0.44 K global 

warming (Eq. M6) from 2011 to 2050 would have 

been more than $20 tn; or more than $2000 per head 

of global population, man, woman, and child; or 

3.3% of cumulative discounted global GDP over the 

term. The action/inaction ratio would then be the 

ratio of the 3.3% GDP cost of action to the 0.45% 

GDP cost of inaction to 2050, i.e. 7.4: 1. 

Implementing the cap-and-trade bill, or measures of 

equivalent unit mitigation cost, would have been 

almost seven and a half times costlier than the cost of 

doing nothing now and adapting to global warming 

later – always supposing that the cost of any such 

adaptation were to exceed the benefit of warmer 

weather and more CO2 fertilization worldwide. 

Additional case studies are briefly summarized in 

Sections 8.5.5.2–8.5.5.9. Section 8.5.6 draws lessons 

from the results delivered by the cost-benefit model. 

 

 

8.5.5.2 The UK’s Climate Change Act 

In 2008, the British parliament approved the Climate 

Change Act of 2008. The cost stated in the 

government’s case was $39.4 bn yr−1 for 40 years, 

which, discounted at 7% yr−1 to present value, 

would be $526 bn. The aim was to cut national 
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emissions by 80% over the term.  

Since UK emissions are only 1.5% of global 

emissions, the fraction of global emissions abated 

will be 0.012. CO2 concentration by 2050 would 

have been 508 ppmv without the bill and will be 

506 ppmv with it. Anthropogenic forcing abated 

over the term will be 0.013 W m−2, and warming 

abated will be 0.005 K. Unit mitigation cost will thus 

be $526 bn / 0.005, or $112 tn K−1. The cash cost 

of abating all of the predicted 0.44 K warming over 

the term will be $49.5 tn; the cost per head of global 

population will be $5000, or 8% of GDP over the 

term. The action-inaction ratio is 18: 1. 

 

 

8.5.5.3 The European Union’s carbon trading 

scheme 

EU carbon trading costs $92 bn yr−1 (World Bank 

2009, p. 1), here multiplied by 2.5 (implicit in 

Lomborg, 2007) to allow for numerous non-trading 

mitigation measures. Total cost is $2.3 tn over the 

10-year term to 2020, or $1.6 tn at present value. The 

declared aim of the EU scheme was to abate 20% of 

member states’ emissions, which were 13% of global 

emissions (from Boden et al., 2010a, 2010b). Thus, 

the fraction of global emissions abated will be 0.026. 

CO2 emissions in 2020 will be 419 ppmv without the 

EU scheme and 418 ppmv with it. Radiative forcing 

abated is thus just 0.007 W m−2, and warming 

abated is 0.002 K.  

Accordingly, the unit mitigation cost of the EU’s 

carbon trading scheme is $690 tn K−1, and the cash 

cost of abating the < 0.1 K warming predicted to 

occur over the 10-year term is $64 tn; or $8000 per 

head of global population; or 26% of global GDP. 

Acting on global warming by measures of equivalent 

unit mitigation cost would be 18 times costlier than 

doing nothing now and adapting later. 

 

 

8.5.5.4 California’s cap-and-trade Act 

Under AB32 (2006), which came fully into effect in 

2012, some $182 bn yr−1 (Varshney and Tootelian, 

2009) will be spent in the 10 years to 2021 on cap 

and trade and related measures. The gross cost is thus 

$1.8 tn, discounted to $1.3 tn. California’s stated aim 

was to reduce its emissions, which represent 8% of 

U.S. emissions, by 25%. U.S. emissions at the 

beginning of the scheme were 17% of global 

emissions: thus, the fraction of global emissions 

abated will be 0.0033. CO2 concentration will fall 

from a business-as-usual 421 ppmv to just under 

421 ppmv by 2021. Anthropogenic forcing abated 

will be 0.001 W m−2, and warming abated will be 

less than one-thousandth of a Kelvin.  

Accordingly, unit mitigation cost of California’s 

cap-and-trade program will approach $4 quadrillion 

per °K of global warming avoided; cost per head will 

be $43,000, or almost 150% of global GDP over the 

term. It will be well more than 100 times costlier to 

mitigate global warming by measures such as this 

than to take no measures at all and adapt to such 

warming as may occur. 

 

 

8.5.5.5 The Thanet wind array 

Subsidy to one of the world’s largest wind turbine 

installations, off the English coast, is guaranteed at 

$100 million annually for its 20-year lifetime; i.e. 

$1.06 bn at present value. Rated output of the 100 

turbines is 300 MW, but such installations yield only 

24% of rated capacity (Young, 2011, p. 1), so total 

output, at 72 MW, is only 1/600 of mean 43.2 GW 

UK electricity demand (Department for Energy and 

Climate Change, 2011). Electricity accounts for one-

third of U.K. emissions, which represent 1.5% of 

global emissions. Therefore, the fraction of global 

emissions abated over the 20-year period will be 

8.333 x 10−6. Business-as-usual CO2 concentration 

in 2030 would be 446.296 ppmv without the array, 

falling to 446.2955 ppmv with it. Forcing abated is 

0.000005 W m−2, so that warming abated is less 

than 0.000002 K.  

Accordingly, the unit mitigation cost of the 

Thanet wind array is $670 tn K−1. To abate the 

predicted 0.2 K warming over the 20-year term, the 

cost in cash would be $135 tn; per head $16,000; 

and almost one-third of global GDP over the term. It 

would be 34 times costlier to act on global warming 

than to do nothing today and adapt later. 

 

 

8.5.5.6 Australia’s carbon trading scheme 

Australia’s 2011 Clean Energy Act cost 

$10.1 bn yr−1, plus $1.6 bn yr−1 for administration 

(Wong 2010, p. 5), plus $1.2 bn yr−1 for renewables 

and other costs, a total of $13 bn yr−1, rising at 

5% yr−1, giving a total discounted cost of $117 bn 

at present value. The stated aim of the legislation was 

to reduce Australia’s CO2 emissions by 5% over the 



 Cost-Benefit Analysis 

  751 

term. Australia’s emissions represent 1.2% of global 

emissions (derived from Boden and Marland, 2010; 

Boden et al., 2010). Thus the fraction of global 

emissions abated is 0.0006. CO2 concentration would 

fall from a business-as-usual 418.5 ppmv without the 

Australian scheme to 418.49 ppmv with it, so that 

warming of 0.00005 K would be abated.  

The unit mitigation cost of Australia’s carbon 

trading scheme would be $2.2 quadrillion per Kelvin. 

To abate the 0.1 K warming predicted for the period 

(the warming did not occur) would be $201 tn. The 

cost per head would exceed $25,000, or 81% of 

global GDP throughout the term. The cost of acting 

on climate change by measures such as Australia’s 

scheme would approach 60 times that of inaction. 

 

 

8.5.5.7 Gesture politics 1: a wind turbine on an 

elementary school roof in England 

On March 31, 2010, Sandwell Council in England 

answered a freedom-of-information request 

(McCauley, 2011) by disclosing that it had spent 

£5875 ($7730) on buying and installing a small 

wind turbine capable of generating 209 KWh in a 

year – enough to power a single 100 W reading-lamp 

for less than three months. The fraction of UK 

emissions abated by the wind turbine is 33% of 

209 KWh / 365 days / 24 hr / 43.2 GW, or 

0.00000002%, and, since UK emissions are only 

1.5% of global emissions, the fraction of global 

emissions abated is less than 0.000000000003. 

Forcing abated is < 0.000000000002 W m−2. 

Warming abated is 0.0000000000005 K.  

The unit mitigation cost of a wind turbine on an 

elementary school roof in England is $14.5 

quadrillion per Kelvin. To abate all of the 0.2 K 

global warming predicted to occur over the 20-year 

life of the wind turbine, the cost is $3 quadrillion, or 

$340 tn per head, or 700% of GDP. Action costs 

more than 730 times inaction. 

 

 

8.5.5.8 Gesture politics 2: Maryland’s 90% cut in 

CO2 emissions 

In the United States, the state of Maryland’s 

government decided that from 2011 to 2050 it would 

reduce its CO2 emissions by 90% at a discounted 

cost of $7.3 tn, about three times the discounted cost 

of the rejected national cap-and-tax scheme over the 

same period. The reduction would have amounted to 

1.5% of national emissions, which are 17% of global 

emissions. Therefore, the fraction of global emissions 

abated is 0.0025. The predicted business-as-usual 

CO2 concentration of 507.55 ppmv would fall to 

507.25 ppmv. Radiative forcing abated is less than 

0.003 W m−2, and warming abated is 0.001 K.  

The unit mitigation cost is $7.3 quadrillion. The 

cost of abating the predicted 0.44 K global warming 

over the period is $3 quadrillion, or $320,000 per 

head of global population, or well more than 500% 

of global GDP over the period. Attempted mitigation 

by measures as costly as Maryland’s scheme would 

be 1150 times costlier than inaction today and 

adaptation later. 

 

 
8.5.5.9 Gesture politics 3: The London bicycle-hire 

scheme 

Perhaps the costliest measure ever adopted in the 

name of abating global warming was the London 

bicycle-hire scheme, which cost $130 bn upfront, 

together with large annual maintenance costs that are 

not included here, for just 5000 bicycles – a cost of 

$26,000 per bicycle. Transport represents 15.2% of 

UK emissions (from Office for National Statistics, 

2010, Table C). Cycling represents 3.1 bn of the 

316.3 bn vehicle miles traveled on UK roads 

annually (Department for Transport, 2011). There are 

23 million bicycles in use in Britain (Cyclists’ 

Touring Club, 2011).  

Global emissions will be cut by 1.5% of 15.2% 

of 3.1/316.3 x 5000/23,000,000. Thus the fraction 

of global emissions abated will be 4.886 x 10−9. If 

the lifetime of bicycles and docking stations is 20 

years, business-as-usual CO2 concentration of 

446.296 ppmv will fall to 446.2989 ppmv through 

the scheme. Forcing abated is 0.000000003 W m−2; 

warming abated is 0.000000001 𝐾; unit mitigation 

cost exceeds $141 quadrillion per Kelvin abated; and 

the cash global abatement cost of $28.5 quadrillion is 

$3.3 million per head, or almost 7000% of global 

GDP to 2030. Action costs more than 7000 times 

inaction. 
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8.5.6 Results Discussed 

For the sake of simplicity and accessibility, the focus 

of the method is deliberately narrow. Potential 

benefits external to CO2 mitigation, changes in global 

warming potentials, variability in the global GDP 

growth rate, or relatively higher mitigation costs in 

regions with lower emission intensities are ignored, 

for little error arises. GDP growth rates and climate-

inaction costs are assumed uniform, though in 

practice little climate-related damage would arise 

unless global temperature rose by at least 1 K above 

today’s temperatures. Given the small amount of 

warming abated by CO2-reduction strategies, as well 

as the breadth of the intervals of published estimates 

of inaction and mitigation costs, modeling non-

uniform GDP growth rates and climate-inaction costs 

may in any event prove irrelevant.  

Government predictions of abatement costs 

(cases 1 and 2) are of the same order as those in Stern 

(2006) and Garnaut (2008) and the reviewed 

literature. However, the costs of specific measures 

(cases 3 through 6) prove significantly higher than 

official predictions. Gesture policies (cases 7 through 

9) are absurdly costly and are studied here because 

there are so many of them. These results indicate 

there is no rational economic case for global warming 

mitigation. The arguments for mitigation are, 

therefore, solely political.  

Mitigation is so much costlier than adaptation 

that real and substantial damage is being done to 

Western economic interests. Though the cost-benefit 

model concentrates exclusively on the direct costs 

and benefits of specific mitigation strategies, it 

should be understood that there are very heavy costs 

(but very few and very small benefits) not included in 

this analysis. All industries suffer by the doubling 

and tripling of electricity and gasoline prices 

allegedly in the name of abating global warming. 

Given that the raw material costs of coal, oil, and gas 

have halved in recent decades, electricity prices 

should have fallen commensurately. Instead, almost 

entirely owing to global warming mitigation policy, 

they have risen, and are now perhaps five times what 

they would be in a free market. Likewise, no account 

has been taken of such real and substantial indirect 
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costs as the need for spinning-reserve backup for 

wind turbines and solar panels. 

Further, no account has been taken of the 

considerable economic damage done by excessive 

electricity prices. Certain energy-intensive industries, 

such as aluminum smelting, will soon be extinct in 

the West. Britain’s last aluminum smelter was closed 

some years ago owing to the government-mandated, 

global-warming-policy-driven cost of power, even 

though the facility was powered by its own 

hydroelectric generating station. Aluminum smelters 

in Australia are also under direct threat.  

The results from the cost-benefit model show 

very clearly why mitigation of global warming is 

economically unjustifiable. The impact of any 

individual mitigation strategy on CO2 emissions is so 

minuscule as to be in most cases undetectable, yet the 

cost of any such strategy is very large. Accordingly, 

CO2 mitigation strategies inexpensive enough to be 

affordable will be ineffective, while strategies costly 

enough to be effective will be unaffordable. 

The results from the model would lead us to 

expect that, notwithstanding the squandering of 

trillions in taxpayers’ and energy-users’ funds by 

national governments and, increasingly, by global 

warming profiteers, mitigation strategies have had so 

little effect that the global mix of primary energy 

sources for power generation is unlikely to have 

changed much. Sure enough, coal, the primary target 

of the war on fossil fuels, had a 38% global market 

share in 1997 and has a 38% market share today, not 

least because, while the West cripples its economies 

by closing coal-fired power stations, China alone 

opens at least as many new power stations per month 

as the West closes. (See Figure 8.5.6.1.) China’s CO2 

emissions per capita are now as high as in Western 

countries: yet China, unlike the West, is counted as a 

“developing country” and is, therefore, exempted 

from any obligations under the Paris Climate Accord. 
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Figure 8.5.6.1 
Fuel sources as percentages of global power 
generation, 1997-2017 
 

 

 

Source: BP, 2018, p. 6 

 

 

 

8.6 Conclusion 

The benefits of fossil fuels far outweigh their 

costs. Various scenarios of reducing 

greenhouse gas emissions have costs that 

exceed benefits by ratios ranging from 6.8:1 

to 162:1. 

 

Cost-benefit analysis (CBA) offers a methodology 

for weighing, in an even-handed and precise manner, 

the costs imposed by the use of fossil fuels on 

humanity and the environment, on the one hand, and 

the benefits produced by their use on the other. If the 

costs, including all the damages associated with toxic 

emissions and anthropogenic climate change, exceed 

the benefits, then efforts to force a transition from 

fossil fuels to alternatives such as wind turbines and 

solar photovoltaic (PV) cells are justified and ought 

to continue. If, on the other hand, the benefits of 

fossil fuels are found to exceed the costs, even after 

proper discounting of costs and risks far in the future, 

then the right path forward would be energy freedom 

rather than more restrictions on the use of fossil fuels. 

A focus of this chapter was on the use of 

integrated assessment models (IAMs) in the climate 

change debate. While relied on by governments 

around the world to “put a price on carbon,” they are 

unreliable, suffering from “cascading uncertainty” 

whereby uncertainties in each stage of the analysis 

propagate forward (Frank, 2016) and “cascading 
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bias,” whereby high-end estimates are multiplied 

together resulting in risk estimates that are orders of 

magnitude greater than what empirical data suggest 

(Belzer, 2012).  

This chapter closely examined the IAMs used by 

the IPCC and found major methodological problems 

at every step. The IPCC’s emission scenarios are 

little more than guesses and speculative “storylines.” 

The IPCC falsely assumes the carbon cycle is 

sufficiently understood and measured with sufficient 

accuracy as to make possible precise predictions of 

future levels of carbon dioxide (CO2) in the 

atmosphere. And the IPCC relies on an estimate of 

climate sensitivity – the amount of warming likely to 

occur from a doubling of the concentration of 

atmospheric carbon dioxide – that is out-of-date and 

probably too high, resulting in inflated estimates of 

future temperature change (Michaels, 2017). 

The IPCC has done a masterful job compiling 

research on the impacts of climate change, but it does 

not distinguish between those that might be due to the 

human presence and those caused by such natural 

events as changes in solar radiation, volcanic activity, 

or ocean currents (IPCC, 2014a, pp. 4–5). It makes 

no attempt to aggregate the many studies it cites, and 

since they utilize different methodologies and 

definitions of terms, cover different periods of time, 

and often focus on small geographic areas, such an 

effort would prove impossible. The IPCC is left 

saying “the impact of climate change will be small 

relative to the impacts of other drivers” ” (IPCC, 

2014b, p. 662), and when measured in terms of lost 

gross national product (GDP), its estimate of -0.2 

to -2.0% (IPCC, 2014a, p. 663) should put climate 

change near the bottom of the agenda for 

governments around the world. 

The “social cost of carbon” (SCC) derived from 

IAMs is little more than an accounting fiction created 

to justify regulation of fossil fuels (Pindyck, 2013). 

Model-generated numbers are without any physical 

meaning, being so far removed from any empirical 

data that, using the analogy provided by Risbey et al. 

(1996), there are hardly any “bricks” in this edifice, 

only “glue,” being the subjective judgements of the 

modelers. Changing only three assumptions in two 

leading IAMs – the DICE and FUND models – 

reduces the SCC by an order of magnitude for the 

first and changes the sign from positive to negative 

for the second (Dayaratna et al., 2017). With 

reasonable assumptions, IAMs show the benefits of 

future climate change probably exceed its cost, even 

though such models have many other assumptions 

and biases that tend to exaggerate the negative effects 

of greenhouse gas emissions. 

The literature review conducted in earlier 

chapters of this book and summarized in Figure 

8.4.1.1 identified 25 impacts of fossil fuels on human 

well-being. Sixteen are net benefits, only one (oil 

spills) is a net cost, and the rest are either unknown or 

likely to have no net impact. This finding presents a 

serious challenge to any calls to restrict access to 

fossil fuels. While the decisions about how to classify 

each impact may be somewhat subjective, they are no 

more so than those made by the IPCC when it 

composed its own similar table, which appears in the 

Summary for Policymakers for the Working Group II 

contribution to the Fifth Assessment Report (IPCC, 

2014a, pp. 21–25).  

 Cost-benefit analyses conducted for this chapter 

and summarized in Figure 8.4.3.1 show the IPCC’s 

own cost and benefit estimates put the cost of 

restricting the use of fossil fuels at approximately 6.8 

times greater than the benefits. Replacing the IPCC’s 

unrealistically low cost estimate with ones originally 

produced by Bezdek (2014, 2015) and updated for 

this chapter show reducing the use of fossil fuels 

costs between 32 and 48 times as much as the IPCC’s 

estimate of the benefits of a slightly cooler world. If 

renewable energy sources are unable to entirely 

replace fossil fuels, the cost could soar to 162 times 

the possible benefit. The ratio of Bezdek’s cost 

estimate per ton of CO2eq and the SCC produced by 

the Interagency Working Group in 2015 is 73:1 for 

fossil fuel used in 2010 and 79:1 for fossil fuels used 

in 2050: the cost of stopping climate change by 

restricting the use of fossil fuels would be 73 to 79 

times greater than the benefits, and this assumes there 

are benefits. 

Why is the case for fossil fuels so strong? 

Because wind and solar power cannot generate 

enough dispatchable energy (available 24/7) to 

replace fossil fuels. Energy consumption would have 

to fall to attain the IPCC’s stated goal to lower global 

greenhouse emissions 40% to 70% by 2050 and to 

“near zero GtCO2eq or below in 2100” (IPCC, 2014c, 

pp. 10, 12). Less use of fossil fuels means slower 

economic growth and lower per-capita income for 

billions of people around the world, even assuming 

rapidly advancing technologies and a “decoupling” of 

economic growth from energy consumption. 

Reducing greenhouse gas emissions to 90% below 

1990 levels by 2050, the goal of the European Union, 

would lower world GDP in 2050 by 24%, a loss of 

some $72 trillion, the equivalent of losing eight times 

the entire GDP of the United States.    
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The major losses of per-capita income that would 

be caused by achieving either the IPCC’s or the EU’s 

goals for reducing greenhouse gas emissions would 

be most harmful to the poor living in developed 

countries and many people living in developing 

countries. Recall from Chapter 3, Section 3.2.3, the 

comparison of life in Ethiopia and the Netherlands, 

two countries with similar natural endowments but 

dramatically different in per-capita energy 

consumption and per-capita incomes. People living in 

Ethiopia are 10.5 times more likely to have 

HIV/AIDS, 17 times more likely to die in infancy, 

die 24 years sooner, and spend 99% less money on 

health care (ifitweremyhome.com, n.d.). 

Implementing the IPCC’s plan would slow or prevent 

the arrival of life-saving energy and technologies to 

millions of people living in similar conditions around 

the world. 

Chapter 5 described how replacing fossil fuels 

with wind turbines and solar PV cells would cause 

devastating damage to the environment by vastly 

increasing the amount of surface area required to 

grow food and generate energy. Figure 5.2.2.1 

showed how using oil to produce 2,000 MW of 

power requires about nine square miles, solar panels 

require 129 square miles, wind turbines require 683 

square miles, and ethanol an incredible 2,450 square 

miles (Kiefer, 2013). Wildlife would be pushed to 

extinction nearly everywhere in the world were 

alternative energies relied on for most of our energy 

needs. 

Finally, Chapter 7 documented the close 

associations between prosperity and peace, prosperity 

and democracy, and democracy and peace. By 

slowing economic growth around the world, a 

dramatic reduction in the use of fossil fuels could 

undermine some of the world’s democracies and 

make wars over food and other scarce resources a 

reality again. The dramatic fall in battle-related 

deaths in state-based conflicts since 1946, shown in 

Figure 7.1.1, could be reversed as wars broke out 

around the world. Recall LeBlanc and Register 

(2003, p. 229) saying the history of humanity was 

“constant battles” until the prosperity, technology, 

and freedom made possible by the Industrial 

Revolution made peace possible. They thought “the 

opportunity for humans to live in long term balance 

with nature is within our grasp if we do it right.” That 

vision would be lost as humanity is plunged back into 

never-ending warfare by attempts to restrict access to 

fossil fuels. 
The cost-benefit analyses conducted in this 

chapter confirm that the benefits of using fossil fuels 

far outweigh their costs. More than that, continued 

reliance on fossil fuels is essential if we are to feed a 

growing world population and still preserve space for 

nature. The process that allowed humanity to 

discover and put to use the tremendous energy 

trapped inside fossil fuels – relying on markets to 

find efficient win-win responses to climate change 

and balance the interests and needs of today with 

those of tomorrow – should be permitted to continue 

to dictate the pace of a transition to alternatives to 

fossil fuels, not irrational fears of a climate 

catastrophe or hopes of technological miracles. 

The global war on energy freedom, which 

commenced in earnest in the 1980s and reached a 

fever pitch in the second decade of the twenty-first 

century, was never founded on sound science or 

economics. The world’s policymakers ought to 

acknowledge this truth and end that war. 
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Appendix 1 
 
 

Acronyms  

 

AAAS  American Association for the 

Advancement of Science 

AC  alternating current 

ACC  American Chemistry Council also 

anthropogenic climate change 

ACE  accumulated cyclone energy 

ACRIM  Active Cavity Radiometer Irradiance 

Monitor satellite 

ACS  American Cancer Society 

AD  anno Domini 

AEMO  Australian Energy Market Operator 

AGW  anthropogenic global warming  

AMI  acute myocardial infarction 

AMO  Atlantic Multidecadal Oscillation 

AMOC  Atlantic Meridional Overturning 

Circulation 

AMS  American Meteorological Society 

ANN  artificial neural network 

ANPP  aboveground net primary production 

AO/NAO Arctic Oscillation/North Atlantic 

Oscillation 

APS  atmospheric pollen season 

AR5  Fifth Assessment Report 

aSAH  aneurysmal subarachnoid hemorrhage 

BA  burned area 

BAI  basal area index 

BC  before Christ also black carbon 

BCA  benefit-cost analysis 

BCE  before Common Era 

BEA  U.S. Bureau of Economic Analysis 

BHC  Bradford Hill Criteria 

BLM  U.S. Bureau of Land Management 

BOD  biological oxygen demand 

BP  before present 

BR  brassinosteriod 

BTU  British thermal unit 

C  carbon; also Celsius 

C3  C3 carbon fixation pathway for 

photosynthesis 

C4  C4 carbon fixation pathway for 

photosynthesis 

C4MIP  Coupled Carbon Cycle Climate Model 

Intercomparison Project 

Ca  CO2 concentration in the air 

CAFE  corporate average fuel economy 

CAM  crassulacean acid metabolism 

CARB  California Air Resources Board 

CBA  cost-benefit analysis 

CBD  cerebrovascular disease 

CC  combined cycle (natural gas) 

CCS  carbon capture and sequestration 

(storage) 

CDC  U.S. Centers for Disease Control and 

Prevention 

CE  Common Era 

CER  cumulative excess [mortality] risk 

CERN  European Institute for Nuclear Research 

CF  capacity factor 



 Climate Change Reconsidered II: Fossil Fuels 

758  

CFC  chlorofluorocarbon 

CGCM  coupled general circulation model 

CGE  computable general equilibrium 

CH4  methane 

CHD  coronary heart disease 

CLOUD Cosmics Leaving Outdoor Droplets 

experiment 

CME  coronal mass ejection 

CMIP  Coupled Model Intercomparison Project 

CNRS  National Center for Scientific Research 

(France) 

CO  carbon monoxide 

CO2   carbon dioxide 

CO2e  carbon dioxide equivalent 

CONUS  continental United States 

COP  Conference of the Parties 

COPD  chronic obstructive pulmonary disease 

Corg  organic carbon  

CPP  Clean Power Plan  

CRF  cosmic ray flux 

CRU  Climatic Research Unit at the University 

of East Anglia 

CT  combustion turbine (natural gas) 

CVD  cardiovascular disease 

CWP  crop water productivity 

DBD  dry bulk density 

DC  direct current 

DIC  dissolved organic carbon 

DM  dry matter 

DMS  dimethyl sulfide 

DNA  deoxyribonucleic acid 

DOC  dissolved organic carbon 

DoD  U.S. Department of Defense 

DICE  Dynamic Integrated Climate-Economy 

DOI  U.S. Department of Interior 

DTR  diurnal temperature range 

ECE  extreme climate event 

ECS  equilibrium climate sensitivity 

EDF  Environmental Defense Fund 

EIA  U.S. Energy Information Administration 

EJ  exajoule 

EKC  Environmental Kuznets Curve 

EM  electromagnetic 

ENSO  El Niño-Southern Oscillation 

EPA  U.S. Environmental Protection Agency 

EROI  energy return on investment 

ESA  Endangered Species Act 

ETS  extratropical storm 

EU  European Union 

EVI  Enhanced Vegetation Index 

F  Fahrenheit 

FACE  free-air CO2 enrichment 

FAOCE  free-air ozone and CO2 enrichment 

FAO  Food and Agriculture Organization of the 

United Nations 

Fe  iron 

FERC  U.S. Federal Energy Regulatory 

Commission 

FJC  Federal Judicial Center 

FME  free-market environmentalism 

FOIA  Freedom of Information Act 

FUND  Climate Framework for Uncertainty, 

Negotiation, and Distribution 

FWS  U.S. Fish and Wildlife Service 

FY  fiscal year 

GAM  generalized additive model 

GAO  U.S. Government Accountability Office 

GCM  General Circulation Models 

GCR  galactic cosmic ray 

GCSC  General Crisis of the Seventeenth 

Century 

GDP  Gross Domestic Product 

GDPpc  Gross Domestic Product per capita 

GHG  greenhouse gas 

GIGO  garbage in, garbage out 

GIMMS Global Inventory Modeling and Mapping 

Studies 

GIS  geographic information system 

GISP  Greenland Ice Sheet Project 

GISS  Goddard Institute for Space Studies 

GJ  gigajoule 

GMCO2  global mean carbon dioxide 

GMST  global mean surface temperature 
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gNDVI  Normalized Difference Vegetation Index 

over the Growing Season 

GNP  Gross National Product 

GPP  gross primary production 

gr  gram(s) 

GRACE Gravity Recovery and Climate 

Experiment 

GREB  Globally Resolved Energy Balance 

model 

GrIS  Greenland Ice Sheet 

GSM  grand solar minimum 

GSP  gross state product 

GtC  gigatons of carbon 

GW  gigawatt 

H2O2  hydrogen peroxide 

H2SO4  sulfuric acid 

H2S  hydrogen sulfide 

HadCRUT Hadley Center/Climatic Research Unit 

dataset of monthly instrumental 

temperature records 

HAMOCC Hamburg Ocean Carbon Cycle model 

HCFC  hydrochlorofluorocarbon 

HEI  Health Effects Institute 

HEM  Heritage Energy Model 

HFC  hydrofluorocarbon 

HNO3  nitric acid 

HU  hydrologic unit 

HURdat hurricane database 

IAC  InterAcademy Council 

IAM  integrated assessment model 

IEA  International Energy Agency 

IER  Institute for Energy Research 

IHD  ischaemic heart disease 

INM-CM4 Institute for Numerical Mathematics 

(Russian Academy of Sciences) climate 

model 

IPAT  equation where I is environmental 

impact, P is human population, A is per-

capita affluence, and T is technological 

innovation 

IPCC  United Nations’ Intergovernmental Panel 

on Climate Change   

IPCC 2007-I Intergovernmental Panel on Climate 

Change – Group 1 Contribution  

IPCC 2007-II Intergovernmental Panel on Climate 

Change – Group II Contribution  

IPCC 2007-III Intergovernmental Panel on Climate 

Change – Group III Contribution  

IPCC-FAR Intergovernmental Panel on Climate 

Change – First Assessment Report 

IPCC-SAR Intergovernmental Panel on Climate 

Change – Second Assessment Report 

IPCC-TAR Intergovernmental Panel on Climate 

Change – Third Assessment Report 

IPCC-AR4 Intergovernmental Panel on Climate 

Change – Fourth Assessment Report 

IPCC-AR5 Intergovernmental Panel on Climate 

Change – Fifth Assessment Report 

IR  infrared 

IRR  incidence rate ratio 

IS  ischemic stroke 

ISEE  International Society for Ecological 

Economics 

ITS  Investment Tax Credit 

IWG  Interagency Working Group on the 

Social Cost of Carbon 

IWUE (iWUE) intrinsic water use efficiency 

JAMA  Journal of the American Medical 

Association 

K  Kelvin 

ka  thousand years 

kcal  kilocalorie 

kPa  kilopascal, a measure of pressure 

kWh  kilowatt hour 

kWhe  kilowatt hour of electricity 

kWht  thermal kilowatt hour 

J  joule 

JI  joint implementation 

LAI  leaf area index 

LCOE  levelized cost of electricity 

LED  light-emitting diode 

LGM  Last Glacial Maximum 

LIA  Little Ice Age 

LIG  last interglacial 

LIM  linear inverse model   

LNT  linear-no threshold 

LOAEL  lowest observed adverse effect level 

LOI  loss on ignition 
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LST  land surface temperature 

LWIR  longwave infrared 

m  meter 

Ma  million years 

Ma BP  million years before present 

MAAT  mean annual air temperature 

MBtu  million British thermal units 

MCA  Medieval Climate Anomaly 

MeHg  methylmercury 

MMT  minimum mortality temperature; also 

million metric tons 

MMTS  maximum-minimum temperature sensor 

MODIS  MODerate resolution Imaging 

Spectroradiometer 

MS  magnetic susceptibility 

MSL  mean sea level 

MTCE  million tons of carbon equivalent 

MW  megawatt 

MWP  Medieval Warm Period 

N  nitrogen 

N2O  nitrous oxide  

NAAQS  National Ambient Air Quality Standards 

NaCl  sodium chloride  

NAE  National Academy of Engineering 

NAO  North Atlantic Oscillation 

NAPAP  National Acid Precipitation Assessment 

Program 

NARR  North American Regional Reanalysis 

NAS  National Academy of Sciences (USA) 

NASA  National Aeronautics and Space 

Administration (USA) 

NCDC  National Climatic Data Center 

NDVI  Normalized Difference Vegetation Index 

NEMS  National Energy Modeling System 

NETL  National Energy Technology Laboratory

  

NFI  National Forest Inventory 

NH4  ammonium 

NH  Northern Hemisphere 

NHL  northern high latitudes 

NIPCC  Nongovernmental International Panel on 

Climate Change 

NMMAPS National Morbidity, Mortality and Air 

Pollution Study  

NOAA  U.S. National Oceanic and Atmospheric 

Administration 

NOAEL  no observed adverse effect level 

NO  nitric oxide 

NOx  nitrogen oxides 

NPP  net primary productivity (production) 

NRDC  Natural Resources Defense Council 

NSPS  New Source Performance Standards 

NUE  nitrogen use efficiency 

NWS  U.S. National Weather Service 

O3  ozone 

OECD  Organisation for Economic Co-operation 

and Development 

OHCA  out-of-hospital cardiac arrest 

OIRA  U.S. Office of Information and 

Regulatory Affairs 

OMB  U.S. Office of Management and Budget 

OTC  open-top chamber 

PAGE  Policy Analysis of the Greenhouse Effect 

PAR  populations at risk 

Pb  lead 

PCT  potential compensation test 

PDI  power dissipation index 

PDO  Pacific Decadal Oscillation 

PET  physiologically equivalent temperature 

PETM  Palaeocene-Eocene Thermal Maximum 

Pg  petagram (one billion metric tonnes) 

PGD  Plant Growth Database 

PGR  post-glacial rebound 

pH  a measure of acidity or basicity 

PM  particulate matter 

PM2.5  particles less than or equal to 2.5 µm 

(micrometer) 

PM10  particles less than or equal to 10 µm in 

diameter (about one-seventh the diameter 

of a human hair) 

PPA  power purchase agreement 

ppb  parts per billion 

ppm  parts per million 

ppmv  parts per million by volume 
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PPP  purchasing power parity 

PRIO  Peace Research Institute of Oslo 

PSMSL  Permanent Service for Mean Sea Level 

PTC  Production Tax Credit 

PV  photovoltaic 

PVC  polyvinyl chloride 

rBC  refractory black carbon 

RCP  representative concentration pathway 

RD  respiratory disease 

RF  radiative forcing 

RIA  regulatory impact analysis 

RPM  revolutions per minute 

RR  relative risk 

RSV  respiratory syncytial virus 

RTI  respiratory tract infection 

RWP  Roman Warm Period 

SARS  sudden acute respiratory disease 

SCC  social cost of carbon  

SCD  sudden cardiac death 

SEPP   Science and Environmental Policy 

    Project 

SLR   sea-level rise 

SNEP   Sierra Nevada Ecosystem Project 

SO2  sulfur dioxide 

SO3  sulfur trioxide 

SOC  soil organic carbon 

SOM  soil organic matter 

SPM  Summary for Policymakers  

SRES Special Report on Emission Scenarios 

SST sea surface temperature 

STPR social time preference rate 

TAR Third Assessment Report  

TBE  tick-borne encephalitis 

TBEV  tick-borne encephalitis virus 

TC  tropical cyclone 

Tcf  trillion cubic feet 

tCO2e  ton of CO2 equivalent  

TCPI  Tropical Cycle Potential Impact index 

TCS  transient climate sensitivity 

TFR  total fertility rate 

Tg  teragram 

TLT  temperature lower troposphere 

Tmax  maximum temperature 

Tmin  minimum temperature 

TOA  top of atmosphere 

Topt  optimum temperature 

TRCS  The Right Climate Stuff 

TRW  tree-ring width 

TSI  total solar irradiance 

TW  terawatt 

TWh  terawatt hour 

UAH  University of Alabama Huntsville 

UCD  unusually cold day 

UN  United Nations 

UNCED  United Nations Conference on 

Environment and Development 

UNEP  United Nations Environment Program 

UNFCCC United Nations Framework Convention 

on Climate Change 

USDM  U.S. Drought Monitor 

USDOE  U.S. Department of Energy 

USHCN  U.S. Historical Climatology Network 

UV  ultraviolet 

VOC  volatile organic compound 

VWC  virtual water content 

W  watt 

WCED  World Commission on Economic 

Development 

WGI  Working Group I of IPC 

WGII  Working Group II of IPCC 

WGIII  Working Group III of IPCC   

WHO  World Health Organization 

WMO  World Meteorological Organization 

WNP  Western North Pacific 

WTA  willingness to accept 

WTP  willingness to pay 

WUE  water use efficiency 

YLL  years of life lost 

Zn  zinc 
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