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INTRODUCTION

The Science.” We’re all supposed to know what “The Science” says. 
“The Science,” we’re told, is settled. How many times have you 
heard it?

Humans have already broken the earth’s climate. Temperatures are rising, 
sea level is surging, ice is disappearing, and heat waves, storms, droughts, floods, 
and wildfires are an ever-worsening scourge on the world. Greenhouse gas emis-
sions are causing all of this. And unless they’re eliminated promptly by radical 
changes to society and its energy systems, “The Science” says Earth is doomed.

Well  .  .  . not quite. Yes, it’s true that the globe is warming, and that 
humans are exerting a warming influence upon it. But beyond that—to 
paraphrase the classic movie The Princess Bride: “I do not think ‘The Sci-
ence’ says what you think it says.”

For example, both the research literature and government reports that 
summarize and assess the state of climate science say clearly that heat 
waves in the US are now no more common than they were in 1900, and that 
the warmest temperatures in the US have not risen in the past fifty years. 
When I tell people this, most are incredulous. Some gasp. And some get 
downright hostile.

But these are almost certainly not the only climate facts you haven’t 
heard. Here are three more that might surprise you, drawn directly from 
recent published research or the latest assessments of climate science 
published by the US government and the UN:
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• Humans have had no detectable impact on hurricanes over the 
past century.

• Greenland’s ice sheet isn’t shrinking any more rapidly today than 
it was eighty years ago.

• The net economic impact of human-induced climate change will 
be minimal through at least the end of this century.

So what gives?
If you’re like most people, after the surprise wears off, you’ll wonder 

why you’re surprised. Why haven’t you heard these facts before? Why don’t 
they line up with the narrative—now almost a meme—that we’ve already 
broken the climate and face certain doom unless we change our ways?

Most of the disconnect comes from the long game of telephone that 
starts with the research literature and runs through the assessment 
reports to the summaries of the assessment reports and on to the media 
coverage. There are abundant opportunities to get things wrong—both 
accidentally and on purpose—as the information goes through filter after 
filter to be packaged for various audiences. The public gets their climate 
information almost exclusively from the media; very few people actually 
read the assessment summaries, let alone the reports and research papers 
themselves. That’s perfectly understandable—the data and analyses are 
nearly impenetrable for non-experts, and the writing is not exactly grip-
ping. As a result, most people don’t get the whole story.

But don’t feel bad. It’s not only the public that’s ill informed about 
what the science says about climate. Policymakers, too, have to rely on 
information that’s been put through several different wringers by the time 
it gets to them. Because most government officials—and others involved 
in climate policy for the public and private sectors—are not themselves 
scientists, it’s up to scientists to make sure that non-scientists making 
key policy decisions get an accurate, complete, and transparent picture of 
what’s known (and unknown) about the changing climate, one undistorted 
by “agenda” or “narrative.” Unfortunately, getting that story straight isn’t 
as easy as it sounds.

I should know. That used to be my job.
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WHERE I’M COMING FROM

I’m a scientist—I work to understand the world through measurements 
and observations, and then to communicate clearly both the excitement 
and the implications of that understanding. Early in my career, I had great 
fun doing this for esoteric phenomena in the realm of atoms and nuclei 
using high-performance computer modeling (which is also an important 
tool for much of climate science). But beginning in 2004, I spent about a 
decade turning those same methods to the subject of climate and its impli-
cations for energy technologies. I did this first as chief scientist for the oil 
company BP, where I focused on advancing renewable energy, and then 
as undersecretary for science in the Obama administration’s Department 
of Energy, where I helped guide the government’s investments in energy 
technologies and climate science. I found great satisfaction in these roles, 
helping to define and catalyze actions that would reduce carbon dioxide 
emissions, the agreed-upon imperative that would “save the planet.”

But then the doubts began. In late 2013 I was asked by the Amer-
ican Physical Society—the professional organization of the country’s 
 physicists—to lead an update of its public statement on climate. As part 
of that effort, in January 2014 I convened a workshop with a specific 
 objective—to “stress test” the state of climate science. In ordinary terms, 
that meant analyzing, critiquing, and summarizing humanity’s accumu-
lated knowledge about the past, present, and future of the earth’s climate. 
Six leading climate experts and six leading physicists, myself included, 
spent a day scrutinizing exactly what we know about the climate system 
and how confidently we can project its future. To focus the conversation, 
we physicists had spent the prior two months preparing a framing doc-
ument based on the UN assessment report that had just been released.1 
We posed some specific and crucial questions along the lines of: Where 
is the data poor or the assumptions weakly supported—and does that matter? 
How reliable are the models that we use to describe the past and project the 
future? Many who’ve read the workshop transcript were struck by how 
 successfully—and unusually—it brought out the certainties and uncer-
tainties of the science at that time.2
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For my part, I came away from the APS workshop not only surprised, 
but shaken by the realization that climate science was far less mature than 
I had supposed. Here’s what I discovered: 

• Humans exert a growing, but physically small, warming influence 
on the climate. The deficiencies of climate data challenge our 
ability to untangle the response to human influences from poorly 
understood natural changes.

• The results from the multitude of climate models disagree with, 
or even contradict, each other and many kinds of observations. A 
vague “expert judgment” was sometimes applied to adjust model 
results and obfuscate shortcomings.

• Government and UN press releases and summaries do not accu-
rately reflect the reports themselves. There was a consensus at 
the meeting on some important issues, but not at all the strong 
consensus the media promulgates. Distinguished climate experts 
(including report authors themselves) are embarrassed by some 
media portrayals of the science. This was somewhat shocking.

• In short, the science is insufficient to make useful projections 
about how the climate will change over the coming decades, much 
less what effect our actions will have on it. 

Why were these crucial deficiencies such a revelation to me and oth-
ers? As a scientist, I felt the scientific community was letting the public 
down by not telling the whole truth plainly. And as a citizen, I was con-
cerned that the public and political debates were being misinformed. So I 
began to speak out, most publicly through a two-thousand-word “Saturday 
Essay” published in the Wall Street Journal that September.3 In it, I outlined 
some of the uncertainties in climate science and argued that ignoring them 
could hinder our ability to understand and respond to a changing climate: 

Policy makers and the public may wish for the comfort of certainty 
in their climate science. But I fear that rigidly promulgating the idea 
that climate science is “settled” (or is a “hoax”) demeans and chills 
the scientific enterprise, retarding its progress in these important 
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matters. Uncertainty is a prime mover and motivator of science and 
must be faced head-on.

That piece drew thousands of online comments, the great majority 
of them supportive. My frankness about the state of climate science was 
less popular in the scientific community, however. As the chair of a highly 
respected university earth sciences department told me privately, “I agree 
with pretty much everything you wrote, but I don’t dare say that in public.”

Many scientific colleagues, some of them my friends for decades, were 
outraged that I’d highlight problems with The Science and thus, as one 
of them said, “give ammunition to the deniers.” Another said it would 
have been okay to publish my essay in some obscure scientific journal but 
reproached me for doing so in a forum with so many readers. And a prom-
inent defender of the idea that The Science is settled enough published a 
response to my Op-Ed that began by calling for New York University to 
reconsider my employment, went on to misrepresent many of the things I 
had written, but then, bafflingly, acknowledged that most of the uncertain-
ties I’d mentioned were well known and much discussed among experts.4 
It seems that by highlighting those uncertainties so plainly and publicly, 
I had inadvertently broken some code of silence, like the Mafia’s omerta.

More than six years of study since the APS workshop have left me 
increasingly dismayed at the public discussions of climate and energy. 
Climate alarmism has come to dominate US politics, especially among 
Democrats, where I have otherwise long felt most comfortable politi-
cally. The 2020 Democratic presidential primary saw each candidate 
trying to outdo the other with over-the-top statements about “climate 
emergency” and “climate crisis” increasingly divorced from the science. 
The election run-up also witnessed increasingly sweeping policy pro-
posals like the Green New Deal that would “fight climate change” with 
government interventions and subsidies. Not surprisingly, the Biden 
administration has made climate and energy a major priority, with the 
appointment of former secretary of state John Kerry as climate envoy 
and proposed spending of almost two trillion dollars to fight this “exis-
tential threat to humanity.” 
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While I have no informed opinions on the fiscal and policy merits of 
proposals like the Green New Deal—I am a physicist, not an  economist—I 
do know that any policy should be based upon what the science actually 
says about the changing climate. Trillion-dollar decisions about reducing 
human influences on the climate are, in the end, about values: risk toler-
ance, intergenerational and geographical equities, and a balance among 
economic development, environmental impact, and energy cost, avail-
ability, and reliability. But they must be informed by an accurate under-
standing of scientific certainties and uncertainties.

This book is an attempt to set us on the road to that understanding. 
And I intend to do it the only way that a scientist knows how: with docu-
mented facts, almost all drawn from the most up-to-date official assess-
ments or quality research literature, presented in their proper context. As 
the late representative John Lewis, the conscience of Congress, said in his 
speech about the first impeachment of President Trump:5

When you see something that is not right, not just, not fair, you have 
a moral obligation to say something, do something.

My late Caltech colleague Richard Feynman was one of the greatest physi-
cists of the twentieth century, renowned for both the creativity and impor-
tance of his research (including Nobel Prize–winning work on quantum 
electrodynamics). Irreverence, showmanship, and the ability to tell a good 
story were also part of what made him a legend. He was a character, one 
with extraordinary intellectual substance.

I was one of many aspiring physicists attracted to Caltech by Feyn-
man’s presence. Before I arrived in the fall of 1968, I had already read his 
wonderful “red book” series of physics lectures cover to cover multiple 
times. My four undergraduate years at Caltech were lived pretty much as 
those depicted in The Big Bang Theory, except without the laugh track. The 
highlights included some one-on-one conversations with Feynman (he 
loved interacting with young scientists), as well as a memorable session 
playing bongo drums with the great man himself during my first year.
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Scientific integrity is central to the Caltech ethos. Its importance is 
impressed upon new students from their first day on campus, and Feyn-
man’s absolute intellectual honesty demonstrated for students and faculty 
alike what this means for a working scientist. At the 1974 Caltech com-
mencement, he gave a now famous address titled “Cargo Cult Science.”6 Its 
topic was the rigor scientists must adopt to avoid fooling not only them-
selves, but also others:

In summary, the idea is to try to give all of the information to help 
others to judge the value of your contribution; not just the informa-
tion that leads to judgment in one particular direction or another.

The easiest way to explain this idea is to contrast it, for exam-
ple, with advertising. Last night I heard that Wesson Oil doesn’t soak 
through food. Well, that’s true. It’s not dishonest; but the thing I’m 
talking about is not just a matter of not being dishonest, it’s a mat-
ter of scientific integrity, which is another level. The fact that should 
be added to that advertising statement is that no oils soak through 
food, if operated at a certain temperature. If operated at another tem-
perature, they all will—including Wesson Oil. So it’s the implication 
which has been conveyed, not the fact, which is true, and the differ-
ence is what we have to deal with.

Much of the public portrayal of climate science suffers from Feyn-
man’s Wesson Oil problem—in an effort to persuade rather than inform, 
the information presented withholds either essential context or what 
doesn’t “fit.” (And coincidentally, as with cooking oil, it’s mostly a matter 
of temperature.)

Most of the climate researchers I’ve met pursue their work with the 
objectivity and rigor that are the norm in every field of science. But because 
the potential impact of a changing climate strikes at human existence 
itself, the issue understandably engenders passion and emotion. Some peo-
ple argue that there’s no harm in a bit of misinformation if it helps “save 
the planet,” and indeed, when phrases like this (however unwarranted or 
inaccurate) are being used to describe the stakes, perhaps it isn’t surpris-
ing that some climate scientists are less than objective when talking to the 



8 INTRODUCTION

public. The late Stephen Schneider, a prominent climate researcher, said it 
explicitly as early as 19897:

On the one hand, as scientists we are ethically bound to the scientific 
method, in effect promising to tell the truth, the whole truth, and noth-
ing but—which means that we must include all the doubts, the caveats, 
the ifs, ands, and buts. On the other hand, we are not just scientists 
but human beings as well. And like most people we’d like to see the 
world a better place, which in this context translates into our working 
to reduce the risk of potentially disastrous climatic change. To do that 
we need to get some broad based support, to capture the public’s imag-
ination. That, of course, entails getting loads of media coverage. So we 
have to offer up scary scenarios, make simplified, dramatic statements, 
and make little mention of any doubts we might have. This “double 
ethical bind” we frequently find ourselves in cannot be solved by any 
formula. Each of us has to decide what the right balance is between 
being effective and being honest. I hope that means being both.

Many others have made similar points, or commented on the dark side 
of Schneider’s supposed “double bind.” For example: 

• “It doesn’t matter what is true, it only matters what people believe 
is true.”

—Paul Watson, cofounder of Greenpeace8

• “We’ve got to ride this global warming issue. Even if the theory of 
global warming is wrong, we will be doing the right thing in terms 
of economic and environmental policy.”

—Timothy Wirth, president of the UN Foundation9

• “Some colleagues who share some of my doubts argue that the 
only way to get our society to change is to frighten people with the 
possibility of a catastrophe, and that therefore it is all right and 
even necessary for scientists to exaggerate. They tell me that my 
belief in open and honest assessment is naïve.”

—Daniel Botkin, former chair of 

Environmental Studies at the University 

of California at Santa Barbara10
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And so the media is filled with scary climate predictions. Here are a 
few old enough to have been proven wrong: 

• “[Inaction will cause]  .  .  . by the turn of the century [2000], an 
ecological catastrophe which will witness devastation as com-
plete, as irreversible as any nuclear holocaust.” 

—Mostafa Tolba, former executive director of the 

United Nations Environment Program, 198211

• “[Within a few years] winter snowfall [in the UK] will become a 
very rare and exciting event. Children just aren’t going to know 
what snow is.”

—David Viner, senior research scientist, 200012

• “European cities will be plunged beneath rising seas as Britain is 
plunged into a Siberian climate by 2020.”

—Mark Townsend and Paul Harris, quoting a 

Pentagon report in the Guardian, 200413 

Although Schneider later spent many words trying to explain his state-
ment about the “double ethical bind,” I believe the underlying premise is 
dangerously wrong. There should be no question about “what the right 
balance is between being effective and being honest.” It is the height of 
hubris for a scientist even to consider deliberately misinforming policy dis-
cussions in service of what they believe to be ethical. This would seem 
obvious in other contexts: imagine the outcry if it were discovered that 
scientists were misrepresenting data on birth control because of their reli-
gious beliefs, for instance.

Philip Handler, a former president of the National Academy of Sci-
ences, identified the problem in a 1980 editorial that resonates eerily four 
decades later:

Difficulty arises in the scientific community from confusion of the 
role of scientist qua scientist with that of scientist as citizen, con-
fusion of the ethical code of the scientist with the obligation of the 
citizen, blurring the distinction between intrinsically scientific and 
intrinsically political questions. When scientists fail to recognize 
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these boundaries, their own ideological beliefs, usually unspoken, 
easily becloud seemingly scientific debate.14

With scientists’ unique role comes a special responsibility. We’re the 
only people who can bring objective science to the discussion, and that is 
our overriding ethical obligation. Like judges, we’re obligated to put per-
sonal feelings aside as we do our job. When we fail to do this, we usurp the 
public’s right to make informed choices and undermine their confidence in 
the entire scientific enterprise. There’s nothing at all wrong with scientists 
as activists, but activism masquerading as The Science is pernicious.

We scientists shouldn’t be selling cooking oil.

ABOUT THIS BOOK

Unsettled tells two related stories. The first (Part I) is about the science of 
the changing climate, while the second (Part II) is about the response that 
society could make to those changes.

Part I begins by clarifying the important questions society asks of 
climate science—how the climate has changed, how it will change in the 
future, and what the impact of those changes will be. It also offers some 
basics about the official assessment reports that we look to for answers to 
those questions.

To understand why it’s changing today and how it might change in 
the future, we need to know how the climate has changed in the past, and 
Chapter 1 starts in on the science itself by exploring this. The chapter 
explains both the importance and challenges of obtaining quality obser-
vations of the earth’s climate (which is not the same as its weather) over 
many decades; it also reviews some of the indications of a warming globe 
and puts them in geological context.

Chapter 2 then turns to how the earth’s temperature arises in the first 
place—from a delicate balance between warming sunlight and cooling heat 
radiation. We’ll see that this balance is disturbed by both human and nat-
ural influences, with greenhouse gases playing an important role. Because 
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the climate is very sensitive, we need an accurate and precise understand-
ing of those influences and how they’ve changed over time.

The most important human influence on the climate is the growing 
concentration of carbon dioxide (CO2) in the atmosphere, largely due to 
the burning of fossil fuels. This is the focus of Chapter 3—particularly, how 
the connection between CO2 emissions and concentration diminishes the 
prospect of even stabilizing growing human influences.

Computer models of how the climate responds to human and natu-
ral influences are the subject of Chapter 4. Drawing upon my half-century 
involvement with scientific computing and the authorship of a pioneering 
text on that subject, we’ll look at how they work, what they tell us, and 
some of their deficiencies. These dozens of sophisticated models are what 
scientists use to make their projections and what the media cites in their 
coverage—alas, they give results that differ significantly not only from each 
other but from observations (that is, they’re right in a few ways, but wrong 
in many others). In fact, the results have become more divergent with each 
generation of models. In other words, as our models have become more 
elaborate, their descriptions of the future have become less certain.

Chapter 5 is the first of five chapters dealing with contradictions 
between the science and the prevailing notion that “humans have already 
broken the climate,” exploring areas where the facts and popular per-
ception are at odds (and probing the source of those discrepancies). This 
chapter focuses on record high temperatures in the US—they’re no more 
common today than they were in 1900, yet you wouldn’t know that from 
the misrepresentations of an allegedly authoritative assessment report. 
Chapter 6 likewise explains why experts conclude that human influences 
haven’t caused any observable changes in hurricanes, and how assessment 
reports obscure or distort that finding. In Chapter 7, I describe the modest 
changes seen in precipitation and related phenomena over the past cen-
tury, discussing their significance and highlighting some points likely to 
surprise anyone who follows the news—for instance, that the global area 
burned by fires each year has declined by 25 percent since observations 
began in 1998.
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Chapter 8 offers a levelheaded look at sea levels, which have been rising 
over the past many millennia. We’ll untangle what we really know about 
human influences on the current rate of rise (about one foot per century) 
and explain why it’s very hard to believe that surging seas will drown the 
coasts anytime soon. Chapter 9 covers a trio of oft-cited climate-change 
impacts (fatalities, famine, and economic ruin), predictions of which are 
belied by the historical record and assessment report projections, even if 
it’s hard to discern this when reading the reports themselves.

Having demonstrated that the science doesn’t support what’s portrayed 
in most popular discussions, in Chapter 10 I take up the question of “Who 
broke it?”—why the science has been communicated so poorly to decision 
makers and the public. We’ll see how overwrought portrayals of a “climate 
crisis” serve the interests of diverse players, including environmental activ-
ists, the media, politicians, scientists, and scientific institutions. Chapter 
11 closes out Part I by describing how we might improve communication 
and understanding of climate science, including adversarial (“Red Team”) 
reviews of the assessment reports, best practices for media coverage, and 
what non-experts can do to be better informed and more critical consum-
ers of all science media—but especially about the climate.

Part II begins its discussion of the response story by drawing a distinc-
tion between what society could do, what it should do, and what it will do 
in response to a changing climate—three very different issues often con-
flated, even by experts. Chapter 12 illuminates the will issue by discussing 
the formidable challenges in meaningfully reducing human influences on 
the climate, including the lack of progress toward the goals of the Paris 
Agreement. Chapter 13 sheds some light on the could issue by discussing 
the tremendous changes it would take to create a “zero-carbon” energy 
system in the US. The response story wraps up in Chapter 14, with a dis-
cussion of “Plan B” strategies that allow the world to respond to a climate 
changing from either human or natural causes—adaptation, which will 
happen, and geoengineering, which could be deployed in extremis.

The book concludes with some closing thoughts on climate and 
energy, including what I believe to be prudent steps society should take, 
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both to improve climate science and the way it’s presented to non- 
experts, as well as to prepare for future climate changes, whether natural 
or caused by humans.

Some practical points about the book:
Scientists work in the metric system—temperatures in degrees Celsius, 

distances in meters or kilometers, etc. However, the “imperial” system is 
more common in the US—temperatures in degrees Fahrenheit, distances 
in feet or miles, and so on. To make the material accessible to the broadest 
audience, I’ll usually quote quantities in both sets of units.

It’s important to know when to be precise and when approximate is 
good enough. Let’s say you’re hoping your pond will ice over for some 
skating. Water freezes at 0ºC (32ºF), so if I told you the temperature was 
about 10ºC (50ºF), that’s much too warm for ice to form, and it wouldn’t 
matter if the actual temperature were 9ºC or 11ºC. However, if I told you 
the temperature was about 1ºC (34ºF), whether it was –1ºC or +3ºC would 
make a big difference, and it would be important for me to tell you that 
it’s actually, say, –0.3ºC. So the precision with which I’ll quote numbers 
will depend upon the context. For example, I might use a phrase like “the 
US population is about 330 million,” even if the official count was actually 
329.135 million on January 1, 2020, because the difference doesn’t affect 
the point I’m considering.15 In other cases, such as the discussion of sea 
level rise in Chapter 8, a difference between 2.5 mm/year and 3.0 mm/
year (0.10 inches/year and 0.12 inches/year) does indeed matter, and I’ll be 
appropriately precise.

One of the advantages of writing a book as opposed to an Op-Ed is 
that it allows not only a deeper discussion, but also the more liberal use 
of graphs. Please take them in stride. Graphs are the language of data and 
data is central to both the science and how it is communicated. Virtually 
all of the graphs I’ve chosen are taken from (or are directly adapted from) 
the assessment reports, the underlying scientific literature, or other offi-
cial data sources. I’ve sometimes used versions of official graphs to empha-
size that they’re what the science says, not what I say. And, of course, I’ll 
always provide information about the source of the graphs or their data. 
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Being a critical reader of scientific graphs is a skill well worth honing—I’ve 
included a few figures from popular media to illustrate just how misleading 
they can be. 

My grade school class visited the United Nations headquarters building on 
a field trip some sixty years ago. I remember being impressed by an enor-
mous Iranian carpet hanging in the lobby and being told that the weavers 
had deliberately introduced a hard-to-notice imperfection in the elaborate 
design to signify that it was a product of humans. While there are surely 
imperfections in this book, they are not deliberate. I’ve done my best to 
accurately represent the state of the science going into 2021.

Even if this book is error free, alas, I’ll be attacked for writing it. Some 
will question my credentials, saying I’m not “a climate scientist.” In other 
words, that I am not formally trained in the earth sciences, even though 
I’ve published several papers in the field. In truth, climate science involves 
many different scientific fields, encompassing the quantum physics of mol-
ecules and the classical physics of moving air, water, and ice; the chemical 
processes in the atmosphere and ocean; the geology of the solid earth; and 
the biology of ecosystems. It also includes the technologies used to “do” 
the science, including computer modeling on the world’s fastest machines, 
remote sensing from satellites, paleoclimate analysis, and advanced statis-
tical methods. Then there are the related areas of policy, economics, and 
the energy technologies aimed at reducing greenhouse gas emissions.

This enormous swath of knowledge and methods makes the study 
of climate and energy the ultimate multidisciplinary activity. No single 
researcher can be an expert in more than two or three of its aspects, so 
the challenge in assessing and communicating the state of the science is 
to read widely and critically enough to put together—and convey, which 
requires a skill set all its own—a coherent, fact-based picture of the whole. 
Like many other climate researchers with a background in physics, includ-
ing James Hansen and Michael Mann, I’ve found satisfaction in applying 
a physicist’s tools and sensibilities to create that kind of picture, with the 
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additional benefits of my experience in energy technology and advising 
government and private-sector decision makers on not only climate policy, 
but also other important national matters, including the quality standards 
for the human genome project16 and testimony to then senator Joe Biden’s 
Foreign Relations Committee on the post-9/11 dangers of dirty bombs.17

Even if they accept my credentials, some of this book’s critics will 
say that I’ve ignored the bigger picture, that this book is too focused on 
aspects of the science that don’t support the alleged consensus. Given the 
great breadth of climate science, however, it has to focus somewhere—
after all, each of the assessment reports alone runs to more than one thou-
sand pages. My focus is on significant points where the popular perception 
about climate and energy is very different from what the science says. In 
that way, this book is about more than what’s scientifically correct and 
what isn’t; it’s also about how the science, with all of its certainties and 
uncertainties, becomes The Science—how it gets summarized and com-
municated, and what’s lost in the process. Not everything you’ve heard 
about climate science is wrong, and I’ve done my best to provide a balanced 
presentation for each subject I treat within the limits of length and techni-
cal level; the references I cite can be consulted for even more information.

Yet another criticism will be that my points are inconsequential. But 
that can’t be, since the media, politicians, and even some scientists are 
constantly highlighting their opposites to support the prevailing narrative: 
“Record high temperatures are becoming more common,” “Hurricanes are 
strengthening under human influences,” “Climate change will be an eco-
nomic disaster.” Imagine instead headlines like “Record high temperatures 
are becoming rarer,” “Hurricanes show no sign of human influence,” or 
“Global warming won’t have much impact on the economy.” I think you’re 
unlikely ever to see those headlines, even though they’re a lot closer to 
what the science actually says, as I’ll show in the following chapters.

Less serious critics will attack me personally. Some will call me a shill 
for the fossil fuel industries, even as my résumé shows otherwise. Oth-
ers will say I’m a “climate denier.” An actual “climate denier” would be, 
say, an antiscience politician who refuses to accept the evidence of the 
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data—quite the opposite of my position. How can I be denying the science 
if what I’m saying is straight out of the official data and reports? I find it 
particularly abhorrent to have a call for open scientific discussion equated 
with Holocaust denial, especially since the Nazis killed more than two 
hundred of my relatives in Eastern Europe.

Leaving name-calling aside, I also expect this book to be criticized by 
(perhaps former) friends in the scientific community, who will question—
as they did with that first Op-Ed of mine—why I’m saying such things to 
a broad audience, even if my points are well known to experts. The reason 
is one I’ve already discussed: for a scientist, I believe it is a responsibility, 
almost an act of conscience, to portray without bias just how settled—or 
unsettled—the science truly is.

I hope that readers approach this book with an open mind. There 
has been far too little serious public discussion about the knowns and 
unknowns of climate science—perhaps unsurprisingly, given the pitch 
of the rhetoric. In a speech in which he compared human-caused climate 
change to weapons of mass destruction, then secretary of state John 
Kerry (now the Biden administration’s climate envoy) said, “The science is 
unequivocal . . . President Obama and I believe very deeply that we do not 
have time for a meeting anywhere of the Flat Earth Society.”18 But the sci-
ence is not settled. Open debate is at the heart of the scientific process; it is 
absurd that scientists should fear being labeled antiscience for engaging in 
it. In that light, this book issues a challenge and solicits, indeed welcomes, 
informed argument and disagreement. This would be an important step 
toward wiser societal decisions on climate and energy—and less heat in 
the debate over the science of our warming planet.



PART I

THE SCIENCE



18 UNSETTLED

My wife and I have three children. Like most parents, we tried 
to guide their childhood development, both by example and by 
rewarding good behavior and admonishing bad, in the hopes 

that they would grow into happy, productive adults. Of course, human 
nature being what it is, each of our three kids responded to our influences 
differently, depending upon the mix of genes they inherited and other 
experiences they had growing up. Those responses have had impacts on 
their lives—while there have been bumps in the road for each of them, 
we’re very proud of the unique adults our children have become.

Those same three issues—influence, response, and impact—form the 
core questions of climate science:

• How have humans influenced the climate—and how will those 
influences change in the future?

• How does the climate respond to human (and natural) influences?
• How will the climate’s response impact ecosystems and societies?

The past few decades have seen an enormous international effort to 
answer these questions. Of course, science being what it is, none of these 
answers is, or ever will be, entirely certain. And since the answer to each 
question depends upon the answer to the one before it, we can expect that 
answers to the final—and perhaps most significant—question will be the 
most uncertain.

UNDERSTANDING UNCERTAINTIES

The science we learn in grade school is a collection of certain-
ties about the natural world—the earth revolves around the 
sun, DNA carries the blueprint of an organism, and so on. Only 

when you start to learn the practice of science do you realize that each 
of these “facts” was hard won through a succession of logical inferences 
based upon many observations or experiments. The process of science 
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is less about collecting pieces of knowledge than it is about reducing 
the uncertainties in what we know. Our uncertainties can be greater or 
lesser for any given piece of knowledge depending upon where we are in 
that process—today we are quite certain of how an apple will fall from a 
tree, but our understanding of turbulent fluid flow (such as convection 
in the atmosphere) remains a work in progress after more than a century 
of effort.

Every measurement of the physical world has an associated uncer-
tainty interval (usually denoted by the Greek letter sigma: σ). We can’t 
say what the measurement’s true value is precisely, only that it is likely to 
be within some range specified by σ. Thus, we might say the global mean 
surface temperature in 2016 was 14.85ºC with a σ of 0.07ºC. That is, there 
is a two-thirds chance that the true value is between 14.78 and 14.92ºC.

For a scientist, knowing the uncertainty in a measurement is as 
important as knowing the measurement itself, because it allows you to 
judge the significance of differences between measurements. If the tem-
perature in 2016 were 14.85 ± 0.07ºC (the first number is the value and 
the second its σ) and it was measured at 14.54 ± 0.07ºC in 2005, a sci-
entist would declare the difference of 0.31ºC significant, since it’s more 
than four times the uncertainties in the measurements themselves. On 
the other hand, the measured annual increase of 0.04ºC between 2015 
(14.81 ± 0.07ºC) and 2016 is insignificant since it is smaller than the 
uncertainties—about half as large, in fact. The media might well still 
scream “Temperatures Continue to Rise,” either out of ignorance or to 
capture readers’ attention, but this is like political commentators get-
ting into a tizzy about a one percentage point change in a poll when the 
poll’s margin of error (its σ) is three points.

Uncertainties and significance in measurements are a common 
language among all scientists. But talking about the uncertainties in 
our higher-level understanding of climate, particularly to non-scien-
tists, is trickier. To more precisely convey the extent of the unknowns 
involved, the assessment reports have developed a formal language, 
as shown in this table1:
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IPCC LIKELIHOOD SCALE

Term Likelihood of the Outcome
Virtually certain 99–100% probability
Very likely 90–100% probability
Likely 66–100% probability
About as likely as not 33–66% probability
Unlikely 0–33% probability
Very unlikely 0–10% probability
Exceptionally unlikely 0–1% probability

In this language, a statement that is virtually certain has at most a 
1 percent likelihood of being incorrect, while a statement that’s likely has 
about a two-thirds chance of being true, and a very unlikely statement 
has at most a 10 percent chance of being true.

Because climate science is complex, uncertainties aren’t always easy 
to quantify in terms of probabilities. The United Nations’ Intergovern-
mental Panel on Climate Change (IPCC) has therefore established a 
second set of calibrated terms to indicate confidence in a given finding. 
Confidence is a qualitative judgment that depends upon the number, 
quality, and agreement of different lines of evidence. The five levels of 
confidence are Very high, High, Medium, Low, and Very low, as illustrated 
in the IPCC chart below.2

The IPCC reports make many explicit confidence assessments.
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Climate science is a lively field. Thousands of researchers supported by 
billions of dollars work to observe the climate, understand it, and project 
its future. They report their results in scientific journal articles, publishing 
more than ten thousand each year. In most other fields of science, that 
would be the end of the story.

However, climate science isn’t just any other field. Because the answers 
to its core questions are so important, with huge potential impact on 
human society, the United Nations and the US government regularly con-
vene large groups of researchers to prepare formal “assessment” reports 
meant to provide “best answers” for non-experts, including scientists in 
other fields, decision makers in government and the private sector, and 
the public. Those reports, which run to many hundreds of pages each, 
review and summarize recent research and interpret its findings for non- 
scientists. The most recent are the Fifth Assessment Report (AR5) released 
by the IPCC3 in 2013, and the Fourth National Climate Assessment 
(NCA2018) released by the United States Global Change Research Pro-
gram (USGCRP)4 in two installments in 2017 and 2018. Great fanfare and 
intense media coverage accompany the release of each of these reports.

ABOUT ASSESSMENT REPORTS

The most prominent series of assessment reports is produced 
under the auspices of the United Nations’ Intergovernmental 
Panel on Climate Change (IPCC), which was established in 

1988. The IPCC issued its first assessment in 1990; the Fourth Assess-
ment Report (termed AR4) was issued in 2007,5 the Fifth (AR5) in 2013,6 
and the Sixth (AR6) is expected in the summer of 2021.

The foundational section of each of the AR reports is that from the 
so-called Working Group I (WGI). It deals with the physical aspects 
of the climate system, in particular the changes observed in recent 
decades, and how the climate responds to human and natural influences. 
Other working groups build upon the WGI assessment to describe the 
impacts of a changing climate and society’s response to them. Each 
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working group also prepares a distillation of their section called a Sum-
mary for Policymakers (SPM); a synthesis of all sections is published as 
well. Along with its comprehensive AR series of assessments, the IPCC 
also publishes more focused special reports, such as those on Extreme 
Events,7 the Ocean and Cyrosphere,8 or Climate Change and Land.9

The US government also issues its own independent series of 
assessment reports. The Global Change Research Act of 1990 requires 
a National Climate Assessment (NCA) every four years.10 Those reports 
are produced by the US Global Change Research Program (USGCRP). 
The NCA reports have much the same purpose as the IPCC’s ARs, 
although with more of a US focus. The content of the NCAs generally 
aligns with the substance of the ARs, but there can be differences in 
emphasis and language.

The first three NCAs were issued in 2000, 2009, and 2014. (The 
George W. Bush administration was less than diligent about it.) The 
fourth, NCA2018, comprises two volumes. Volume I, focused on physical 
climate science, was released in November 2017 as the Climate Science 
Special Report (CSSR).11 Volume II, released in November 2018, focused 
on the impacts and risks of a changing climate, as well as on how we 
might adapt.12 The analysis of future climate impacts in Volume II nat-
urally builds upon projections of future climate change in the CSSR; 
its credibility therefore depends crucially upon the extent to which the 
CSSR faithfully portrays the certainties and uncertainties in climate sci-
ence. The fifth NCA is expected in 2023.

The AR and NCA assessments are drafted and reviewed by similar 
processes. The sponsoring organization (the IPCC or USGCRP) identi-
fies teams of expert authors for each chapter. Those teams produce suc-
cessive drafts that are refined in response to comments from still other 
experts; the NCA also undergoes a formal review by a panel convened 
by the National Academies. The entire process takes years. For example, 
the first meeting of the lead authors for AR6 took place in June 2018, 
about three years before the report’s planned release. Production of the 
CSSR ran more quickly, but it still took about twenty months to draft 
and review.
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The assessment reports literally define The Science for non-experts. 
Given the intensive authoring and review processes, any reader would nat-
urally expect that their assessments and summaries of the research lit-
erature are complete, objective, and transparent—the “gold standard.” In 
my experience, the reports largely do meet that expectation, and so much 
of the detail in the first part of this book, the science story, is drawn from 
them. But a careful reading of the most recent assessment reports also 
reveals some elementary failures that mislead or misinform readers on 
important points. What those failures are, how they came about, how the 
media promulgates them, and what can be done to correct them is another 
dimension of the science story.

Organizations and individuals further along in the “game of telephone” 
rely on the assessment reports when talking about climate. For example, a 
2019 report by the American Association for the Advancement of Science 
(AAAS) entitled “How We Respond,” references NCA2018 when it opens 
with this high-level summary of the science:

Our nation, our states, our cities and our towns face an urgent prob-
lem: climate change. Americans are already feeling its effects and will 
continue to do so in the coming decades. Rising temperatures will 
impact farmers in their fields and transit riders in cities. Across the 
country, extreme weather events such as hurricanes, floods, wild-
fires and drought are occurring with greater frequency and intensity. 
While these problems pose numerous risks to society and the planet, 
undoubtedly the biggest risk would be to do nothing. Science tells us 
that the sooner we respond to climate change, the lower the risks and 
the costs will be in the future.13 

I have been a member of the AAAS for almost five decades and was 
named a Fellow of the organization many years ago. So I can tell you 
that the statement above was never submitted for comment, let alone 
endorsement, by the organization’s 120,000 members. Had I been asked 
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to comment, I would have offered a somewhat different statement, based 
upon my familiarity with the assessment reports and literature:

The earth has warmed during the past century, partly because of natu-
ral phenomena and partly in response to growing human influences. 
These human influences (most importantly the accumulation of CO2 from 
burning fossil fuels) exert a physically small effect on the complex climate 
system. Unfortunately, our limited observations and understanding are 
insufficient to usefully quantify either how the climate will respond to 
human influences or how it varies naturally. However, even as human 
influences have increased almost fivefold since 1950 and the globe has 
warmed modestly, most severe weather phenomena remain within past 
variability. Projections of future climate and weather events rely on models 
demonstrably unfit for the purpose.

Later, I’ll further explore some of the reasons why individuals and 
organizations (the AAAS among them) tend toward unsupported hyper-
bole when communicating on the subject of climate, and I’ll outline some 
steps that would move the discussion away from an unseemly posture of 
persuasion toward a more professional stance of imparting information 
impartially, completely, and with context. The following chapters will sup-
port the more factual, cautious, and less alarming tone of my take—after 
all, I’m not selling cooking oil.



25

1

WHAT WE KNOW 
ABOUT WARMING

I’ve had an urge to measure the world since I was a child. Temperature 
was one of my early fascinations, and I became intrigued with the small 
alcohol thermometer in my kindergarten classroom. How did it work? 

Why did it change? Eventually, my five-year-old mind became curious about 
what the thermometer would show if I took it into the school hallway and 
then out of the building. So one winter day as the class was about to be 
dismissed, I pocketed the thermometer and walked out of the classroom. 
I was delighted to see the reading drop as I walked home from school and 
then rise again as I entered my house. Unfortunately, my mother discov-
ered my unauthorized borrowing of experimental apparatus when I put 
the thermometer into our freezer. The next morning I was made to return 
it, apologize to my teacher, and promise not to take it again—all in all, a 
good life lesson. And a few days later, my parents presented me with my 
own thermometer.
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As I knew instinctively in childhood, understanding the natural world 
starts with measurements—the data. But gathering useful global climate 
data is much more involved than simply carrying around a pocket ther-
mometer. The earth is large and not easy to cover (particularly the 70 
percent that’s oceans), and since we’re looking for small changes over 
decades, we need records that are accurate, precise (having small uncer-
tainties), and span a long period. And even when we’ve got good data, the 
story it tells is seldom simple. We’ll see in this chapter that there is much 
more to the story of global temperature change than “humans are warm-
ing the earth.”

Figure 1.1 Annual global surface temperature anomalies as 
determined by four independent analyses. Anomalies are the deviation 
of temperatures from a baseline (average) value. Though there are minor 

differences among them, all four analyses show similar trends and 
fluctuate in sync. Typical uncertainties in the data points are ± 0.1°C.1 
The inset shows global average temperatures, rather than anomalies. 
Differences among the four data sets are too small to display there.

GLOBAL SURFACE TEMPERATURE 
ANOMALIES (1850–2019)
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Most everyone has seen some version of the iconic graph in Figure 
1.1, showing the earth’s “temperature” rising by about 1ºC (1.8ºF) since 
1850, with what appears to be a sharp uptick in slope beginning around 
1980. It sure looks like something is changing. But exactly what is that 
graph? (After all, you’ll notice it reads “Temperature Anomalies” rather 
than “Temperature.”) Moreover, the annual average temperature in, say, 
New York City (about 13°C or 55°F) can vary from year to year by more 
than 2°C (3.6°F), greater than the entire range of the graph. So should we 
be concerned by these long-term changes, which the inset shows are quite 
small in terms of the globe’s actual temperature? What is this graph really 
telling us?

Even as a five-year-old experimenting with a purloined thermometer, 
I was able to see that temperature varies from place to place and changes 
over time. Today, thousands of observing stations around the world and 
dozens of satellites overhead are continuously documenting those changes 
(and much else about the weather) all over the planet. Weather bureaus 
assemble and analyze these observations to produce the forecasts that 
guide our day-to-day plans.

However useful they are in helping us decide whether to take a sweater 
when we leave the house in the morning, using weather observations to 
learn something about the climate is altogether more complicated, because 
climate is not the weather—a distinction often missing in popular discus-
sion. The weather anywhere varies constantly in ways both predictable and 
unexpected—through the day (it’s usually warmer at 4 pm than it is at 4 
am), across days (as when a front passes through), with the seasons, and 
from year to year. On the other hand, a location’s climate is the average of 
its weather over decades. In fact, the UN’s World Meteorological Organiza-
tion defines climate as a thirty-year average, although climate researchers 
will sometimes discuss averages over a period as short as ten years. So 
changes in the weather from one year to another do not constitute changes 
in climate.

Non-experts often confuse climate and weather (experts sometimes 
do as well, occasionally deliberately). Here’s an example that clarifies the 
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difference between the two: If you are moving from Wisconsin to south-
ern Arizona, knowledge about your new home’s climate tells you to invest 
in air conditioning for the summers, that it’s probably safe to leave your 
heavy winter coats behind, and that the water-loving plants that flourish 
in Madison are unlikely to fare as well in Tucson. But knowledge about 
the weather tells you that, according to Tuesday’s forecast, you’ll need an 
umbrella when you arrive on Thursday. An aphorism traceable to 1901 cap-
tures it well: Climate is what you expect, weather is what you get.

Because climate is an average over many years, it changes slowly. It 
takes at least a decade of observations to define a climate, and so two or 
more decades to identify a change in it. Those long times verge on the 
limit of human memory, particularly when changes are small, so we need 
records to keep from being fooled. What garners most popular attention 
are extreme weather events like storms and heat waves—their numbers 
and intensities also vary from year to year but, again, it’s their average 
properties over decades that define the climate.

Not only can we be fooled by failing to take a “big picture” view of 
climate over time, but we can also be fooled by failing to take a big pic-
ture view of the planet. Climate varies from place to place depending upon 
things like latitude (it’s colder toward the poles), elevation (it’s colder on 
mountains), and proximity to water (a moderating influence). The aver-
age daily high temperature in Singapore is about 33ºC (91ºF) all year, 
while it’s –4ºC (25ºF) in Moscow during January and 24ºC (75ºF) in July. 
To assess the effects of human influences, it’s best to consider the tem-
perature over large regions of the globe, both because the influences of 
greatest  concern—such as greenhouse gases—act worldwide and because 
averaging over large areas makes small changes in climate more evident by 
“bringing them out of the noise.”

Alas, it isn’t easy to measure the surface temperature over the whole 
earth, particularly when you’re looking for changes of a fraction of a degree 
over decades. You have to worry about variations in the thermometers 
themselves, how they’re housed, and exactly where they’re located. And 
even if a station hasn’t been moved over the years, urbanization around 
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a site is a concern, since buildings, roads, and concentrated human activ-
ity make cities a few degrees warmer than their rural surroundings. Most 
importantly, how can we possibly measure the temperature of the globe if 
we don’t have a thermometer everywhere? Fortunately, a landmark paper 
in 1987 by Hansen and Lebedeff showed that locations less than 1,200 km 
(750 miles) apart have, on average, similar temperature changes.2 In other 
words, if the average temperature rises by a degree in one location, it’s 
likely (but not guaranteed) to do the same in other locations nearby. This 
lets us judge temperature changes over a large area using only a sparse 
network of stations, and the gaps in coverage can be filled in probabilisti-
cally. Figure 1.1 shows that four independent groups using different analy-
sis methods come to very similar global surface temperature records based 
on this general idea.

Speaking of Figure 1.1, let’s return to our earlier question: Why “Tem-
perature Anomalies” instead of “Temperature”? “Anomalies” measure 
how much the observed condition—in this case, temperature—at a loca-
tion deviates from the baseline (average) value at that location. Using 
values relative to a baseline puts changes in the Arctic on the same foot-
ing as changes in the Tropics, allowing us to compare changes in climate 
between locations as well as over time, and so tease out large-scale trends. 
The baseline is usually chosen as the average over a thirty-year period in 
the middle of the time span being considered (chosen as 1951−1980 in Fig-
ure 1.1). This choice is somewhat arbitrary, but the arbitrariness is unim-
portant since choosing a different baseline would simply shift the curve up 
or down, but it wouldn’t change its shape or size (remember, we’re inter-
ested in changes in climate).

So that’s the global temperature anomaly graph of Figure 1.1—the 
deviation of the average daily temperature from its expected value, aver-
aged over each day of the year and over the whole globe. Looking at it, we 
can see that the global average anomaly has gone up over the past century. 
Of course, that doesn’t mean the temperature everywhere has gone up all 
of the time or by the same amount. But its change over time does give us 
some important and interesting information.
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One striking feature of the global average surface temperature record 
shown in Figure 1.1 is that, even though the data fluctuates from year to 
year, there are clear trends over decades, with ups and downs superim-
posed on an overall warming trend. That is, the history is not just a jum-
bled sequence of random values.

Most climate-related time series show a pattern like this: that is, of 
long-term trends visible despite year-to-year variation. The phenomenon 
was discovered by the British hydrologist H. E. Hurst, who was studying 
the water level of the Nile River, which is sensitive to rainfall over about 
10 percent of the African continent. Figure 1.2 shows the minimum Nile 
water depth observed each year by the Roda Nilometer near Cairo over the 
more than 650 years from 622 to 1284 ad. As you can see, even as the year-
to-year values fluctuate, sometimes dramatically, the thirty-year averages 
indicated by the solid line show clear trends over decades, just as in the 
global temperature data from Figure 1.1.

Figure 1.2 A climate record with fluctuations and trends. The annual 
minimum depth of the Nile River near Cairo over more than 650 years 

from 622 to 1284 ad. The data, measured in meters, shows a characteristic 
pattern of year-to-year fluctuations around longer-term trends.3

NILE ANNUAL MINIMUM WATER DEPTH (622–1284 AD)
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Looking at the signal of longer-term trends rather than the noise of 
short-term variations helps us see the big picture so crucial to understand-
ing climate. Despite media coverage to the contrary, even a few unusual 
years do not mean a change in climate. And so researchers often describe 
changes in the climate in terms of simple trends over decades. For example, 
the global temperature anomaly graph in Figure 1.1 starts at about –0.3ºC 
in 1900 and ends at about +0.8ºC in 2020, thus showing a rise of 1.1ºC over 
120 years (twelve decades), or 0.09ºC per decade.

But while that describes the average temperature behavior over the 
entire record, it’s not a very good description of the data, as there have 
been periods of several decades with very different behaviors. For instance, 
the rate of rise was twice as large as our 0.09ºC/decade long-term average 
during the forty years from 1980 to 2020 (0.20ºC/decade), while it was 
negative during the forty years from 1940 to 1980 (–0.05ºC/decade). And 
for the thirty years before that, from 1910 to 1940, the rate of rise was again 
nearly twice the 0.09ºC/decade average (about 0.17ºC/decade).

So trends are often highly dependent on the time span being consid-
ered; here we can get almost any trend we want depending upon which 
interval we choose. Such “cherry picking” of data is unfortunately quite 
common in the media (and occasionally in the assessment reports) when 
the goal is to persuade. But if the goal is to inform, it is crucial to present 
and discuss the entire data set, with all the ups and downs that are signif-
icant on whatever scale you’re talking about.

Scale—that big picture we keep referencing—is also important because it 
helps us untangle global and local climate changes. August is high season for 
hot-weather coverage in the Northern Hemisphere media, and on August 
13, 2019, the Washington Post published a front-page story under the head-
line “Extreme climate change has arrived in America.” To make its point, 
the paper prominently displayed the maps you see reproduced in Figure 1.3, 
which depicted (in flaming reds and oranges) the county-by-county change 
in temperature across the contiguous United States between 1895 and 2018.
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Figure 1.3 County-by-county changes in US surface 
temperatures between 1895 and 2018. Created from NOAA data 
and published in the Washington Post on August 13, 2019, under the 

headline “Extreme climate change has arrived in America.”4
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The article frames the discussion in the context of a warming globe. 
Yet any careful reader would notice that some population centers (such as 
New York City, Los Angeles, and Phoenix) have warmed much faster than 
the rest of the country. And some blotches in the Rocky Mountain states 
coincide with areas of new oil and gas production. More expert readers 
would know that temperature trends due to a changing global climate are 
smooth over much larger distances than the blobs on these maps—you 
know it, too: remember Hansen and Lebedeff’s 1,200 km? So how could 
New York City have warmed so much more rapidly than a region in central 
New York State 250 km (150 miles) away?

Buried deep within the article one finds:

Urban heat effects, changing air pollution levels, ocean currents, 
events like the Dust Bowl, and natural climate wobbles such as El 
Niño could all be playing some role, experts say.

In fact, while the article might have you believe otherwise, the Post’s 
maps do not illustrate the arrival of “extreme climate change.” The local-
ized blobs in these maps are not due to global climate changes, but instead 
are very likely the result of urbanization or the growth of human activi-
ties in rural areas that began producing oil and gas. In other words, the 
local climates of these areas may indeed have changed since the Industrial 
Revolution. Yet despite the article’s frequent mention of greenhouse gases, 
these local changes have very little to do with global influences like these. 
For instance, carbon dioxide—the most important human-influenced 
greenhouse gas—exists in the atmosphere at roughly the same concentra-
tion all over the globe.

Figure 1.4, a chart I often use in my lectures, shows the annual aver-
age temperatures measured at West Point and Central Park NYC, 70 km 
(42 miles) apart.5 The (not quite perfectly) correlated fluctuations are clear, 
as is the warming influence of urbanization in the NYC record in the forty 
years after 1920 (West Point was, and remains, relatively rural). As you 
can see, while temperatures are indeed different in the two locations, their 
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fluctuations pretty well match in both direction and size, just as Hansen 
and Lebedeff would predict. Of course, if we took two stations very far 
apart (say NYC and Beijing), the fluctuations wouldn’t match up at all.

Avoiding confusion of local and global effects is why professionals rou-
tinely smooth maps of temperature changes over distances of 1,200 km 
(750 miles).6 One of my students would not fare well if they produced a 
map like the Post’s without explaining which warming is due to a changing 
global climate and which isn’t.

The varying trends of the global temperature anomaly in Figure 1.1 are 
thought to have several different causes. One is that the climate system 
shows internal variability—ebbs and flows over decades, largely associated 
with slow ocean currents. Then there are natural phenomena, like changes 

Figure 1.4 Annual average temperatures from 1910 to 2013 for New 
York City (top) and West Point, NY (bottom), 42 miles to the north. The 
gray lines are the annual values while the black lines are the ten-year trailing 
averages. The West Point data has been shifted downward by 1.5°C for clarity.

TEMPERATURES IN NEW YORK CITY (UPPER) 
AND WEST POINT (LOWER) (1910–2013)
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in the sun’s brightness, that “force” (influence) the climate system to 
change. And finally, and of greatest interest to us, there are those changes 
and trends that might be in response to forcing from human activities. 
(Although the word “forcings” might seem odd, in the language of climate 
science, it is more or less the rigorous-sounding synonym for “influences.”)

“CLIMATE CHANGE” VS. 
A CHANGING CLIMATE

Using the term “climate change” promotes (and sometimes per-
haps deliberately exploits) a confusion of meaning. The UN 
Framework Convention on Climate Change defines “climate 

change” as:

. . . a change of climate which is attributed directly or indirectly 
to human activity that alters the composition of the global 
atmosphere and which is in addition to natural climate variabil-
ity observed over comparable time periods . . .7

That definition explicitly excludes changes due to natural causes, 
which differs from the plain-language meaning of the term. So when 
the average person hears “climate change” (as in the commonly shouted 
credo Climate change is real!), they are likely to assume it means change 
we are responsible for. The media is not particularly precise or consis-
tent in their usage of the term, sometimes employing it one way and 
other times another, often without clarification; articles about changes 
due to multiple or unknown causes get “climate change” headlines, and 
calls to fight climate change! make it sound as if reducing human influ-
ences would keep the climate from changing.

To avoid confusion, this book will be specific and precise and avoid 
ambiguous language. If we are talking about changes in response to 
human influences, we will use a phrase like “human-caused climate 
change.” Along those same lines, “a changing climate” will mean just 
what it sounds like, referring to changes from any source. Precise termi-
nology is one of the most powerful tools a scientist has for reasoning and 
communicating clearly, while imprecise terminology is just as powerful 
a tool for those seeking to persuade.
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As we’ll see in the next chapter, human influences on the climate were 
negligible prior to 1900. There weren’t many people around in 1900 (only 
one-fifth of today’s count), and they were mostly farming; industrializa-
tion was just getting underway for most of the globe. Human influences 
remained quite small as late as 1950, when they were less than one-quarter 
of what they are today. Variations in the climate before 1950, then, show 
that other phenomena must have been at play, if not dominant, since the 
earth actually cooled a bit between 1940 and 1980 even as warming human 
influences grew. And since those natural variations (both internal variabil-
ity and natural forcings) are presumably still present, it is vitally important 
to understand them if we’re to have confidence in attributing even part of 
the recent warming to human influences, much less project how the cli-
mate will change in the future.

Another point worth noting as we consider the recent temperature rise 
is that, despite the misleading Figure 1.3, the warming of the past forty 
years on large scales hasn’t been uniform over the globe. That’s evident in 
Figure 1.5, reproduced from the US government’s 2017 CSSR (Climate Sci-
ence Special Report, described earlier). As you can see, the land is warming 
more rapidly than the ocean surface, and the high latitudes near the poles 
are warming faster than the lower latitudes near the equator. More gener-
ally, the coldest temperatures (at night, during the winter, and so on) are 
rising more rapidly than the warmest temperatures—the climate is getting 
milder as the globe is getting warmer.

So what? you might wonder. The earth IS getting warmer; why does it 
matter if that warming hasn’t been steady or uniform over the globe? Or that 
low temperatures are rising more rapidly than the high ones? But details like 
these are important. They help us isolate and quantify the relative roles 
of human-caused and natural changes, both in the past and in the com-
ing decades. They also help us to understand the impacts of a changing 
climate. How have ecosystems changed already as the globe has warmed? 
How have societies adapted to the climate changes we’ve already seen, 
and how adaptable might they be to future changes? As in all science, the 
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details deepen our understanding of what’s happening, why it’s happening, 
and what might happen in the future.

Of course, there’s much more to climate than changes in the surface 
temperature, or even changes throughout the atmosphere. In fact, the 
atmosphere is a relatively minor part of a much larger and more complex 
system that includes the water (oceans, lakes, and so on), snow and ice on 
land and sea, the solid earth, and living things (microbes, plants, animals, 
and humans).

Figure 1.5 Surface temperature change (in °F) for the period 
1986–2015 relative to 1901–1960. Changes are generally significant over 

most land and ocean areas. Changes are not significant in parts of the 
North Atlantic Ocean, the South Pacific Ocean, and the southeastern 

United States. There is insufficient data in the Arctic Ocean and Antarctica 
to compute long-term changes there. (Adapted from CSSR Figure 1.3.)8

SURFACE TEMPERATURE CHANGE (1901–2015)
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The world’s oceans are both the most important and the most problem-
atic piece of the earth’s climate system. They hold more than 90  percent of 
the climate’s heat and are its long-term memory. Conditions in the atmo-
sphere swing wildly from day to day and year to year in response to any 
number of influences—that’s part of what makes untangling weather and 
climate so difficult. The oceans, on the other hand, change—and respond 
to changes—over decades to centuries.

Yet, as mentioned, gathering ocean data with enough precision and 
coverage to detect climate changes is even more of a challenge than it is 
on land. The oceans are vast and largely unpeopled, and while the near 
surface is accessible, the depths are far less so (the average ocean depth is 
3,700 meters or 12,000 feet). Satellites can measure the temperature only 
at and above the ocean surface, and they have been doing even that for 
less than half a century. Before satellites, there were only surface measure-
ments or soundings from passing ships (which don’t go everywhere) and 
buoys (which are at few fixed locations).

In 2000, an international program called Argo began setting a fleet of 
robotic floats adrift on the oceans to record their properties.9 The Argo float 
system first achieved worldwide coverage in 2005, and there are now more 
than 3,900 of those drifters covering the world’s oceans. The floats usually 
drift at a depth of 1 km (3,300 feet), but every ten days, they descend to 
more than 2 km (6,600 feet) and measure the temperature and salinity pro-
file through the water column during a six-hour ascent to the surface, where 
they transmit their results via satellite before returning to 1 km depth.

Argo has vastly improved our knowledge of ocean conditions. Before 
the year 2000, no more than 40 percent of the ocean had been sampled 
to 400 meters (1,300 feet), and less than 10 percent had been sampled 
below 900 meters (3,000 feet). (Remember, the average ocean depth is 
3,700 meters.) Argo improved coverage dramatically during the past two 
decades, and some 60 percent of the ocean is now being sampled at least 
yearly to a depth of 2 km.10

While Argo data will be essential to understanding changing ocean 
conditions in the coming decades, data on the ocean’s past is limited in 
coverage and quality. Even so, we’re confident that the oceans have been 
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warming over decades, if not centuries. Figure 1.6 is another anomaly 
graph—this time showing how the heat content of various layers of the 
ocean has increased over the past sixty years. The heat energy is measured 
in zetajoules (one ZJ is equal to 1021 joules), and the anomalies are relative 
to a 1958−1962 baseline. The dashed lines give the 95 percent confidence 
interval of the oceans’ total heat—in other words, the graph says that 
there is a 95 percent chance that the true value falls within those dashed 
lines. (The lines are farther apart further back in time because we have 
less reliable information then, making the uncertainties greater.) There is 
a clear upward trend in the oceans’ heat energy, with the upper 300 meters 
(1,000  feet) warming more rapidly than the deeper layers, as would be 
expected if heat is being absorbed from the warming surface. In contrast, 
the slowly changing deeper layers better reflect past conditions.

Hundreds of ZJ sounds like a lot of energy (and it is, at least on a human 
scale—all of the world’s energy derived annually from fossil, nuclear, and 

Figure 1.6 Ocean heat content from 1960 to 2019. The 
anomalies are related to a 1958−1962 baseline, and the time series are 

smoothed over twenty-four months. The gray dashed lines are the 
95 percent confidence interval of the total ocean heat budget.11

GLOBAL OCEAN HEAT CONTENT (1960–2019)
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renewable sources amounts to only about 0.6 ZJ). However, when that heat 
is spread out over all the water in the oceans, the temperature rise it rep-
resents is very modest: a few hundredths of a degree Celsius per decade. 
Nevertheless, the growing ocean heat content is the surest indication that 
the planet has indeed been warming in recent decades.

But lest you think the matter is settled, consider that a different peer- 
reviewed analysis found that the heat content increased between 1990 and 
2015 at only half the rate shown in Figure 1.6, with the same smaller rate 
of increase also between 1921 and 1946, when human influences on the 
climate were much smaller.12 And yet another paper found that the upper 
2 km of ocean warmed from 1750 to 1950 at a rate about one-third of that 
shown in the figure.13 So as with the surface temperature record, poor his-
torical data and large natural variability complicate efforts to understand 
the role of human influences.

Rising temperatures at the surface and in the ocean are not the only indi-
cators of recent warming. The ice on the Arctic Ocean and in mountain 
glaciers has been in decline, and growing seasons have been lengthening 
slightly. Satellite observations show that the lower atmosphere is warming 
as well. Later chapters will discuss some of these indicators in more detail.

But to what extent are human influences driving this warming? One 
clue involves looking at the climate centuries or more in the past, when 
human influences were truly negligible. We’ve already seen that there 
were significant trends in ocean heat well before we came on the scene. 
What did the global temperature anomaly graph look like before 1850, 
the earliest date shown in Figure 1.1? Were there long-term rising trends 
before humans influenced the climate? And how much did the temperature 
anomaly “wiggle” over the decades due to natural forcings and/or internal 
variability? Answers to questions like those are essential to knowing how 
the climate has already responded to human influences and how it might 
respond in the future.

Although crude thermometers were around in the mid-seventeenth cen-
tury, Daniel Fahrenheit created the first reliable instrument in just 1714, and 
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these weren’t widespread until the mid-1800s. So past climates have to be 
inferred in other ways. We have historical records such as weather diaries 
and crop yields going back a few millennia, though obviously the extent of 
these varies both from time to time and place to place. But paleoclimatolo-
gists can infer climate even further back by using proxies—that is, measuring 
a temperature-sensitive property of material preserved from the past.14 One 
example is the analysis of the thickness and composition of tree rings, which 
are laid down annually as a tree grows. Another is by temperature measure-
ments of the water in boreholes—holes drilled deep into the ground—at 
various locations around the globe. Just as in the oceans, the deeper water 
carries information about surface temperatures further in the past.

Figure 1.7 shows several different proxy reconstructions of the global 
temperature anomaly over the past 1,500 years, alongside our modern 
instrumental record, which begins in the late 1800s. This time our base-
line is the average temperature between 1881 and 1980, represented by the 
dashed line.

Figure 1.7 Global average surface temperature anomalies during 
the last fifteen hundred years as reconstructed by different proxy 

methods, together with the modern instrumental record (black line). 
Anomalies are relative to an 1881–1980 baseline and have been smoothed 

to reduce variations on timescales shorter than about fifty years.15

GLOBAL SURFACE TEMPERATURE 
RECONSTRUCTIONS SINCE 500 AD
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As you can see, centuries of warmer temperatures gave way gradually 
around the year 1000, leading up to the Little Ice Age, an unusually cold 
period that ran from about 1450 to 1850. This was followed by more rapid 
warming that has continued until today. 

Because of the limited evidence, the most recent assessment report 
(AR5, from which the data in Figure 1.7 is taken) has only low confidence 
that the global warming of the past thirty years has exceeded the range 
of reconstructed temperatures. But proxy data are better and more plen-
tiful for the Northern Hemisphere (where there’s more land), so AR5 has 
medium confidence that the last thirty years were likely (a two-out-of-
three chance) the warmest thirty-year period of the last fourteen hundred 
years for the Northern Hemisphere.

What happens if we zoom out to look at even longer timescales? Tree 
rings go back some fifteen thousand years into the past, but cores drilled 
into the ice sheets of the Antarctic or Greenland can take us much further. 
Those ice sheets build up in layers, year by year, and the properties of each 
layer (including trapped gases, isotopic composition, and dust) carry infor-
mation about the climate conditions when it was formed. Analyses of lay-
ers deep in these cores can tell us about the distant past—the oldest cores 
now go back almost three million years.16 And cores into ocean-bottom 
sediments can take us one hundred million years into the past: the shells 
of tiny marine organisms continually rain down from the ocean surface 
and are deposited on the ocean bottom, creating a continuous record of the 
conditions under which they were created and grew.

None of these proxies for temperature is as good as a direct measure-
ment with a thermometer. They directly reflect conditions at only a sin-
gle location, and they can be complicated to interpret—for example, tree 
growth is sensitive not just to temperature but to precipitation as well. And 
uncertainties grow as you go further back in time. But proxies do give us a 
sense of how the climate changed before there were humans systematically 
observing and recording the weather.

Our accumulated knowledge of the earth’s surface temperature over 
the past five hundred million years is summarized in Figure 1.8, which 
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shows global average surface temperature anomalies in degrees Celsius rel-
ative to the 1960–1990 baseline.17 There are five different panels, each span-
ning an interval between geologically significant events. The timescale of 
each successive panel is about ten times shorter than the one before it.

Starting at the right-hand (most recent) panel, we see that the globe 
warmed about 5ºC (9ºF) starting some 20,000 years ago, when ice sheets 
last covered a large fraction of the earth. The relatively warm and stable 
temperature over the past 10,000 years supported the rapid development 
of civilization.

Over the past million years, beginning in the second panel from the 
right, periods of rapid warming alternated with periods of slower cooling, 
every 40,000 years or so early on and then every 100,000 years starting 
about 500,000 years ago. Those variations were driven by slight changes 
in the earth’s orbit around the sun and the tilt of its axis; the most recent 
warm period before the present began about 127,000 years ago and lasted 
for some 20,000 years. During that time, the global surface temperature 
anomaly was up to 2ºC (3.6ºF) warmer, and the upper ocean was 2–3°C 
(3.6–5.4°F) warmer than today.

Going further back in time, as shown in the three leftmost panels, 
there are even stronger swings, some of which have had impacts on the 

Figure 1.8 Global average surface temperature anomaly 
as determined by various geological proxies for five periods 

extending to five hundred million years ago. 

TEMPERATURE OF PLANET EARTH
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modern world. For example, the Carboniferous period extended from ~360 
to ~300 million years ago, the interval between evolution’s invention of 
trees and its invention of tree rot. Since there was nothing then to con-
sume the wood when trees died, some of the world’s great coal deposits 
were laid down during that time. It’s sobering to realize that the entire fig-
ure shows only the most recent 10 percent of the earth’s history, and that 
anatomically modern humans appeared only in the middle of the second 
most recent panel (a few hundred thousand years ago).

I hope this chapter has given you a new appreciation for some of the 
many moving parts involved in climate science—and in drawing conclu-
sions from it. We’ve explored these foundational concepts and problems 
in the context of global warming. Past variations of surface temperature 
and ocean heat content do not at all disprove that the ~1ºC (1.8ºF) rise 
in the global average surface temperature anomaly since 1880 is due to 
humans, but they do show that there are powerful natural forces driving 
the climate as well, and they illuminate the scientific challenge of under-
standing those natural influences well enough to confidently identify the 
climate’s response to human ones. In other words (as we’ve made clear 
throughout this chapter), the real question is not whether the globe has 
warmed recently, but rather to what extent this warming is being caused 
by humans.

To answer this, we need to know more about how (and how much) 
humans influence the climate, which is the subject of the next chapter.
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HUMBLE HUMAN 
INFLUENCES

Like many people, I keep an eye on my weight. Eating more and exer-
cising less makes me heavier, while eating less and staying active 
makes pounds disappear. How much I eat and move aren’t the only 

variables—there are factors like health, hormones, and genetics that influ-
ence how fast I burn or store calories—but in short, my weight is deter-
mined by the balance between calories consumed and calories burned, and 
any imbalance quickly shows up on the scale. In the same way, the earth’s 
temperature results from a crucial balance between warming by sunlight 
and cooling by heat radiated back out into space.

On the warming side of this balance is the sunlight energy that the 
planet absorbs. As the planet heats up, it emits infrared radiation back 
into space, which makes up the cooling side of the balance. A fundamental 
physical law—the Stefan-Boltzmann law—discovered around 1880 by two 
physicists working in Austria tells us that the amount of infrared radiation 
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an object emits increases with its temperature in a very predictable way. 
So as a planet’s temperature rises due to solar warming, the cooling by 
infrared radiation also increases until the infrared cooling is equal to the 
solar warming. The technical term for this Goldilocks condition—where 
the planet is neither gaining nor losing energy and its temperature is 
steady—is “radiative equilibrium.” The temperature at which that balance 
is achieved, the “equilibrium temperature,” depends upon several things, 
most obviously the planet’s distance from the sun.

Let’s look more closely at the warming side of the balance—the sun-
light energy absorbed. Because the earth is not completely black, it absorbs 
only 70 percent of the sunlight that reaches it; the other 30 percent is 
reflected back into space and doesn’t contribute to the planet’s warming. 
That 30 percent number, corresponding to the earth’s reflectivity, is called 
the “albedo” (from the Latin word albus, meaning “white”). When the 
albedo is higher, the earth reflects more sunlight and so is a bit cooler, and 
conversely when the albedo is lower, the earth absorbs more sunlight and 
is warmer. While the planet’s average albedo is 0.30, its value at any given 
moment depends upon which part of the earth is facing the sun (oceans 
are darker, land is brighter, clouds are brighter still, and snow or ice is very 
bright), and the monthly average varies by about ± 0.01 with the seasons 
(it’s larger in March and smaller in June/July).

EARTHSHINE AND THE ALBEDO

Precision measurements of the global albedo are important to 
understanding the climate system. If the average albedo were 
to increase from 0.30 to 0.31, say because of a 5 percent increase 

in cloudiness, that additional reflectivity would largely compensate for 
the warming influence of doubling the atmosphere’s CO2.

I developed a personal interest in albedo measurements in the sum-
mer of 1991 when I participated (along with physicist Freeman Dyson 
and astronaut Sally Ride) in a study conducted by JASON, an indepen-
dent organization of scientists that advises the US government on sen-
sitive and pressing science and technology issues. This study focused on 



 HUMBLE HUMAN INFLUENCES 47

the possible uses of small satellites in observing the climate.1 One thing 
such satellites could measure is the fraction of sunlight that a patch of 
the earth’s surface reflects back into space. With enough satellites cov-
ering enough of the globe, we could average those fractions to determine 
the global albedo. In fact, that’s how the albedo has been measured for 
more than forty years, except by a few large, expensive satellites instead 
of many small ones.2

The JASON study thirty years ago also motivated me to revive an 
older, simpler way to study the earth’s albedo. The French astronomer 
André Danjon first measured the earth’s albedo in the early 1930s. His 
very clever method was to observe “earthshine,” the faint glow of the 
“dark” part of the lunar disk most visible when the moon is less than 
half-full, as shown in Figure 2.1. As that light stems from sunlight 
reflected by the earth and then reflected again by the lunar surface, its 
brightness depends upon the earth’s reflectivity, and so is a measure of 
the global albedo.

Figure 2.1 Earthshine and sunshine visible on a crescent moon. 
The upper-right portion of the image shows the thin lunar crescent 

illuminated by sunshine, easily visible to the naked eye. A strong filter 
placed over that region (causing the line through the lower part of the 

image), makes the earthshine visible on the rest of the lunar disk.3
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Knowing the earth’s albedo (as averaged over the globe and daily and 
seasonal cycles), we can determine its equilibrium temperature by balanc-
ing the sunlight absorbed against the infrared cooling. As we discussed, 
that cooling becomes stronger as the temperature increases—if the earth 
gets hotter, it emits more heat—making it a kind of thermostat. Determin-
ing the earth’s equilibrium temperature by calculating that balance is a 
basic problem assigned at the start of every serious climate course. It gives 
an average surface temperature of . . . –18ºC (0ºF).

But –18ºC (0ºF) is wrong, far below the earth’s actual global average 
temperature of 15ºC (59ºF). What’s missing is the insulation provided by 

Because Danjon got an implausibly high value for the albedo, 0.39, 
earthshine studies became just a curiosity after about 1950. But in the 
summer of 1991, we JASONs realized that when Danjon’s data were 
reanalyzed taking into account that the porosity of the lunar surface 
enhances its reflection of earthshine, the global albedo came out about 
right.4 So I enlisted some astronomer colleagues in a program of modern 
earthshine observations beginning in 1995. Among the advantages of 
measuring albedo via earthshine is that it requires only a small telescope 
and standard camera, and that it’s self-calibrating, since the brightness 
of the earthshine is compared with the sunshine in the same image. That 
would allow such measurements to be reproduced by future research-
ers decades or even centuries hence using whatever instrumentation is 
available then.

Precision climate observations, whether by satellite or other means, 
often go through a process of successive refinement until researchers get 
it right. Our earthshine work was no different. But eventually we were 
able to determine annual average albedos accurate to ± 0.003 from 1999 
to 2014 that showed no significant trend, in agreement with the satel-
lite values.5 That uncertainty is about twice that of the satellite-derived 
values, but at one-thousandth the cost. Understanding changes in the 
earth’s reflected light visible on the moon also turns out to be a good test 
of our ability to study other planets that are orbiting other stars, which 
are visible through the starlight they reflect.6 Such are the unexpected 
connections of science.
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the greenhouse gases in the atmosphere, which raises our planet’s surface 
temperature to its observed value. How that insulation works is best illus-
trated by a story.

In January 2010, when I was serving as the Department of Energy’s 
undersecretary for science, I had the privilege of traveling to the South 
Pole.7 The Department of Energy had helped install three wind turbines on 
a ridge between the US McMurdo Station and New Zealand’s Scott Base 
on the periphery of Antarctica. The electricity generated by these turbines 
would reduce the amount of diesel fuel that had to be brought in by tanker 
ship. There was to be a ceremonial dedication, and I was part of the dele-
gation doing the honors.

I flew from Washington, DC, to Los Angeles, and then on to Christ-
church, New Zealand, through Auckland. There our delegation was fitted 
with Extreme Cold Weather (ECW) gear—insulated overalls, parka, fleece, 
heavy boots, woolen cap, gloves, and goggles. The following morning we 
boarded a military cargo jet operated by the New York National Guard. 
The next five hours were uncomfortable ones: we had to wear our ECW 
gear just in case the plane had a problem and we needed to exit in a hurry. 
That long flight south brought us to the Pegasus runway, about twenty 
miles across the ice shelf from McMurdo Station.

We dedicated the wind turbines that evening, and the next morning 
we flew further south on a cargo prop plane to visit the Pole. The tem-
perature was –33ºC (–27ºF); we stayed for eight hours. I was able to enjoy 
this amazing experience thanks to the insulation of the cold weather gear, 
which intercepted my body heat, impeding its flow away from me and into 
the surrounding air.

Just like that cold weather gear, greenhouse gases in the atmosphere 
intercept and impede the flow of infrared heat from the earth’s surface into 
space. Some of that heat finds its way back down to the surface, where it 
causes additional warming (the greenhouse effect), as shown in Figure 2.2. 
It’s often said that greenhouse gases “trap” heat, which gives the impres-
sion that the heat never escapes. But all of the heat must eventually be 
radiated to space to keep the planet in energy balance, as discussed earlier. 
The radiated heat must balance the absorbed solar energy very precisely, to 
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within less than one-half a percent. If it didn’t, we’d see the earth warming 
or cooling much more rapidly than we do. So when discussing the effect 
of greenhouse gases on the heat flowing from the earth’s surface, a more 
appropriate metaphor is “catch and release.” For this reason, I’ll use the 
terms “intercept” and “impede” rather than “trap.”

The most common of the gases making up the earth’s atmosphere are 
nitrogen (78 percent) and oxygen (21 percent). Combined, then, these two 
account for 99 percent of the dry atmosphere, and because of the peculiar-
ities of molecular structure, heat passes through them easily. The largest 
part of the remaining 1 percent is the inert gas argon. But while even less 
abundant, some of the other gases—most significantly water vapor, carbon 
dioxide, methane, nitrous oxide, and ozone—intercept, on average, about 
83 percent of the heat emitted by the earth’s surface.8 So the earth does 
indeed emit energy equivalent to what it absorbs from the sun, but instead 
of directly flowing off into space, cooling our planet to a chilly average of 
0ºF, much of that energy is intercepted by the atmosphere blanketing us.

Water vapor is the most important of the greenhouse gases. Of course, 
the amount in the atmosphere at any given place and time varies greatly 
(the humidity changes a lot with the weather). But on average, water vapor 

Figure 2.2 Flows of sunlight and heat through the 
earth’s climate system. About 30 percent of the incoming solar 
radiation is reflected, while the atmosphere intercepts more than 

80 percent of the infrared radiation emitted from the surface.
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amounts to only about 0.4 percent of the molecules in the atmosphere. 
Even so, it accounts for more than 90 percent of the atmosphere’s ability to 
intercept heat. John Tyndall, the Irish physicist who was the first to study 
the infrared properties of gases, eloquently expressed its importance in an 
1863 public lecture:

Aqueous [water] vapor is a blanket, more necessary to the vegetable 
life of England than clothing is to man. Remove for a single summer- 
night the aqueous vapor from the air which overspreads this coun-
try, and you would assuredly destroy every plant capable of being 
destroyed by a freezing temperature. The warmth of our fields and 
gardens would pour itself unrequited into space, and the sun would 
rise upon an island held fast in the iron grip of frost.9

The next most significant greenhouse gas, carbon dioxide (CO2), is 
different from water vapor in that its concentration in the atmosphere is 
much the same all over the globe. CO2 currently accounts for about 7 per-
cent of the atmosphere’s ability to intercept heat. It’s also different in that 
human activities have affected its concentration (that is, the fraction of air 
molecules that are CO2). Since 1750, the concentration has increased from 
0.000280 (280 parts per million or ppm) to 0.000410 (410 ppm) in 2019, 
and it continues to go up 2.3 ppm every year. Although most of today’s CO2 
is natural, there is no doubt that this rise is, and has been, due to human 
activities, primarily the burning of fossil fuels.

The CO2 that humans have added to the atmosphere over the past 
250 years increases the atmosphere’s ability to impede heat (it’s like mak-
ing the insulation thicker), and is exerting a growing warming influence on 
the climate. The exact increase in insulation at any place and time depends 
upon temperature, humidity, cloudiness, and so on. Taking average clear-
sky (no clouds) conditions as an example, the CO2 added from 1750 until 
today increases the fraction of heat intercepted from 82.1   percent to 
82.7  percent. And as the amount of CO2 continues to increase, the atmo-
sphere’s heat-intercepting ability (and hence its warming influence) will 
also increase; doubling the CO2 concentration from the 1750 value of 
280 ppm to 560 ppm would increase it to 83.2 percent under clear-sky 
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conditions. Such an increase in concentration would amount to an increase 
of just 2.8 molecules per 10,000—in other words, an increase of fewer than 
three molecules of CO2 out of every 10,000 molecules of air would increase 
the amount of heat intercepted from 82.1 percent to 83.2 percent, or by 
about 1 percent.

If you’ve followed this far, you might be puzzled by two things. First, 
how could changing fewer than three molecules out of 10,000, a 0.03 per-
cent change, increase the atmosphere’s heat-intercepting ability by about 
thirty times that amount (1 percent)? And second, how could a mere 1 per-
cent increase in heat-intercepting ability be such a big deal?

The answer to the first question depends upon the details of the infra-
red (heat) radiation the planet emits to keep cool. While we’ve talked 
about how the overall amount of that radiation has to balance the warm-
ing sunlight, the radiation is actually spread over a spectrum of different 
wavelengths. Think of those like “colors,” although not visible to our eyes. 
Water vapor, the most significant greenhouse gas, intercepts only some col-
ors, but because it blocks almost 100 percent of those it does, adding more 
water vapor to the atmosphere won’t make the insulation much thicker—it 
would be like putting another layer of black paint on an already black win-
dow. But that’s not true for carbon dioxide. That molecule intercepts some 
colors that water vapor misses, meaning a few molecules of CO2 can have 
a much bigger effect (like the first layer of black paint on a clear window). 
So the greater potency of a CO2 molecule depends upon relatively obscure 
aspects of how it, and water vapor, intercept heat  radiation—another 
example of why the details are important when attempting to understand 
human influences on the climate.

Figure 2.3 illustrates some of those details. It shows how the amount 
of heat radiation leaving the top of the atmosphere varies with the radi-
ation’s color (that is, the spectrum of infrared radiation). Were there no 
atmosphere, the spectrum would correspond to the smooth gray line in 
the graph, a curve which is described by the basic physics of the Stefan- 
Boltzmann law. The area under that curve corresponds to the cooling 
power of the radiation. The lighter, jagged gray line shows what the spec-
trum would look like with all major greenhouse gases present except CO2 
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(so with CO2 at 0 ppm). Combined, these gases reduce the radiation’s cool-
ing power by about 12.1 percent. All of the line’s ups and downs arise from 
the detailed properties of the various greenhouse gas molecules, most 
importantly water vapor, but also methane and ozone. The solid black 
line shows a further 7.6 percent reduction in cooling power (increase in 
insulation) when CO2 is present at 400 ppm (about today’s concentration). 
Finally, the dashed black line shows an additional 0.8 percent loss of cool-
ing power when the CO2 concentration is raised to 800 ppm, roughly twice 
what it is today; this change is barely visible in the sides of the large dip.

There are two takeaways from this graph. One is the complexity of the 
spectra—hundreds of thousands of molecular properties, many measured 
in the laboratory, go into creating these simulated spectra, which agree 

Figure 2.3 The spectrum of heat leaving the top of the atmosphere. 
The smooth gray curve corresponds to having no atmosphere, while 
the spiky gray curve (0 ppm) corresponds to having all of the major 

greenhouse gases except CO2 (water vapor, methane, ozone, and nitrous 
oxide). The solid black and dotted black lines show how the spectum 

changes when CO2 is included at concentrations of 400 and 800 ppm, 
respectively. Where only one curve is visible, all curves coincide.10

EFFECT OF CO2 ON THE HEAT 
SPECTRUM OF THE EARTH
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very well with satellite observations. Second, although the effect of CO2 
at today’s concentration is significant (7.6  percent), doubling it doesn’t 
change things much (an additional 0.8  percent) due to the “painting a 
black window” effect we’ve already discussed.

But now let’s return to that second question from a bit ago: How could 
a 1 percent change in the heat intercepted possibly matter?

The IPCC’s climate models predict that doubling the CO2 concentra-
tion from preindustrial levels—causing the 1 percent change in heat inter-
cepting we’ve discussed—would increase the average surface temperature 
by about 3ºC (5.5ºF). Since we’ve said the globe’s average surface tempera-
ture is 15ºC (59ºF), a rise of 3ºC would represent a 20 percent increase in 
temperature (3ºC out of 15ºC). But on the Fahrenheit scale, this same tem-
perature change is 5.5ºF from the average of 59ºF: a 10 percent rise. Why 
should the rise depend upon which temperature scale we use? And, in any 
event, either of these numbers, whether 20 percent or 10 percent, seems 
too large. How could a 1 percent change in the atmosphere’s heat intercep-
tion produce such an outsized effect?

Physicists generally expect changes to be commensurate—a 1 percent 
change in heat interception should produce something like a 1 percent 
change in temperature—and when they’re not, it’s a sign that we’re miss-
ing a piece of the puzzle.

In this case, that missing piece is the temperature scale. The Stefan- 
Boltzmann law, which, as you’ll recall from the opening of this chapter, 
describes the relationship between the heat radiated by the earth and 
its temperature, is framed in terms of absolute temperatures, which are 
measured on the Kelvin scale. Both the Celsius and Fahrenheit scales are 
anchored to the properties of water—freezing at 0ºC (32ºF) and boiling 
at 100ºC (212ºF). The Kelvin scale is anchored to absolute zero, the tem-
perature at which matter is so cold it doesn’t emit any heat at all (0 K = 
–273.15ºC or –459.67ºF). Kelvin degrees are just as large as Celsius degrees 
(each is 1.8 Fahrenheit degrees), so the earth’s average surface temperature 
of 15ºC (59ºF) corresponds to about 288 K. A rise of 3ºC (or 3 K or 5.5ºF) 
in that surface temperature then corresponds to a warming of 3 K out of 
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288 K, or about 1 percent, in accord with the 1 percent increase in the atmo-
sphere’s ability to intercept heat when the CO2 concentration is doubled.

So on the scales that matter to us, the climate system is quite 
 sensitive—the few-degree changes in average surface temperature we’ve 
seen over the past few centuries (and could see in this one) correspond to 
physically small (about 1 percent) influences. That sensitivity greatly com-
plicates the task of figuring out how the earth will respond to rising green-
house gas levels, especially since they’re not the only influence at work.

Understanding how the climate system responds to human influences 
is, unfortunately, a lot like trying to understand the connection between 
human nutrition and weight loss, a subject famously unsettled to this day. 
Imagine an experiment where we fed someone an extra half cucumber each 
day. That would be about an extra twenty calories, a 1 percent increase to 
the average 2,000-calorie daily adult diet. We’d let that go on for a year and 
see how much weight they gained. Of course, we would need to know many 
other things to draw any meaningful conclusions from the results: What 
else did they eat? How much did they exercise? Were there any changes in 
health or hormones that affect the rate at which they burn calories? Many 
things would have to be measured precisely to understand the effect of the 
additional cucumbers, although we would expect that, all else being equal, 
the added calories would add some weight.

The problem with human-caused carbon dioxide and the climate is 
that, as in the cucumber experiment, all else isn’t necessarily equal, as there 
are other influences (forcings) on the climate, both human and natural, 
that can confuse the picture. Among the other human influences on the 
climate are methane emissions into the atmosphere (from fossil fuels, but 
more importantly from agriculture) and other minor gases that together 
exert a warming influence almost as great as that of human-caused CO2.

Not all human influences are warming. Aerosols are fine particles in 
the atmosphere such as those produced by the burning of low-quality coal. 
They cause severe health problems, contributing to millions of deaths 
per year. But they also make the globe more reflective both by directly 
reflecting sunlight and by inducing the formation of reflective clouds. 



56 UNSETTLED

Human-caused aerosols, together with changes in land use like deforesta-
tion (pasture is more reflective than forest), increase the albedo and so 
exert a net cooling influence that cancels about half of the warming influ-
ence of human-caused greenhouse gases.

Then there are natural forcings: erupting volcanoes loft aerosols 
high into the stratosphere, where they remain for several years reflecting 
a bit more sunlight than usual and so exerting a cooling influence. Such 
eruptions are unpredictable, but they’re sometimes significant enough to 
negate human influences completely for a few months and therefore have 
to be taken into account. (For example, the earth was about 0.6ºC cooler 
during the fifteen months that followed the eruption of Mt. Pinatubo 
in June 1991.11) And changes in the sun’s intensity of even a fraction of a 
percent over decades (due to its own internal variability) can change the 
amount of sunlight reaching the earth, further complicating our attempts 
to account for all the human and natural forcings affecting the planet’s 
delicate energy balance. But if we’re to understand the climate’s response 
to growing CO2 levels, it is important to know what those other influences 
are, how big they are, and how and when they come into play.

The energy that flows in and out of the climate system is measured in 
watts per square meter (W/m2). The sunlight energy absorbed by the earth 
(and hence the heat energy radiated by the earth) amounts to an average 
of 239 W/m2. Since a 100-watt incandescent light bulb gives off, well, one 
hundred watts (almost all as heat), this means the planet radiates heat as 
if there were a bit more than two light bulbs in every square meter (eleven 
square feet) of its surface. Human influences today amount to just over 
2 W/m2, or slightly less than 1 percent of that natural flow (about the same 
influence as half a cucumber on the daily human diet).

People are often curious about heat put into the climate system by two 
other non-sunlight sources. One is the geothermal heat flowing out of the 
earth’s surface. While it can be quite large at localized sources (such as vol-
canoes, hot springs, and vents on the seafloor), the global average of only 
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0.09 W/m2 is too small to have a meaningful direct effect on the climate’s 
energy balance. However, there can be indirect effects, such as the melting 
of ice by subglacial Antarctic volcanoes.12

Another source of heat input into the climate system is the energy that 
humans derive from fossil fuels and nuclear material. After that energy is 
used for heating, mobility, and generating electricity, the Second Law of 
Thermodynamics guarantees that virtually all of it ends up as heat in the 
climate system, ultimately to be radiated into space along with the earth’s 
natural heat emissions. (A very small fraction winds up as visible light that 
escapes directly to space through the transparent atmosphere, but even 
that ultimately winds up as heat somewhere “out there.”) That human heat 
can indeed affect the local climate where this energy use is concentrated 
(for example in cities and near power plants). But averaged over the globe, 
it currently amounts to only 0.03 W/m2, some ten thousand times smaller 
than the natural heat flows of the climate system, and about one hundred 
times smaller than the other human influences.

The totality of human and natural influences on the climate is shown 
in Figure 2.4. It illustrates much of what we’ve discussed already. We can 
see the growth of greenhouse gas warming (predominantly from rising 
CO2 and methane concentrations, but also other human-emitted green-
house gases), and that this has been partially offset by growing aerosol 
cooling. The episodic cooling by large volcanic eruptions is also evident. 
We can also see that, before 1950, total human influences (the sum of 
“CO2,” “Other GHG,” and “Human cooling”) were less than one-fifth of 
what they are today.

Also shown in Figure 2.4 is how uncertain we are about these various 
forcings. While the warming effects of CO2 and other greenhouse gases 
are known to within 20 percent, the uncertainty in the cooling influence 
of human-caused aerosols is much larger, making the total human-caused 
forcing uncertain by 50 percent—that is, the best we can say is that the net 
human influence today is very likely to be between 1.1 and 3.3 W/m2.
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The fact that human influences currently amount to only 1 percent of the 
energy that flows through the climate system has important implications, 
and means there’s a lot to understand. To usefully measure them and their 
effects, we have to observe and understand the larger parts of the climate 
system (the other 99 percent) with a precision better than 1 percent. Small 
natural influences must also be understood to that same precision, and 
we’ve got to be sure they’re all accounted for. This is an enormous chal-
lenge in a system for which we have limited observations for a limited time, 
and about which our uncertainties are still large.

Figure 2.4 Human and natural influences on the climate, 1850–
2018. Human-caused CO2 and other greenhouse gases (including methane, 

halocarbons, ozone, and oxides of nitrogen) exert a warming influence, while 
human-caused aerosols and changes in land albedo exert a cooling one. 

Episodic natural cooling by large volcanic eruptions and small variations 
in the sun’s intensity complete the picture. The bars at right show 2σ 

uncertainties in each forcing today, and also for the total of all forcings.13

SIGNIFICANT CLIMATE INFLUENCES (1850–2018)
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Comparing climate models with and without these forcings can illu-
minate the role human influences have played in recent climate changes—
as well as suggest how the climate might change in the future as those 
influences grow. By far the largest human influence on the climate system, 
and the one nearly all climate policy has focused upon, is the emission 
of greenhouse gases. But the relationship between our emission of these 
gases and their influence is more complicated than you might imagine. So 
before we turn to the models, let’s take a closer look at these gases and 
where they go.





61

3

EMISSIONS ExPLAINED 
AND ExTRAPOLATED

In 2008, I was working as BP’s chief scientist, focused on accelerating 
renewable energy technologies. I was invited to attend a small dinner 
hosted by Prince Philip at Buckingham Palace. I arrived in black tie at 

the palace courtyard via London cab; a quick security check and I was ush-
ered into a reception room along with other guests. After predinner drinks 
and small talk, we, a group of about fourteen that included Prince Philip, 
Princess Anne, BP CEO John Browne, and other notables from UK aca-
demia, business, and government, moved into a grander room and settled 
around a large dining table.

The chitchat among tablemates quieted as Prince Philip made his 
welcome and reminded us that the topic of the evening was climate and 
energy. He then opened the conversation by asking the group a ques-
tion about the relationship between carbon dioxide emissions and ris-
ing global temperatures. The prince’s framing was sufficiently technical 
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that there was awkward silence around the table—until yours truly, the 
cheeky American scientist, spoke up in a Brooklyn accent to deliver a 
mini- lecture on infrared-active molecules, the “black window” effect, 
and the connection between atmospheric concentration and emissions. I 
earned an appreciative nod from the Duke of Edinburgh, whom I found to 
be quite knowledgeable.

I suspect that the Duke already knew the answer to his conversation- 
starting question when he asked it. In any event, the lively discussion that 
followed over a fine dinner mirrored many others that I’ve been involved 
in—finding non-experts eager to understand the complex and nuanced sub-
jects of climate and energy, as well as a confusion about the nature and scale 
of the problems facing us.

The most significant human-caused greenhouse gases influencing the 
climate are carbon dioxide (CO2) and methane (CH4). Their concentra-
tions in the atmosphere are increasing because we’re emitting them; that’s 
why efforts to reduce human influences on the climate focus on reduc-
ing emissions. But here’s the key point: the connection between concen-
trations and emissions isn’t a simple one and, particularly for CO2, the 
complications of this relationship profoundly increase the challenge of 
reducing the concentration. 

This chapter is about movement—primarily the movement of carbon. 
Human-emitted CO2 is a relatively small add-on to a vast natural cycle of 
carbon moving among the earth’s crust, oceans, plants, and atmosphere. 
As you will see, our addition to that cycle will increase for decades under 
any scenario. But despite the precision claimed by climate models, the 
impact of this on the climate is highly uncertain.

Charles David Keeling, a geochemist at the Scripps Institution of Ocean-
ography in La Jolla, California, began precision measurements of CO2 con-
centration in the 1950s while he was a postdoctoral researcher at Caltech. 
One of his early surprises was finding a 1 percent increase in the concen-
tration between 1957 and 1959. That finding motivated a more concerted, 
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longer-term program to monitor CO2 concentrations, which later expanded 
to include other gases in the atmosphere. I had the pleasure of talking with 
Dr. Keeling (“Dave,” as he was known) some forty years later during one 
of my JASON summers in La Jolla. I found him to be a quiet, thoughtful, 
precise man, focused on doing what he was doing very well, knowing it was 
important to the world.

Figure 3.1 shows what is now called the “Keeling curve,” the concentra-
tion of carbon dioxide in the atmosphere as measured monthly at Mauna 
Loa, Hawaii. Data from that remote island location, far from significant 
localized sources that might skew the observations, is a good measure of 
the globe’s “background” concentration. The measurements show a steady 
rise from 310 ppm in 1960 to 410 ppm in 2019; during the past decade, the 
concentration has risen about 2.3 ppm each year. But superimposed on that 
decades-long trend is an annual cycle—the concentration moves up and 
down seasonally by 2.4 ppm, as shown in the inset. Both the trend and the 

Figure 3.1 Monthly average concentration of carbon 
dioxide as measured in Mauna Loa, Hawaii, from 1958 through 

2020. The inset shows the average seasonal variation.1

MONTHLY CO2 CONCENTRATION (1958–2020)
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cycle, which are measured at a number of locations around the world, help 
tell a story.

Let’s start at the beginning. The earth formed 4.5 billion years ago with 
a fixed endowment of carbon. Today, that carbon is found in several dif-
ferent circumstances around the planet—what are called “reservoirs.” The 
largest reservoir by far is the earth’s crust, which contains almost all of 
the planet’s carbon, about 1.9 billion gigatons (1 gigaton, abbreviated Gt, 
is one billion tons).2 The next largest amount, about 40,000 Gt, is in the 
oceans, almost all of that far below the surface. There are about 2,100 Gt 
more stored on land in soils and living things, and 5,000–10,000 Gt in 
fossil fuels underground. The roughly 850 Gt of carbon in the atmosphere, 
almost all in the form of carbon dioxide, is equal to about 25 percent of 
the carbon at or near the earth’s surface (in the soils, plants, and shallow 
ocean) but is only 2 percent of the total carbon in the oceans.3

Powerful natural processes move the earth’s carbon among those res-
ervoirs, often by changing its chemical form. The most important of these 
processes is the seasonal flow of about one-quarter of the atmosphere’s 
carbon to the surface as plants grow—they use photosynthesis to turn 
atmospheric CO2 into organic matter—then return that carbon back to 
the atmosphere through respiration and as their organic matter decays. In 
fact, plant growth in the Northern Hemisphere is what causes the Febru-
ary to July dip in the Mauna Loa background CO2 concentration seen in 
the inset of Figure 3.1; this is the earth “breathing.” Other, much slower, 
processes move carbon from the oceans’ surfaces into their depths and 
then ultimately into rock, such as the limestone and marble that form from 
the shells of marine creatures.

The CO2 emitted by burning fossil fuels disrupts the balance of this 
great annual cycle, since that carbon has been pulled out of the deep under-
ground, where it was isolated from these natural processes. The amount of 
carbon that fossil fuel use adds to the cycle is currently about 4.5 percent 
of what flows each year. About half of that increase is taken up annually 
by the surface (the rising CO2 has increased vegetation over much of the 
planet), and the remainder stays in the atmosphere, increasing its CO2 

concentration. The situation is not unlike what we’ve already seen in the 
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planet’s energy flow—small but steady human influences gradually adding 
to a much, much larger natural process.

Global emissions of all greenhouse gases are rising rapidly, as can be 
seen in Figure 3.2. For the past fifty years, they’ve gone up 1.3 percent per 
year, though a bit more slowly (1.1 percent per year) during the decade 
ending 2018. If the longer-term trend were to continue, emissions in 2075 
would be twice as large as they are today. Nearly all of the increase in emis-
sions has been due to CO2 from fossil fuel use (changes in land use such as 
deforestation emit far lesser amounts of carbon stored in plants and soils). 
The next largest contributor after CO2 is methane (CH4), while nitrous 
oxide (N2O) and the fluorinated gases (F-gases such as HFCs) make up 
much smaller portions of the total.

I don’t know of any expert who disputes that the rise in CO2 concentra-
tion over the past 150 years is almost entirely due to human activities, since 
there are five independent lines of evidence supporting that conclusion. 

Figure 3.2 Annual global greenhouse gas emissions from 1970 to 
2018. Emissions of non-CO2 gases are expressed as CO2-equivalent amounts.4

ANNUAL GREENHOUSE GAS EMISSIONS (1970–2018)
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One is the timing of the rise—concentrations in air samples over the past 
ten thousand years varied between 260 and 280 ppm before a sharp uptick 
began in the mid-nineteenth century. The second is that the size of the rise 
is in the ballpark of what we’d expect from the CO2 emitted by burning fos-
sil fuels. A third is that the rise in the Northern Hemisphere leads that in the 
South by about two years—most fossil fuels are burned in the north, which 
has more land and people—and that lead is increasing as emissions grow.

A fourth, more subtle confirmation comes from carbon isotopes—the 
relatively rare carbon atoms that are about 8 percent heavier than ordinary 
carbon atoms. About 1.1 percent of the earth’s carbon is the isotope 13C; 
the rest is the lighter isotope 12C. But the proportion of 12C and 13C isn’t the 
same in all forms of carbon. In particular, the chemical reactions of life 
have a very slight preference for 12C, so that the carbon in living things (as 
opposed to mineral carbon in the earth’s crust) is “light”; that is, it has a 
slightly lesser proportion of 13C. Since the carbon in the atmosphere’s CO2 
has become progressively “lighter” over the decades, we can infer that it 
arises from the burning of fossil fuels, which, after all, were once living 
things. Finally, measurements over the past three decades have shown a 
tiny but detectable and steady decrease in the atmosphere’s oxygen con-
centration. The decrease is too small to raise any concern at all about our 
ability to breathe, but it roughly matches what’s been needed to turn the 
fossil carbon into CO2.

As is usual in climate science, zooming out to look over geological 
times gives us a quite different perspective. The natural processes moving 
the earth’s carbon around were different in the past, so much so that by 
geological standards, today’s Earth is starved for atmospheric CO2. Figure 
3.3 shows estimates of past CO2 concentrations. The horizontal scale is 
geological time extending back to the Cambrian period, about 550 million 
years ago. The vertical axis is the ratio of past atmospheric CO2 concentra-
tions to the average concentration over the past few million years (about 
300 ppm). This particular proxy record comes from analyzing the fraction 
of 13C relative to 12C in carbonate sediments and paleosols (fossilized soils). 
Other proxies give qualitatively similar results.
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Only once in the geological past—the Permian period, 300 million 
years ago—have atmospheric CO2 levels been as low as they are today. 
Plant and animal life flourished abundantly during times when CO2 lev-
els were five or ten times higher than today’s. But those were different 
plants and animals. So while carbon dioxide, in and of itself, is not partic-
ularly a concern for the planet, what is a concern is that, because life today 
has evolved to be well-suited to a low level of CO2 (anatomically modern 
humans appeared only some 200,000 years ago, at the extreme right of 
this chart), the rapid increases of the past century might prove disruptive. 
Concentrations up to 1,000 ppm (2.5 times that in open air today) are com-
mon in classrooms or auditoriums. Humans start to feel drowsy above that 
level, so when students start to nod off in my classroom, I like to believe it’s 

Figure 3.3 Atmospheric concentration of carbon dioxide 
beginning at 550 million years ago. Values determined from the 

isotopic ratio in carbonate sediments and fossilized soils are relative to 
the average over the past few million years; today’s concentration would 

be about 1.3 on this scale, down in the lower right-hand corner.5

CO2 CONCENTRATION OVER THE 
PAST 550 MILLION YEARS
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that 1,000 ppm, not the quality of my lecture. More serious physiological 
effects begin above 2,000 ppm. However, if the trends of the past decade 
continue, it will be some 250 years before the concentration reaches 1,000 
ppm, which would be at 3.3 on this chart.6

Carbon dioxide is the single human-caused greenhouse gas with the 
largest influence on the climate. But it is of greatest concern also because it 
persists in the atmosphere/surface cycle for a very long time. About 60 per-
cent of any CO2 emitted today will remain in the atmosphere twenty years 
from now, between 30 and 55 percent will still be there after a century, and 
between 15 and 30 percent will remain after one thousand years.7

The simple fact that carbon dioxide lasts a long time in the atmosphere 
is a fundamental impediment to reducing human influences on the climate. 
Any emission adds to the concentration, which keeps increasing as long as 
emissions continue. In other words, CO2 is not like smog, which disappears 
a few days after you stop emissions; it takes centuries for the excess carbon 
dioxide to vanish from the atmosphere. So modest reductions in CO2 emis-
sions would only slow the increase in concentration but not prevent it. Just 
to stabilize the CO2 concentration, and hence its warming influence, global 
emissions would have to vanish.

Methane, the second most important human-caused greenhouse gas, 
has also been increasing over the past century and so also exerts a grow-
ing warming influence on the climate. Like CO2, methane concentrations 
(seen in Figure 3.4) show a long-term rising trend and an annual cycle. The 
cause of the plateau between 1998 and 2008 is yet another uncertainty 
in climate science. And as with CO2, today’s methane concentrations are 
dramatically higher than those of the past few million years, beginning a 
sharp rise about four thousand years ago.8

But there are several important differences between methane and car-
bon dioxide. One is that methane concentrations are much lower (2,000 
parts per billion, which is about 1/200th that of CO2’s 400 parts per mil-
lion). Another difference is that a methane molecule lasts in the atmo-
sphere for only about twelve years—though after that, chemical reactions 
covert it to CO2. And a third difference is that, because of the peculiarities 
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of how molecules interact with the different colors of infrared radiation, 
every additional methane molecule in the atmosphere is thirty times more 
potent in warming than a molecule of carbon dioxide. These differences—
lower concentration and shorter lifetime, but greater warming potency—
must be taken into account when comparing CH4 and CO2 emissions. For 
instance, the 300 million tons of methane humans emit each year is only 
0.8 percent of the 36 gigatons of CO2 emitted by burning fossil fuels. But as 
shown in Figure 3.2, that methane has a disproportionate warming influ-
ence, equivalent to ten gigatons of CO2.

One additional point about methane that surprises many people is that 
fossil fuels account for only about one quarter of global human-caused 

Figure 3.4 Atmospheric methane concentrations from 
1983 to 2020. Monthly average values are shown in parts per 
billion (ppb). The solid line is the 12-month trailing average.9

MONTHLY METHANE CONCENTRATION (1983–2020)
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methane emissions, as shown in Figure 3.5. Rather, most methane emis-
sions arise from enteric fermentation (digestion in cattle—mostly emitted 
from the front of the animal, not the back) and other agricultural activi-
ties, particularly rice cultivation; the decay of material in landfills is also 
significant. So any effort to drastically reduce emissions must also address 
those sources.

Future climates will be determined by the climate’s response to both 
human and natural influences, as well as by its internal variability—as 
we’ve seen, the climate is quite capable of varying without any help from 
us. While we’ve little detailed knowledge, much less control, over internal 
variability or natural influences (volcanoes, the sun, and deep ocean cur-
rents have minds of their own, just like the climate), we can make plausible 

Figure 3.5 Sources of global methane emissions 
due to human  activities in 2010.10

SOURCES OF GLOBAL METHANE EMISSIONS
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assumptions about the range of what humans will do, particularly in regard 
to their emissions of greenhouse gases and aerosols.

Future emissions, and hence human influences on the climate, will 
depend upon future demographics, economic progress, regulation, and the 
energy and agricultural technologies in use. Various assumptions about 
each of those can be combined to project greenhouse gas emissions, aero-
sol concentrations, and changes in land use. Climate models run under 
these assumptions can give some sense of how the climate might respond 
to human influences in the coming decades.

But it is here that the warning light should start blinking. Despite the 
certainty with which projections are reported as facts, estimating human 
influences is a highly uncertain business. Imagine being back in 1900 and 
trying to project what civilization would be like in the year 2000. At the 
time, the first powered flight and the first mass-produced automobile were 
yet to come, radio had just been invented and X-rays just discovered, and 
antibiotics weren’t even imagined. Even the most prescient prognosticator 
back then would have missed most of what transpired in the subsequent 
century as the global population quadrupled and the global economy grew 
by a factor of forty! They’d be amazed at the scale and rapidity with which 
people, goods, and information now move around the globe, at how we 
manufacture, and at our advances in agriculture and medicine.

Because of the great uncertainties about the decades to come, instead 
of making precise predictions of future concentrations, the IPCC created 
a set of scenarios. They have the rather complicated name of “Representa-
tive Concentration Pathways,” or RCPs. These are meant to span a plausi-
ble range of possibilities for population, economy, technology, and so on.11 
Each RCP has a number indicating the amount of warming human influ-
ence expected in 2100 under that scenario, so that RCP6 corresponds to 
6 W/m2 of human-induced radiative forcing (warming) at the end of the 
century. (Remember, net human influences are currently about 2.2 W/m2 
of warming, as shown in Figure 2.4.) These scenarios are not meant to 
be predictions, but rather are schematic descriptions of distinct, but plau-
sible, future worlds. The RCPs have since been elaborated into “Shared 
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Socioeconomic Pathways” that also describe society’s ability to reduce 
emissions and adapt to a changing climate, but the important takeaways 
can be understood by discussing the simpler RCPs.12

Historically, two of the most important drivers of emissions have 
been growing population and growing economic activity. Figure 3.6 shows 
the assumptions made about these factors in four RCP scenarios. In the 
low-emissions RCP2.6 scenario, which has 2.6 W/m2 radiative forcing at 
century’s end, global population grows from today’s 7.8 billion to peak 
at 9 billion in 2070 and then declines by a few hundred million by 2100. 
At the other extreme, RCP8.5 assumes that population grows steadily to 
more than 12 billion in 2100. Global real GDP is assumed to grow strongly 
through the twenty-first century in all scenarios, by a factor of six in the 
higher-emitting scenarios, but by a factor of ten in the lower-emitting 
scenarios, presumably because a more prosperous world is able to place 
a higher priority on environmental matters. Since GDP grows by a larger 
multiple than population in all scenarios, the world in 2100 is projected to 
be more prosperous on a per capita (that is, per person) basis in any future 
(a detail often omitted from discussions of model results).

The corresponding RCP assumptions about CO2 emissions, CO2 
concentration, and total human-caused radiative forcing are shown in 
Figure 3.7. (The last is the net effect of all human-caused greenhouse 
gases and aerosols.) The diversity of emissions assumptions among the 
scenarios leads to a similar diversity of human influences on the climate 
at century’s end. As expected, lower emissions lead to lower concentra-
tions and hence weaker human influence on the climate (forcing). The 
populous coal-heavy world of RCP8.5 has annual CO2 emissions more 
than tripling by century’s end, the concentration soaring to more than 
900 ppm, and the radiative forcing more than triple what it is today. In 
contrast, the prosperous low-population world of RCP2.6 has CO2 emis-
sions vanishing by 2080, so that both the concentration and the forcing 
stabilize at today’s values, declining very slowly afterward. 
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Figure 3.6 The global population and real global GDP 
assumed in four different Representative Concentration 

Pathways (RCPs) used to describe future emissions.
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Figure 3.7 Projected global human emissions of CO2 

(upper panel), concentration of CO2 in the atmosphere (middle 
panel), and total human-caused forcings (lower panel). 

The latter include all greenhouse gases and aerosols.13
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The intermediate-emitting scenarios RCP  4.5 and 6.0 show corre-
spondingly intermediate behavior in concentration and forcing. A recent 
analysis of emissions from 2005 to 2017 shows that high-emissions sce-
narios are increasingly implausible because of slower economic growth 
through 2040 and reduced coal use through the end of the century.14

A crucial point to take away from this discussion is that human influ-
ences will continue to grow in any scenario short of ceasing all emissions. If 
future emissions are only reduced modestly, human influences on the cli-
mate will continue to grow. Fifteen years ago, when I was in the private 
sector, I learned to say that the goal of stabilizing human influences on the 
climate was “a challenge,” while in government it was talked about as “an 
opportunity.” Now back in academia, I can more forthrightly call it what it 
is: “a practical impossibility,” as I’ll discuss in this book’s Part II.

There is no question that our emission of greenhouse gases, in particular 
CO2, is exerting a warming influence on the planet. Human influences on 
the climate have grown over the past decades and will continue to grow 
under all but the most radical scenarios for future emissions. Not only are 
human influences difficult to disentangle from other aspects of the climate 
system, but the relationship between emissions and atmospheric concen-
trations makes it very challenging to moderate our influences.

When human influences are fed into a model to project a future cli-
mate, the results are, at some level, unremarkable—higher greenhouse gas 
emissions lead to higher global temperatures sooner. But knowing exactly 
how much warming would occur, when and where, what other changes 
there might be in the climate system, and how those changes might 
actually impact society requires much more sophisticated analysis. This 
 analysis—both how it’s done and what it really tells us—is the subject of 
the next chapter.





77

4

MANY MUDDLED MODELS

You’ve likely heard about “climate models” that predict this or 
that—and no doubt that such models prove this or that as well. 
But exactly what are climate models? The short answer is that 

they are computer programs that perform mathematical simulations of the 
climate system. As University of Wisconsin statistician George Box said 
famously in 1978: “All models are wrong, but some are useful.”

I have been involved with scientific computing for my entire career. 
I learned to code more than fifty years ago on an IBM 1620 as a high 
school sophomore thanks to a Columbia University science enrichment 
program. One of my first published papers, in 1974, involved computer 
modeling of the nuclear reaction in stars that produces the oxygen in 
the universe.1 In 1981, an IBM representative unexpectedly showed up in 
my office. He had a gift for me—one of the first personal computers—
and he had only one request: that I “do something interesting” with it. I 
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eventually developed a course at Caltech on computational physics—that 
is, computer  modeling—and wrote one of the first textbooks on the sub-
ject.2 Even now, almost four decades later, I’m pleased when a researcher 
tells me how much they learned from the book about how to translate 
pencil-and-paper physics into useful simulations.

Some of my most widely cited research involved developing and mak-
ing use of novel algorithms for simulating quantum mechanical systems 
like the electrons in an atom or the protons and neutrons in a nucleus. And 
for the past three decades I have helped guide simulations that give the 
US confidence in its stockpile of nuclear weapons, even in the absence of 
exploding nuclear weapons to test them, which is now prohibited by inter-
national treaties.

This long and varied experience has given me an appreciation for the 
power of computer models—but also a respect for their limitations. Pro-
fessor Box’s aphorism hits the nail on the head.

Computer modeling is central to climate science. The models help us 
understand how the climate system works, why it has changed in the past, 
and—most importantly—how it might change in the future. The most 
recent United Nations assessment report on climate science, AR5 WGI 
(“WGI,” you will remember, standing for “Working Group I”), devotes 
four of its fourteen chapters entirely to models and their results; those 
results underpin the reports of the other UN working groups that assess 
the impacts of a changing climate on ecosystems and society.

I first learned about the details of climate modeling almost thirty years 
ago in the course of a JASON study of how the then-new massively paral-
lel computers, which coordinate thousands of processors working on a sin-
gle problem, might improve the predictive capabilities of climate models.3 
Much of that promise has indeed been realized in the three decades since 
the study. But there’s a big caveat—usefully describing the earth’s climate 
remains one of the most challenging scientific simulation problems there is.

So .  .  . how good are our climate models? And how much confidence 
should we have in what they say about future climates? To answer those 
questions, we have to dig a bit deeper into the details.
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COMPUTING CLIMATE

Scientific computers are machines for doing arithmetic—they can store 
many, many numbers (today’s largest machines are approaching 1017, or 
100  million billion) and can manipulate them at blinding speed (today 
some 1018, or a billion billion, operations per second). Since we have a very 
solid understanding of the physical laws that govern matter and energy, 
it’s easy to be seduced by the notion that we can just feed the present state 
of the atmosphere and oceans into a computer, make some assumptions 
about future human and natural influences, and so accurately predict the 
climate decades into the future.

Unfortunately, that’s just a fantasy, as you might infer from weather 
forecasts, which can be accurate only out to two weeks or so. That is better 
than they were thirty years ago, largely due to more computer power, as 
well as to improved observations of the atmosphere that provide a more 
accurate starting point for the models.4 But the scant two-week-long 
accuracy of weather forecasts reflects a fundamental problem described 
by Ed Lorenz at MIT in 1961. The weather is chaotic—small changes in 
how we start the model can lead to very different predictions after a few 
weeks. So no matter how precisely we might specify current conditions, 
the uncertainty in our predictions grows exponentially as they extend into 
the future. More computer power cannot overcome this basic uncertainty.

But remember: Climate is not weather. Rather, it’s the average of weather 
over decades, and that is what climate models try to describe. There’s rea-
son to believe that’s possible. After all, while we can’t predict with much 
detail how individual bubbles will arise in a boiling pot of water, we can 
confidently predict how the average level of the water will decline as a result 
of all that boiling. Of course the climate system is a lot more complicated 
than a boiling pot of water, and a host of vexing practical problems means 
that climate model results require at least a pinch, if not a pound, of salt.

So let’s talk about what climate models and climate modelers actually do.
All but the simplest computer models of the climate begin by cover-

ing the earth’s atmosphere with a three-dimensional grid, typically ten to 
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twenty layers of grid boxes stacked above a surface grid of squares that 
are typically 100 km × 100 km (60 miles × 60 miles), as shown in Figure 
4.1. But because the height of the atmosphere that needs to be modeled is 
comparable to the size of one surface grid square, the layered boxes atop 
the grid are much more like pancakes than the cubes shown in the fi gure 
(more about that shortly). The grid covering the oceans is similar, but with 
smaller surface grid squares, typically 10 km × 10 km (6 miles × 6 miles), 
and more vertical layers (up to thirty). With the entire Earth covered this 
way, there are about one million grid boxes for the atmosphere and one 
hundred million grid boxes for the ocean.

Grid in place, the computer models use the fundamental laws of phys-
ics to calculate how the air, water, and energy in each box at a given time 
move to neighboring grid boxes at a slightly later time; this time step can be 
as small as ten minutes. Repeating this process millions of times over sim-
ulates the climate for a century (just over fi ve million times if the time step 

Figure 4.1 Schematic of the grid used in 
computer models of the atmosphere.5
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is ten minutes). These many time steps in a simulation can take months 
of computer time on even the world’s most powerful supercomputers; the 
amount depends upon the number of grid boxes and how many time steps 
are taken, as well as the sophistication of the model’s description of what 
goes on in the grid boxes (its “physics”). Researchers can make trade-offs 
among these different factors depending upon the purpose of the model. 
For the same amount of computer time, a less sophisticated model can be 
run with a finer grid and/or to simulate a longer period. Comparing the 
results of computer runs with what we know about past climates (both the 
average and year-by-year variations) gives some sense of how good a model 
is. Once the model is in place, a series of computer runs into the future 
under assumed human and natural influences then attempt to describe the 
climate decades hence.

This all sounds straightforward, but it’s not at all easy. In fact, it’s 
excruciatingly difficult, and anyone who says that climate models are “just 
physics” either doesn’t understand them or is being deliberately mislead-
ing. One major challenge is that the models use only single values of tem-
perature, humidity, and so on to describe conditions within a grid box. 
Yet many important phenomena occur on scales smaller than the 100 km 
(60 mile) grid size (such as mountains, clouds, and thunderstorms) and so 
researchers must make “subgrid” assumptions to build a complete model. 
For example, flows of sunlight and heat through the atmosphere are influ-
enced by clouds. They play a key role—depending upon their type and for-
mation, clouds will reflect sunlight or intercept heat in varying amounts. 
Physics tells us that the numbers and types of clouds present in each of the 
layers of atmosphere above a grid square (the stacked boxes) will generally 
depend upon conditions there (humidity, temperature, and so on). Yet as 
illustrated by Figure 4.2, changes and differences in clouds occur on a much 
smaller scale than that of a grid box, and so assumptions are necessary.

While modelers base their subgrid assumptions upon both fundamen-
tal physical laws and observations of weather phenomena, there is still 
considerable judgment involved. And since different modelers will make 
different assumptions, results can vary widely among models. This is not 
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at all an unimportant detail, since ordinary fluctuations in the height and 
coverage of clouds can have as much of an impact on flows of sunlight and 
heat as do human influences. In fact, the greatest uncertainty in climate 
modeling stems from the treatment of clouds.6

So why not use a finer grid to make the subgrid assumptions less 
ambiguous? Unfortunately, that would dramatically increase the size of 
the computation, most obviously because there would be more grid boxes 
to deal with. But aside from the number of boxes, a finer grid introduces 
another complication: Any computation is only accurate if things don’t 
change too much over one time step (that is, don’t move more than one 
grid box). So if the grid is finer, the time step has to be smaller as well, 
meaning even more computer time will be required. As an illustration, a 
simulation that takes two months to run with 100 km grid squares would 
take more than a century if it instead used 10 km squares. The run time 
would remain at two months if we had a supercomputer one thousand 
times faster than today’s—a capability probably two or three decades in 
the future.

Another issue arises because of the difference in the way our grid 
divides the earth into meaningful chunks horizontally versus vertically. 
The atmosphere and ocean are both thin shells covering the earth’s 

Figure 4.2 Clouds are much smaller than model grid boxes and so 
require that modelers make subgrid assumptions. Note that this figure is 
misleading in that the actual grid boxes are much thinner than what’s shown.
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surface—the average ocean depth (4 km or 2.5 miles) is very small com-
pared to the earth’s radius (6,400 km or 4,000 miles), as is the height of 
the relevant atmosphere (about 100 km or 60 miles). To accurately describe 
vertical variations, the several dozen grid boxes stacked up into the atmo-
sphere above each square (or below it into the ocean) have to be more like 
very flat pancakes than like cubes, typically some one hundred times wider 
than they are high. For comparison, a dime is only thirteen times wider 
than it is thick.

Pancake boxes generally make for a more accurate simulation where 
the atmosphere is flowing in layers, for example in the upper parts of the 
stack (there’s a reason the high-altitude atmosphere is called the strato-
sphere). But these flat boxes become a problem in the atmosphere below 
10 km (6 miles), where turbulent weather happens. Upward flows of energy 
and water vapor (think thunderhead clouds) occur over areas much smaller 
than the 100 km (60 miles) of our grid. This is particularly troublesome 
in the tropics, where upward flows are important in lofting energy and 
water vapor from the ocean surface into the atmosphere. In fact, the flow 
of energy carried into the atmosphere by evaporation of the ocean waters 
is more than thirty times larger than the human influences shown back in 
Figure 2.4. So subgrid assumptions about this “moist convection”—how 
air and water vapor move vertically through the flat grid boxes—are cru-
cial to building accurate models.

Any simulation also needs to be “initialized”—that is, we need to 
somehow specify the state of the ocean and atmosphere at the start of the 
time stepping: the temperature, humidity, winds, etc., in every one of the 
grid boxes covering the atmosphere, as well as the temperature, salinity, 
current, etc., in every ocean grid box. Unfortunately, even with our sophis-
ticated observation systems, that kind of detail isn’t available today, let 
alone for decades in the past. And even if it were, the level of chaos in the 
simulation (remember our discussion of weather prediction) would render 
most of the details irrelevant after two weeks or so. So the initialization 
needs to correctly capture only the gross features of the climate system 
(such as the atmosphere’s jet stream or the major ocean currents).
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Even with the grid, the basic physics, the subgrid assumptions, and 
initialization in hand, we’re still not ready to generate a useful climate 
simulation. The last remaining step is to “tune” the model. Each subgrid 
assumption has numerical parameters that have to be set—somehow. 
Cloud cover and convection are only two examples out of dozens. How 
much water evaporates from the land surface depending upon the soil proper-
ties, plant cover, and atmospheric conditions? How much snow or ice is on the 
surface? How do ocean waters mix?

Subgrid assumptions are inexact by nature because they are, well, 
 subgrid—there isn’t a “number” modelers can take from reality. So model-
ers set subgrid parameters based on what they know about the physics and 
then run their model. Since the results generally don’t much look like the 
climate system we observe, modelers then adjust (“tune”) these parame-
ters to get a better match with some features of the real climate system. 
Most important are the near exact balance between solar heating and 
infrared cooling we discussed in Chapter 2, and what the surface tempera-
ture is, determined by how sunlight and heat flow through the atmosphere.

Although “tuning” sounds like a minor detail, as in “fine-tuning,” 
there isn’t anything “fine” or minor about it. It’s the process of adjusting 
the model to deal with troublesome inconsistencies or paper over irksome 
uncertainties. And sometimes modelers are tuning subgrid parameters in 
ways that aren’t based on their “knowledge” of the parameter, but rather 
are aimed at producing a desired result. For example, UK researchers tuned 
their latest model in part by adjusting how partial snow cover changes the 
albedo of northern forests (snow reflects more than treetops). They also 
chose to adjust how much dimethyl sulfide is produced by microorganisms 
on the ocean surface—that chemical produces aerosols and so increases 
the albedo over the oceans.7 Who would have thought those details are 
important to the climate?

In any event, it is impossible—for both practical and fundamental 
reasons—to tune the dozens of parameters so that the model matches 
the far more numerous observed properties of the climate system. Not 
only does this cast doubt on whether the conclusions of the model can be 
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trusted, it makes it clear that we don’t understand features of the climate 
to anywhere near the level of specificity required given the smallness of 
human influences.

Among the most important things that a model has to get right are 
“feedbacks.” The growing greenhouse gas concentrations that raise the 
global temperature can also cause other changes in the climate sys-
tem that either amplify or diminish their direct warming influence. For 
example, as the globe gets warmer, there’ll be less snow and ice on the 
surface, which decreases the planet’s albedo. The less reflective earth 
will then absorb more sunlight, causing even more warming. Another 
example of a feedback is that as the atmosphere warms, it will hold 
more water vapor, which further enhances its heat-intercepting ability. 
But more water vapor will also change the cloud cover, enhancing both 
heat interception (high clouds) and reflectivity (low clouds). On balance, 
the reflectivity wins, and the net cloud feedback somewhat diminishes 
the direct warming. The size, or in some cases even the sign, of these 
feedback effects—that is, whether they enhance or diminish the direct 
influence—cannot be understood precisely enough from first principles 
but must emerge from a model as it’s tuned, and each model will give 
somewhat different answers. The average of results over many different 
models suggests that the net effect of all feedbacks is to double or triple 
CO2’s direct warming influence.

So tuning is a necessary, but perilous, part of modeling the climate, as 
it is in modeling of any complex system. An ill-tuned model will be a poor 
description of the real world, while overtuning risks cooking the books—
that is, predetermining the answer. A paper co-authored by fifteen of the 
world’s leading climate modelers put it this way: 

Choices and compromises made during the tuning exercise may sig-
nificantly affect model results . . . In theory, tuning should be taken 
into account in any evaluation, intercomparison, or interpretation of 
the model results . . . Why such a lack of transparency? This may be 
because tuning is often seen as an unavoidable but dirty part of cli-
mate modeling, more engineering than science, an act of tinkering 
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that does not merit recording in the scientific literature. There may 
also be some concern that explaining that models are tuned may 
strengthen the arguments of those claiming to question the valid-
ity of climate change projections. Tuning may be seen indeed as an 
unspeakable way to compensate for model errors.8

Indeed. A paper laying out the details of one of the most esteemed 
models, that of Germany’s Max Planck Institute, tells of tuning a subgrid 
parameter (related to convection in the atmosphere) by a factor of ten 
because the originally chosen value resulted in twice as much warming as 
had been observed.9 Changing a subgrid parameter by a factor of ten from 
what you thought it was—that’s really dialing the knob.

A RANGE OF RESULTS

By now you should have a pretty clear picture of how the models come 
to be, and of why any glimpse they offer of the future might be less clear 
than we’d like. But let’s have a look at the results. Because no one model 
will get everything right, the assessment reports average results from 
an “ensemble” made up of a few dozen different models from research 
groups around the world. The Coupled Model Intercomparison Project— 
otherwise known as CMIP—compiles the ensembles.10 Its CMIP3 ensem-
ble informed the IPCC’s AR4 report, while CMIP5 underpinned the 2013 
AR5 report, and CMIP6 will be the basis for the upcoming AR6 assessment.

But here we need to pause. The implication is that the models generally 
agree. But that isn’t at all the case. Comparisons among models within 
any of these ensembles show that, on the scales required to measure the 
climate’s response to human influences, model results differ dramatically 
both from each other and from observations. But you wouldn’t know that 
unless you read deep into the IPCC report. Only then would you discover 
that the results being presented are “averaging” models that disagree 
wildly with each other. (By the way, the discordance among the individual 
ensemble members is further evidence that climate models are more than 



 MANY MUDDLED MODELS 87

“just physics.” If they weren’t, multiple models wouldn’t be necessary, as 
they’d all come to virtually the same conclusions.)

One particularly jarring failure is that the simulated global average 
surface temperature (not the anomaly) varies among models by about 3ºC 
(5.6ºF), three times greater than the observed value of the twentieth- century 
warming they’re purporting to describe and explain. And two models whose 
average surface temperatures differ by that much will vary considerably in 
their details. For example, since you’re not allowed to tune the freezing tem-
perature of water (as it’s determined by nature), the amounts of snow and 
ice cover, and hence the albedos, might be very different.

The assessment reports downplay this embarrassment of unphysical 
average temperatures by focusing on the rise in the average temperature and 
displaying the temperature changes calculated by each model, rather than 
the temperatures themselves. This makes differences among the ensem-
ble members less apparent; the result is Figure 4.3 (adapted from the AR5 
report). This graph looks at the global average surface temperature anomaly, 
comparing the averages and spreads of the ensembles used in AR4 and AR5 
with the observed values (the information we encountered back in Figure 
1.1). The agreement of the ensemble averages with the observations looks 
impressive, but these results need to be taken with some of that salt I men-
tioned at the beginning of the chapter. One of the world’s most accomplished 
climate modelers has said that “it’s reasonable to assume that there has been 
some tuning, implicit if not explicit, in models that fit the [temperature his-
tory] well.”11 And the details of Figure 4.3 reveal a few other problems.

One stunning problem is that the spread of the CMIP5 ensemble in 
the years after 1960 is larger than that of the models in CMIP3—in other 
words, the later generation of models is actually more uncertain than the 
earlier one. So here is a real surprise: even as the models became more 
sophisticated—including finer grids, fancier subgrid parametrizations, 
and so on—the uncertainty increased rather than decreased. Having 
better tools and information to work with should make the models more 
accurate and more in line with each other. That this has not happened is 
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something to keep in mind whenever you read “Models predict .  .  .” The 
fact that the spread in their results is increasing is as good evidence as any 
that the science is far from settled.

But another equally serious issue is also illustrated here: Figure 4.3 
shows that the ensembles fail to reproduce the strong warming observed 
from 1910 to 1940. On average, the models give a warming rate over that 
period of about half what was actually observed. As the IPCC noted in 
measured and somewhat antiseptic language:

It remains difficult to quantify the contribution to this warming from 
internal variability, natural forcing and anthropogenic forcing, due 
to forcing and response uncertainties and incomplete observational 
coverage.13 

Figure 4.3 The global average surface temperature anomaly as 
simulated in the CMIP3 and CMIP5 model ensembles. The solid gray 

lines show the ensemble averages, while the corresponding dotted lines show 
the ensemble spreads. The black line shows the observed anomalies.12

COMPARISON OF MODEL RESULTS AND 
OBSERVATIONS OF THE GLOBAL TEMPERATURE
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More bluntly, they’re saying that we’ve no idea what causes this fail-
ure of the models. They cannot tell us why the climate changed during 
those decades. And that’s deeply unsettling, because the observed early 
twentieth-century warming is comparable to the observed late twentieth- 
century warming, which the assessment reports attribute with “high con-
fidence” to human influences.

That internal variability the IPCC refers to as a “difficult to quantify” 
contributor, as though a minor issue, is in fact a big problem. Climate obser-
vations clearly show repeating behaviors over decades—and even centu-
ries. At least some of these are due to slow changes in ocean currents and 
the interaction between the ocean and the atmosphere. The best-known 
example is that of El Niño events (technically, the El Niño-Southern Oscil-
lation), a shift in heat across the equatorial Pacific Ocean that occurs irreg-
ularly every two to seven years and influences global weather patterns. A 
slower behavior that’s less well known is the Atlantic Multidecadal Oscil-
lation (AMO), which involves cyclic temperature changes in the North 
Atlantic.14 Figure 4.4 shows that the strength of the AMO as inferred from 
sea surface temperatures repeats over sixty- to eighty-year cycles.

The Pacific Ocean shows a similar, though unrelated, cyclic behavior 
known as the Pacific Decadal Oscillation (PDO), which has a cycle length 
of about sixty years. Because we have only about 150 years of good obser-
vations, systematic behaviors that occur over longer timescales are less 
well known—there could be (and almost certainly are) other natural cyclic 
variations occurring over even longer periods.

Cycles like these influence global and regional climates and are super-
imposed upon any trends due to human or natural forcings like greenhouse 
gas emissions or volcanic aerosols. They make it difficult to determine 
which observed changes in the climate are due to human influences and 
which are natural. For example, the spikes in the global temperature anom-
aly during 1998 and 2016 (as shown in Figure 1.1) are due to especially large 
El Niño events.

While today’s models can reproduce some aspects of El Niño events, 
they aren’t very good at reproducing the strength, duration, pattern on the 
globe, or timing of slower cycles. The AR5 reported that, while a number of 
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models do produce something like the AMO, their versions of this phenom-
enon differed from model to model and from observations in many respects. 
Most notably, the timescales for the AMO-like cycle produced by the mod-
els ranged from forty years to a century or more.16 The models were not any 
better at reproducing the multidecadal variability in the Pacific basin.17

And the CMIP6 models that inform the IPCC’s upcoming AR6 don’t 
perform any better than those of CMIP5, at least by these measures. Fig-
ure 4.5 compares temperature anomaly results for the CMIP6 models and 
observations, much as Figure 4.3 did for the CMIP3 and CMIP5 ensembles. 
An analysis of 267 simulations run by twenty-nine different CMIP6 models 
created by nineteen modeling groups around the world shows that they do 
a very poor job of describing warming since 1950 and continue to underes-
timate the rate of warming in the early twentieth century.18

The failure of even the latest models to warm rapidly enough in the 
early twentieth century suggests that it’s possible, even likely, that internal 

Figure 4.4 The Atlantic Multidecadal Oscillation (AMO) index, 
constructed from sea surface temperatures in the North Atlantic. 

The black line is the ten-year trailing average of the annual values.15

AMO INDEx (1856–2020)
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variability—the natural ebbs and flows of the climate system—has con-
tributed significantly to the warming of recent decades.20 That the mod-
els can’t reproduce the past is a big red flag—it erodes confidence in their 
projections of future climates. In particular, it greatly complicates sorting 
out the relative roles of natural variability and human influences in the 
warming that has occurred since 1980.

A common measure of how the climate system responds to human influ-
ences, and an important piece of information we hope to learn from mod-
els, is the equilibrium climate sensitivity, or ECS. That’s how much the 
average surface temperature anomaly (recall that the anomaly is the devi-
ation from the expected average) would increase if the CO2 concentration 
were hypothetically doubled from its preindustrial value of 280 ppm. If 
emissions continue at their current pace and the carbon cycle doesn’t 
change much, that doubling would happen in the real world toward the 

Figure 4.5 Global mean surface temperature anomalies from twenty-
six CMIP6 models. Individual model runs are shown as light gray traces, while 

the dark lines are three different observational data sets. Anomalies are relative to 
an 1880–1910 baseline, and the curves are smoothed over eleven-year intervals.19
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end of this century. The higher the ECS (i.e., the larger the predicted tem-
perature increase), the more sensitive the climate is to human influences 
(or at least to increased CO2).

The National Academies’ “Charney Report” gave a benchmark esti-
mate of the climate sensitivity in 1979.21 That blue-ribbon panel estimated 
the ECS to be in the range of 1.5 to 4.5ºC (2.7 to 8.1ºF), with a “most likely” 
value of 3ºC (5.5ºF).22 In 2007, the IPCC’s AR4 narrowed the likely range 
(2 to 4.5ºC, or 3.6 to 8.1ºF) but gave the same “most likely” value. Seven 
years later, AR5 reverted to the 1.5 to 4.5ºC range, and it gave no “most 
likely” estimate. So in 2014, we were no more certain of how sensitive the 
climate is than we were in 1979.

The IPCC’s AR6 will rely on the CMIP6 model ensemble; Figure 4.6 
shows the ECS values from the forty of those models for which data was 
available as of May 2020. About one-third of the models (those shown in 
black) result in simulated climates that are more sensitive than the likely 
upper limit of 4.5ºC (8.1ºF) given previously by the IPCC. The more 

Figure 4.6 Equilibrium climate sensitivities of forty models from the 
CMIP6 ensemble. Models are arranged in order of decreasing sensitivity. Those 

shown in black are more sensitive than the likely upper limit given in AR5.23

CLIMATE SENSITIVITY OF CMIP6 MODELS
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sensitive models also warm more rapidly24,  25 than the observations in 
recent decades and are inconsistent with paleoclimate data.26 

These higher sensitivities seem27 to arise from these models’ subgrid 
representations of clouds and their interaction with aerosols.28 As one of 
the lead researchers said:

Cloud-aerosol interactions are on the bleeding edge of our compre-
hension of how the climate system works, and it’s a challenge to model 
what we don’t understand. These modelers are pushing the boundar-
ies of human understanding, and I am hopeful that this uncertainty 
will motivate new science.29

In other words, we don’t really understand an influence on the climate 
system that’s about the same size as the human-caused warming influ-
ence. It will be interesting to see how—or whether—the upcoming AR6 
report addresses this.

We shouldn’t be too comforted by those CMIP6 models whose sensi-
tivities are more in line with the older ones, either. Consider this from the 
Max Planck Institute modelers:

We have documented how we tuned the MPI-ESM1.2 global climate 
model to match the instrumental record warming; an endeavor which 
has clearly been successful. Due to the historical order of events, the 
choice was to do this practically by targeting an ECS of about 3 K [3ºC] 
using cloud feedbacks, as opposed to tuning the aerosol forcing.30

In other words, the researchers tuned their model to make its sensitiv-
ity to greenhouse gases what they thought it should be. Talk about cooking 
the books.

One of the reasons the climate sensitivity is so uncertain is that aero-
sols currently exert a cooling influence that partially offsets (or masks) the 
greenhouse gas warming. That’s evident in Figure 4.7, which shows how 
the global temperature anomalies of the CMIP6 ensemble behave when the 
simulations are run with different forcings in place. Greenhouse gases alone 
caused a warming of 1.5ºC (2.7ºF) from 1900, which is partially offset by a 
cooling of about 0.6ºC (1.1ºF) from human-caused aerosols (solar variation 
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and volcanic aerosols don’t have much long-term effect). The curve labeled 
“historical” corresponds to the ensemble with all forcings, natural and 
human-caused, in place. You can see the cooling impact of especially large 
volcanic eruptions, especially Agung in 1963 and Pinatubo in 1991; the 
absence of the observed warming from 1910 to 1940 is also evident in the 
historical simulations.

Because of this large but uncertain cooling by aerosols, a model with 
high sensitivities to both aerosols and greenhouse gases could describe 
the historical record about as well as one with much lower sensitivities. 
As the influence of greenhouse gases grows and becomes dominant in the 
coming decades (aerosols are a significant source of local air pollution 
and reducing them is a priority everywhere), ECS estimates could become 
more precise.

Figure 4.7 Global average temperature anomalies from 
CMIP6 models under various natural and human-caused 
forcings. The solid lines indicate the ensemble averages; the 
shaded areas show the 17–83 percent range of uncertainty.31
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A very different way of estimating the climate’s sensitivity is to com-
pare the temperature rise over the past 140 years with the human and 
natural forcings that have occurred. For example, comparing the roughly 
1°C of temperature rise since 1900 shown in Figure 1.1 with the roughly 
2 W/m2 increase in total forcing over that same period shown in Figure 2.4 
gives some estimate of how sensitive the climate is to external influences. 
This kind of top-down approach is far simpler and more transparent than 
the detailed grid-based models (no supercomputer required!). But it has 
its own challenges—apart from uncertainties in temperatures and in both 
human and natural influences, there is internal variability to consider, as 
well as a lag in the response of the temperature to forcing (the oceans are 
slow to warm). Once these factors are accounted for, however, sensitivities 
obtained from such energy budget analyses are significantly lower (values 
of about 1.5ºC) than the values from the CMIP ensembles.32 

A twenty-author paper published in July 2020 combined the top-down 
and grid-based approaches (together with some observational and paleo 
information) in an attempt to pin down the climate’s sensitivity.33 The 
authors found a likely range for the ECS of 2.6 to 4.1°C—this is half that 
estimated by the AR5 (1.5–4.5°C), meaning that extremely low or extremely 
high values are deemed less likely.

There’s still much work to do to understand just how sensitive the cli-
mate system is to various influences; it would be a big deal if the climate 
were much less (or much more) sensitive than is currently supposed.

So there’s a lot to fret about in the climate modeling business. Apart from 
the computational challenge of simulations that can take months to run 
on even the world’s fastest computers, there’s the ambiguity in tuning, 
ill-quantified natural variability, and intricacies like the trade-off between 
greenhouse gas warming and aerosol cooling to contend with. No wonder 
we’ve got a poor understanding of how the climate will respond to rising 
greenhouse gas concentrations. The more we learn about the climate sys-
tem, the more we realize how complicated it is.
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It’s uncommon for the popular media to discuss how problematic our 
climate models are. But you can sometimes get a glimpse of it, if you’re 
paying attention. For example, climate models are also used to assess the 
effects of various climate response strategies, such as deliberately enhanc-
ing the earth’s reflectivity (its albedo) to counteract greenhouse gas warm-
ing; such “geoengineering” is discussed in Chapter 14. A recent National 
Academies’ report noted:

The uncertainties in modeling of both climate change and the conse-
quences of albedo modification make it impossible today to provide 
reliable, quantitative statements about relative risks, consequences, 
and benefits of albedo modification to the Earth system as a whole, let 
alone benefits and risks to specific regions of the planet.34

If “the uncertainties in modeling” mean these models can’t give us 
useful information about what albedo modification might do, it’s hard 
to see why they would be any better at predicting the response to other 
human influences. After all, these are the same models discussed in this 
chapter, with only minor modifications (say, making the sun 1 percent less 
intense or adding a bit more aerosol in the upper atmosphere) to simu-
late the change in albedo.35 Yet it’s difficult to imagine a statement like the 
one above, except about greenhouse gases instead of albedo modification. 
Here’s what it might say:

The uncertainties in modeling of both climate change and the consequences 
of future greenhouse gas emissions make it impossible today to provide 
reliable, quantitative statements about relative risks and consequences and 
benefits of rising greenhouse gases to the Earth system as a whole, let alone 
to specific regions of the planet.

I don’t think you’ll ever see a statement like that in the assessment reports.
As the reports themselves always note, the models are the best we’ve 

got, and they are becoming more sophisticated all the time. But for now, 
they’re still beset by myriad problems, and I, along with everyone else, sure 
wish they were better.
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HYPING THE HEAT

Today, TV weather presenters have morphed into climate and 
weather presenters, blaming a “broken climate” for many of the 
severe weather events that they cover. Indeed, it has become de 

rigueur for the media, politicians, and even some scientists to implicate 
human influences as the cause of heat waves, droughts, floods, storms, 
and whatever else the public fears. It’s a pretty easy sell: the on-the-scene 
reporting is powerful—and often moving—and our poor memories of past 
events can make “unprecedented” quite convincing.

But the science tells a different story. Observations extending back 
over a century indicate that most types of extreme weather events don’t 
show any significant change—and some such events have actually become 
less common or severe—even as human influences on the climate grow. In 
general, there are high levels of uncertainty involved in detecting trends 
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in extreme weather. Here are some (perhaps surprising) summary state-
ments from the IPCC’s AR5 WGI report, indicating what we know (or don’t 
know) about a few such trends:

• “ . . . low confidence regarding the sign of trend in the magnitude 
and/or frequency of floods on a global scale.”1

• “. . . low confidence in a global-scale observed trend in drought or 
dryness (lack of rainfall) since the middle of the 20th century . . .”2

• “. . . low confidence in trends in small-scale severe weather phenom-
ena such as hail and thunderstorms . . .”3

• “.  .  . confidence in large scale changes in the intensity of extreme 
extratropical cyclones [storms] since 1900 is low.”4

There are many reasons for science’s generally low confidence in 
detecting changes in extreme weather events and then attributing them 
to human influences, all of which we’ve discussed earlier: short and 
low-quality historical records, high natural variability, confounding natu-
ral influences, and disagreements among the many models used. Yet even 
though we’ve little evidence of much changing, the media maintains a flow 
of “news” connecting weather events to climate—in part, by relying on 
what are called “event attribution studies,” which have become a growing 
branch of climate science.5

Here’s how attribution studies work: After some extreme weather 
event such as a storm or flood or drought or heat wave, researchers com-
bine climate modeling and historical observations to attempt to determine 
the role human influences (usually warming) played in its occurrence or 
severity. Any time you see an article after a hurricane or similar claiming 
that climate change (by which the authors mean human-caused climate 
change) made the event XX percent more likely or YY percent more severe, 
you’re seeing the results of an attribution study.6, 7 As might be expected, 
attribution studies almost always focus on weather disasters, not benign 
weather occurrences.

By this point, I probably need hardly tell you that such studies are rife 
with issues. Many factors contribute to extreme events, and teasing out the 
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result of human influences in any one event is surely a challenge. The Exec-
utive Summary of Chapter 3 of IPCC’s 2012 Special Report on Extreme 
Events (SREX) states the problem well: 

Many weather and climate extremes are the result of natural cli-
mate variability (including phenomena such as El Niño), and nat-
ural decadal or multi-decadal variations in the climate provide the 
backdrop for anthropogenic [human-caused] climate changes. Even 
if there were no anthropogenic changes in climate, a wide variety of 
natural weather and climate extremes would still occur.8

The World Meteorological Organization goes even further, saying:

. . . any single event, such as a severe tropical cyclone [hurricane or 
typhoon], cannot be attributed to human-induced climate change, 
given the current status of scientific understanding.9

Practitioners argue that event attribution studies are the best climate 
science can do in terms of connecting weather to changes in climate. But as 
a physical scientist, I’m appalled that such studies are given credence, much 
less media coverage. A hallmark of science is that conclusions get tested 
against observations. But that’s virtually impossible for weather attribu-
tion studies. It’s like a spiritual adviser who claims her influence helped 
you win the lottery—after you’ve already won it. The only way to test that 
extraordinary claim would be to play the lottery many times with her help 
(no doubt at considerable cost!) and see if you win more than expected. 
Data is the touchstone of science; the only solid way to test weather event 
attribution is to see whether the statistical properties of extreme events 
have changed—which would eliminate the need for attribution studies in 
the first place.

The bottom line is that the science says that most extreme weather 
events show no long-term trends that can be attributed to human influ-
ences on the climate. (What models might project for future extremes is 
quite a different matter, though it’s often conflated with what the observa-
tional record shows.) Yet the popular perception that extreme events are 
becoming more common and more severe remains. This is not solely the 
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result of the increased prevalence of event attribution studies, or even of 
the media garbling the message—it is also due to the failure of the official 
assessment reports to be transparent, or occasionally even correct, about 
what the science actually says.

In the next few chapters, we’ll discuss the specific evidence for sev-
eral phenomena (some extreme weather events among them) commonly 
attributed to human-caused climate change. In this chapter, we’ll begin 
with a topic that offers an illuminating look at how the disconnect between 
the popular perception of weather extremes and the science involved 
arises. While only a small piece of climate science, it illustrates many of the 
problems in how the science is portrayed to non-experts, including con-
trived analyses, misrepresentation of results, failure of review processes, 
and media exaggeration. It’s a topic that garners a great deal of attention: 
record temperatures.

We can all agree the globe has gotten warmer over the past several decades. 
Here’s another summary statement from the IPCC’s AR5:

[S]ince about 1950 it is very likely that the numbers of cold days and 
nights have decreased and the numbers of warm days and nights have 
increased . . . there is medium confidence that globally the length and 
frequency of warm spells, including heat waves, has increased since 
the middle of the 20th century.10

The science pointing to longer or more frequent warm spells like heat 
waves inspires a lukewarm “medium confidence,” but that of a general 
trend toward warmer temperatures gets the IPCC’s “very likely” designa-
tion, meaning there is a mere 10 percent chance of it being mistaken.

Yet the public perception that extreme high temperatures are on the 
rise—fostered by headlines like “Daily temperature records run rampant 
as the globe roasts!”—is simply incorrect. In the US, which has the world’s 
most extensive and highest-quality weather data, record low temperatures 
have indeed become less common, but record daily high temperatures are 
no more frequent than they were a century ago.
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Headlines about record highs (often accompanied by visuals of red 
thermometers and barren desert vistas) don’t come out of nowhere, 
however. The US government’s most recent assessment report, the 2017 
Climate Science Special Report (CSSR), is not just misleading on this 
point—it’s wrong. I say that, to use the assessment reports’ lingo, with 
Very High Confidence because of some sleuthing I did in the spring of 2019. 
What emerged is a disturbing illustration of how non-experts are misled 
and science is spun to persuade, not inform. In fact, page 19 of the CSSR’s 
Executive Summary says (prominently and with Very High Confidence):

There have been marked changes in temperature extremes across the 
contiguous United States. The number of high temperature records 
set in the past two decades far exceeds the number of low tempera-
ture records.

It offers Figure 5.1 (their Figure ES.5) in support:

Figure 5.1 The ratio of the number of daily record high temperatures 
to daily record low temperatures for stations across the forty-
eight contiguous states from 1930 to 2017.11 (CSSR Figure ES.5.)
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The darker bars show a year in which there were more record highs 
than lows, while the lighter bars show years in which there were more 
record lows than highs. The height of the bar indicates the ratio of record 
highs to record lows for each year. For example, a ratio of 2:1 for a light bar 
means that the stations had twice as many record daily lows that year as 
they had record daily highs.

I suspect that most readers were shocked by that fi gure, as I was when 
I fi rst saw it. Who wouldn’t be? An attention-grabbing title (“Record Warm 
Daily Temperatures Are Occurring More Often”) backed up by data with 
a hockey-stick shape veering sharply upward in recent years (and, in the 
original, years with more “highs” portrayed in an alarming scarlet). It sure 
looks like temperatures are going through the roof.

But I was disturbed by an apparent inconsistency between that fi gure 
and some others deeper in the report, particularly the fi gure reproduced 
as our Figure 5.2. It shows that the average coldest temperature of the year 
has clearly increased since 1900, while the average warmest temperature 
has hardly changed over the last sixty years and is about the same today 
as it was in 1900. (If you look at the graph of highest temperatures in the 
right-hand panel below, you can also see the “warm” 1930s of the Dust 
Bowl, when agricultural practices such as overplowing of greatly expanded 
cropland in the Great Plains enhanced natural variability.)

Figure 5.2 The coldest (left) and warmest (right) temperatures 
of the year since 1900, averaged across the forty-eight contiguous 

US states. The spiky light lines show the year-by-year values, while 
the darker lines show the smoothed behavior. (CSSR Figure 6.3.)12
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Of course, these average annual record temperatures are not the same 
thing as the daily record temperatures at individual stations used to con-
struct Figure 5.1. But it sure seemed possible that the ratio of record highs 
to record lows shown in Figure 5.1 goes up not because record highs are 
becoming more common, but because as the coldest temperatures warm, 
the ratio’s denominator (number of daily record colds) is getting smaller, 
while its numerator (number of daily record warms) has hardly changed in 
recent decades.

Inconsistencies are red meat to a scientist. Resolving them can lead 
to major insights—and I was determined to get to the bottom of this one. 
To do that, I first looked up the research papers describing how the CSSR 
determined the incidence of daily temperature extremes.13, 14 Those papers 
describe a method that counts “running records,” tallying a record daily 
high for a given station and a given day of the year if the high temperature 
that day exceeds that of all prior years. (Similarly, a record low is tallied if 
the low temperature is less than the low of that day in all prior years.) This 
is the sort of record that’s announced in your daily weather reports.

Figure 5.3 The difference between running records and 
the absolute record, illustrated for daily high temperatures at a 
single station. Each of the running records is higher than all years 
before it, while the sole absolute record is the highest of all years.
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But there’s another way of counting records, as illustrated for high 
temperatures in Figure 5.3. For a given station on a given day of the year, 
a “running record” high temperature occurs in any year where the maxi-
mum temperature exceeds that of all the years before it. So there are many 
of these records over a period of observation (for instance, in Figure 5.1, 
the period from 1930 to the present). In contrast, an “absolute record” high 
temperature occurs only once over the period of observation, in the year 
that has the highest daily maximum temperature.

I quickly understood that there’s a big problem with running records—
they tend to become less frequent as the years go on because each new 
record “raises the bar” and makes it more diffi  cult to achieve a subsequent 
record. Think about it: two years in from the start of the period of obser-
vation, a daily temperature only had to be higher than that in 1930 and 1931 
to be a “record high.” In 1980, to be a record high, the temperature would 
have to be higher than any on that day over the past fi fty years. And in 

Figure 5.4 Numbers of record US daily temperature extremes 
calculated by the “running” method used in the CSSR. The dots show 
the incidence of record temperatures (highs in the left panel, lows in the 

right panel), while the gray line is the eleven-year running average. The black 
line shows the expected decline if there were no trend in temperatures.

RECORD HIGHS 
FROM 1930

RECORD LOWS 
FROM 1930
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fact, the decline in the number of running records is shown in Figure 5.4, 
which appears in a reference cited by the CSSR.15 The black line shows the 
expected decline even if there were no trend in the data—for instance, if 
the lowest temperatures weren’t warming, the yearly incidence of running 
records (the dots) would be expected to align closely with that descending 
curve (if low temperatures were strongly cooling, on the other hand, they 
would tend to be above the curve). As you can see, the numbers of record 
highs and lows both decline precipitously between 1930 and the present 
day, with the number of lows declining more rapidly—explaining why the 
ratio of record highs to record lows is larger in recent years, even as both 
types of records are becoming much less frequent.

But there’s another problem with CSSR’s ratio graph (our Figure 5.1): 
the method of running records guarantees that it will show a flat trend in 
early years followed by dramatic fluctuations later on.

To see that, think about the second year (1931) of the analysis. On 
each of the year’s 365 days, each station that records a temperature even a 
degree higher than that of the year before will tally a “record high,” while 
those with a temperature lower will not. We’ll suppose that the CSSR used 
1,400 stations (it doesn’t say exactly how many were used, but the 2016 
analysis16 used 1,408); because of the low bar to a record and the random 
fluctuations of temperature variations, about half the stations will fall 
on either side of the previous year’s temperature, so that 255,500 record 
warms (365 × 1,400/2) will be tallied that year. Similarly, about the same 
number of record colds will be tallied, so that the ratio of record warms to 
record colds in 1931 (and in the years soon after) will be close to 1. Because 
these numbers are large (and will remain so in the early years), the ratio 
won’t vary much from 1:1 early in the period of observation. However, in 
later years, as the bar to a new record increases, the numbers of records 
become much smaller, and so the ratio fluctuates much more. The upshot 
is that by using the running records method, the ratio graph is guaranteed 
to show a long period of values around 1 at the start of the record, followed 
by dramatic variations toward the end, creating the impression of large 
changes in recent decades, even if they aren’t present. While it produces 
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a scary visual, this ratio has almost nothing to do with how temperatures 
are actually changing.

Having understood that the CSSR presentation of US daily record tem-
peratures was badly misleading, I naturally wanted to know what a proper 
analysis—one using absolute records—would show. I was also interested 
to see what was happening with record temperatures before 1930, since US 
temperature observations were certainly available even before 1900.

To answer those questions myself, I would have had to start from 
scratch—download a great quantity of US weather station data, clean it 
up, and write code to analyze the data. But an advantage in having a wide 
network of scientific acquaintances is that I can almost always find some-
one who can do an analysis more quickly (and better) than I could myself: 
I contacted Professor John Christy at the University of Alabama at Hunts-
ville, whom I had met when he participated in the 2014 APS workshop. 
John has access to a vast trove of US meteorological records and is adept at 
analyzing them in different ways. In short order, he was on the case.

Careful researchers always make sure that they can reproduce existing 
results before attempting something new. That was particularly important 
in this instance, as John at first didn’t believe me when I told him about 
the problems with the running records method used in the CSSR. So he 
first demonstrated that he could reproduce the CSSR’s Figure ES.5 with 
his own data set. Then he went on to do an analysis using the standard 
method of “absolute records.” Tallies of these absolute records do not have 
the structural decrease of the running records method; if the number of 
these records changes significantly over the period of observation, it is 
because of a trend in the temperatures themselves.

Christy’s analysis of absolute record warms and colds used the data 
from 725 US stations beginning in 1895. That’s about half the number 
of stations used in the CSSR analysis from 1930, because fewer stations 
have quality records extending back to that earlier date. Nevertheless, his 
results are compelling, as shown in Figure 5.5.

The record highs clearly show the warm 1930s, but there is no signif-
icant trend over the 120 years of observations, or even since 1980, when 
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human infl uences on the climate grew strongly. In contrast, the num-
bers of record daily cold temperatures decline over more than a century, 
with that trend accelerating after 1985. These two panels together show 
something that is completely contrary to common perception—that tem-
perature extremes in the contiguous US have become less common and 
somewhat milder since the late nineteenth century.

Yet the Executive Summary of the CSSR prominently features the 
faulty ratio graph (our Figure 5.1) with the legend “Record warm daily tem-
peratures are occurring more often.” Even if you charitably argue that the 
authors “forgot” to add “. . . compared to record cold temperatures,” there 
is no arguing that it is shockingly misleading, especially when taken along 
with the rest of the report’s material on temperature extremes. When the 
graph appears again in Chapter 6 of the report, it is beside text that reads 
“the number of record lows has been declining since the late-1970s while 

Figure 5.5 Numbers of record US daily temperature extremes for 725 US 
stations from 1895 until 2018, calculated by the “absolute” method. The upper 
panel shows the numbers of record high temperatures (per 100,000 observations) 

for each year, while the lower panel shows the numbers of record lows.
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the number of record highs has been rising.” But by the CSSR’s own defini-
tion, the number of record highs has been falling.

How could a report that proclaims itself “designed to be an authorita-
tive assessment of the science of climate change” so mischaracterize the 
data?17 After all, the CSSR was subject to multiple reviews, including one 
by an expert panel convened by the National Academies of Science, Engi-
neering, and Medicine (NASEM).

When I dug a bit further, I found that in fact the National Acade-
mies’ expert review panel had criticized18 the discussion of temperature 
extremes in a late draft19 of the CSSR. Here is the Key Finding 2 of Chapter 
6 in that draft:

Accompanying the rise is [sic] average temperatures, there have 
been—as is to be expected—increases in extreme temperature events 
in most parts of the United States. Since the early 1900s, the tem-
perature of extremely cold days has increased throughout the con-
tiguous United States, and the temperature of extremely warm days 
has increased across much of the West. In recent decades, intense 
cold waves have become less common while intense heat waves have 
become more common. (Extremely likely, Very high confidence)

The Academies’ review panel, in the diplomatic language of an aca-
demic review, criticized that finding as follows:

Further, it is difficult to understand how a statement that includes 
increases in extreme warmth can be associated with a high confidence 
or extremely likely statement, given that most of the graphics in this 
chapter show a decrease in extreme warmth in the historical record.

This is, of course, the same inconsistency that had raised my own suspicions.
The federal official then in charge of the CSSR (Michael Kuperberg, 

then executive director of the US Global Change Research Program) 
responded to the Academies’ review of Chapter 6 by noting:

Almost every recommendation from the NAS was incorporated [in 
the final version] . . . and a new figure was added on changes in record 
high and low temperatures.20
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The “new figure” referred to is the final report’s infamous ratio graph, 
Figure ES.5 (our Figure 5.1). It seems unlikely that the Academies panel 
ever saw that figure after it was added—they surely would have com-
mented if they had, and I doubt it would have then survived to publication. 
The figure’s problems were evidently not flagged (or were ignored) in the 
subsequent internal government reviews.

So those are the reasons I have Very High Confidence in identifying 
and correcting a prominent misrepresentation of climate science in an 
official government report. This isn’t picking at a nit; it really does mat-
ter. The false notion of more frequent US high temperature records is 
likely to pollute subsequent assessment reports, which invariably cite 
prior reports. More generally, it matters for those who care about the 
quality of scientific input to societal decisions and the integrity of the 
processes by which it’s generated. It should also matter to those who pro-
claim the unimpeachable authority of assessment reports. And it matters 
for media representations of climate science, which give voice to such 
misleading “conclusions.”

The CSSR’s failures on the subject of record temperatures might be 
due to incompetence, but I suspect otherwise. It would have been more 
natural for the report to have presented separately the numbers of record 
highs and record lows, instead of their ratio, which, as we’ve seen, is rather 
contrived. But that would have looked something like the declining curves 
in Figure 5.4, making it difficult to offer increasing temperature extremes 
as evidence of a broken climate. I would be delighted if someone could 
explain how this misleading analysis was in the service of informing rather 
than persuading.

It’s no surprise that the media breathlessly spreads the CSSR’s dis-
information about record temperatures. For example, in March 2019 the 
Associated Press published a widely syndicated article under the headline 
“Heat records falling twice as often as cold ones, AP finds.”21 The reporters 
used data from 424 stations to extend the CSSR running records analysis 
back to 1920. Interestingly, the figure they show starts only in 1958, omit-
ting more than one-third of the years they analyzed (1920–1957)—perhaps 
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because, as Christy’s analysis shows, the 1930s and 1940s would be incon-
venient for their thesis.

Nowhere in the AP article (except for the figure heading) do they men-
tion that the numbers of both hot and cold records are declining. Incredibly, 
they even include a quote from a former Weather Channel meteorologist 
that’s directly contradicted by their own figure: “You are getting more 
extremes. Your chances for getting more dangerous extremes are going up 
with time.”

In short, I would summarize the data on extreme temperatures with the 
following statement. It has far less headline potential than that from the 
CSSR quoted at the beginning of this chapter, but has the advantage of 
being correct: 

There have been some changes in temperature extremes across the contig-
uous United States. The annual number of high temperature records set 
shows no significant trend over the past century nor over the past forty 
years, but the annual number of record cold nights has declined since 1895, 
somewhat more rapidly in the past thirty years.

Of course, temperatures getting milder in this way (fewer harsh win-
ters and cold evenings) makes for a very different (and less alarming) story 
than torrid summers and blazing afternoons becoming more common. As 
it happens, the evidence of a rise in the coldest temperatures is perfectly 
consistent with a warming globe—just not a “roasting” one that lends 
itself to graphics of bursting thermometers.
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TEMPEST TERRORS

This Era Of Deadly Hurricanes Was Supposed To Be Temporary. 
Now It’s Getting Worse.

—Forbes, October 7, 20201

Like everyone else, I’ve heard some version of the above shouted 
by the media each time a hurricane strikes the US. The message 
is clear: Storms are becoming more common and more intense, 

and rising greenhouse gas emissions are going to make it all a lot worse. 
But the data and research literature are starkly at odds with this message. 
At the center of this confusion are the assessment reports, which present 
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summary “spin” inconsistent with their own findings. This chapter will 
chase down the facts about climate and storms, teasing out the truth from 
the tempest and demonstrating that hurricanes and tornadoes show no 
changes attributable to human influences.

First, a little background. Technically, “hurricane” is the term for 
a tropical cyclone in the Atlantic or eastern Pacific; these storms are 
called “typhoons” in the western Pacific and just “cyclones” in the Bay 
of Bengal and northern Indian Ocean. I won’t make those distinctions 
and will generally use the US term “hurricanes” for all of them. Up to a 
few hundred miles in extent, these storm systems feature a low-pressure 
center (the eye) surrounded by a spiral arrangement (counterclockwise 
in the Northern Hemisphere, clockwise in the Southern Hemisphere) of 
thunderstorms and tornadoes producing heavy rain. The lower the eye 
pressure, the stronger the winds surrounding it. A hurricane has winds 
greater than 119 km (74 miles) per hour; if weaker, it’s called a tropical 
storm and, weaker still, a tropical depression. Hurricanes are catego-
rized by intensity via the Saffir- Simpson scale, which runs from 1 to 5.2 
Major storms (those in Categories 3 to 5) have winds in excess of 179 km 
(111 miles) per hour.

Hurricanes grow from tropical depressions (low-pressure areas) born 
over the oceans alongside the equator. They then move toward the poles, 
their precise path depending upon the regional winds; most never make it 
to land. There are about forty-eight hurricanes each year across the globe. 
Two-thirds of them are in the Northern Hemisphere (where hurricane sea-
son is June though November) and one-third is in the South (where the 
season is November through May). In round numbers, about 60 percent 
are in the Pacific, 30 percent in the Indian Ocean, and 10 percent in the 
North Atlantic; they are very rare in the South Atlantic.

Along with tracking the number of hurricanes each year in each cat-
egory and location, scientists have developed other measures of storm 
activity. One is the Accumulated Cyclone Energy (ACE), which combines 
the number of storms with their intensities, weighting each according 
to strength (storms are weighted by the square of their wind velocity).3 
Another measure is the Power Dissipation Index (PDI), which is similar to 
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ACE but gives even greater weight to the most intense storms (each storm 
is weighted by the cube, or third power, of its wind velocity).4

There are good records of hurricanes going back to the advent of 
satellite-based observations in 1966. Who hasn’t seen awesome pictures 
of an eye surrounded by a circular cloud pattern? And while far from 
complete, aircraft observations extend back to about 1944. Before then, 
however, there are only records of those storms that made landfall or, 
occasionally, reports from ships unlucky enough to have encountered 
one. Going back even further means relying on historical reports and 
various proxies (paleotempestology is the wonderful name for that field 
of study). So to understand trends over more than seventy years (before 
the onset of significant human influences), we have to correct for impre-
cise and incomplete observations, unfortunately all too common across 
climate science.

The low-pressure areas that become hurricanes arise from evapora-
tion of water from a warm sea surface; that water then releases heat as it 
condenses high in the atmosphere. This is the same process that grows 
and sustains a hurricane once it’s born. So you might expect to see a steady 
increase in hurricane activity as the sea surface has warmed. Unfortu-
nately, it’s not that simple, as can be seen in the long-term record of the 
annual number and Accumulated Cyclone Energy of hurricanes in the 
North Atlantic shown in Figure 6.1. The long-term swings of the Atlantic 
Multidecadal Oscillation (AMO—as discussed back in Chapter 4) affect 
the sea surface temperature in the region where hurricanes form and so 
can enhance or suppress hurricane activity.

Even with an obligingly warm ocean temperature, atmospheric con-
ditions have to be just right for a hurricane to form. Figure 6.2 shows the 
variation of the Power Dissipation Index along with sea surface tempera-
ture. As you can see, strong hurricane activity closely tracks the sea surface 
temperature until about 2008 . . . and then it doesn’t. That’s because there 
are a number of other environmental factors5 at play, including the amount 
of wind shear (variation of wind speed or direction with altitude)6 and the 
presence of dust from the Sahara (neither of which is well described by 
climate models).7, 8
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Figure 6.1 Annual number of hurricanes (upper) and Accumulated 
Cyclone Energy (middle) in the North Atlantic for each year from 1851 to 2020. 

The lower panel shows the AMO index from Figure 4.4. In each panel, light lines 
show the year-to-year variation, while the black line is the ten-year trailing average.9

ANNUAL NUMBER OF HURRICANES (1851–2020)

ACCUMULATED CYCLONE ENERGY (1851–2020)

AMO INDEx (1856–2020)
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Of course, just because temperature isn’t the only factor in hurricane 
formation, that needn’t mean warming, whether natural or human-caused, 
hasn’t had an effect.

While advising a US government agency in the summer of 2016, I had rea-
son to look into whether human influences have made hurricanes worse in 
recent decades. I turned to the (then most recent) National Climate Assess-
ment issued by the US government (NCA2014). Its Key Message 8 reads:

The intensity, frequency, and duration of North Atlantic hurricanes, 
as well as the frequency of the strongest (Category 4 and 5) hurricanes, 
have all increased since the early 1980s. The relative contributions 
of human and natural causes to these increases are still uncertain. 
Hurricane- associated storm intensity and rainfall rates are projected 
to increase as the climate continues to warm.11

Figure 6.2 Variation of the annual sea surface temperature 
and Power Dissipation Index in the North Atlantic from 1949 

to 2015. The data is smoothed over 5-year intervals.10

NORTH ATLANTIC HURRICANE ACTIVITY AND 
SEA SURFACE TEMPERATURE (1949–2015)
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The report backs up that statement with the graph reproduced in Fig-
ure 6.3, showing a seemingly alarming increase in the North Atlantic PDI 
(that is, the strongest hurricanes) beginning in 1981. While the decline 
after 2005 evident in Figure 6.2 is also visible here, the general upward 
trend is emphasized, so that to the non-expert eye, it looks like we’re in 
trouble—and headed for more.

But since the graph began only in 1970, my scientist’s curiosity kicked 
in and I naturally wondered: How unusual is this trend? What happened in 
earlier years? Hurricanes were recorded well before then, and even if the 
data becomes increasingly uncertain deeper into the past, knowing what it 
shows could help us shed light on the trends of the present. For example, 
does the rise in recent decades have precedents when human influences 
were much smaller? And do those straight lines really portend what’s going 

Figure 6.3 Power Dissipation Index in the North Atlantic 
Ocean. Two different analyses of the data are shown, along with 

straight lines indicating the trend in each. (NCA2014, Figure 2.23.)

POWER DISSIPATION INDEx IN THE 
NORTH ATLANTIC OCEAN
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to happen in the future? If in nothing else, climate data is usually consis-
tent in showing an awful lot of ups and downs.

So I dug into the main research paper cited by the assessment. To 
my surprise, I found it stated quite explicitly that there are no significant 
trends beyond natural variability in hurricane frequency, intensity, rain-
fall, or storm surge flooding.12

This seemed directly at odds with the National Climate Assessment’s 
alarming figure, so I went back and searched the NCA more thoroughly. 
On page 769, buried in the text of Appendix 3, I found this statement:

There has been no significant trend in the global number of tropical 
cyclones nor has any trend been identified in the number of US land-
falling hurricanes.13 

Wow! I thought to myself. That’s surprising and pretty important. How come 
this isn’t up front as a Key Message?

The absence of significant trends in hurricane data was hardly 
unknown to experts at the time the 2014 NCA was being prepared. The 
IPCC’s Fifth Assessment report (AR5), available in late 2013, states clearly 
that there is low confidence in any long-term increase in hurricane activ-
ity. And a 2012 reconstruction of the PDI back to 1880 reinforces the con-
clusion that recent decades are nothing out of the ordinary, noting that 
“there have been periods before 1949 that were relatively active compared 
to the post-1995 era of heightened activity.”14 In other words, there have 
been times before human influences became significant that were at least 
as active as today.

Whether because the AMO cycle is currently “high” (as seen back 
in Figure 6.1) or because of something else, hurricane activity has been 
higher since the mid-nineties than it was in the 1970s. But when the record 
of recent decades is placed in historical context, the trend in the PDI 
highlighted in the 2014 National Climate Assessment isn’t particularly 
surprising. Figure 6.4 shows the Power Dissipation Index in the North 
Atlantic for each year from 1949 to 2019. The heavy straight line shows the 
trend that NCA2014 featured so prominently. Given the large year-to-year 
variations in the data, one could plausibly draw a line from 1960 to 1985 
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with a comparably rapid negative trend. In other words, NCA2014 failed 
to include data from earlier years that makes the highlighted trend seem 
much less significant.

The subsequent National Climate Assessment, issued in 2017 as the 
Climate Science Special Report (CSSR), continued the practice of “burying 
the lede” on hurricanes. Key Finding 1 of its Chapter 9 reads:

Human activities have contributed substantially to observed ocean- 
atmosphere variability in the Atlantic Ocean (medium confidence), and 
these changes have contributed to the observed upward trend in North 
Atlantic hurricane activity since the 1970s (medium confidence).16

That’s a pretty weak statement for a Key Finding—medium confidence 
that human activities contributed to variability (by how much?), followed 
in turn by medium confidence that the variability contributed to “an 

Figure 6.4 Power Dissipation Index in the North Atlantic from 1949 
to 2019. The black data and trend line were highlighted in NCA2014 (our 
Figure 6.3), while the gray data shows years prior to 1971 and after 2009.15

NORTH ATLANTIC POWER DISSIPATION 
INDEx (1949–2019)
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observed upward trend” (by how much?). Even so, it is a good deal stronger 
than you might expect given the supporting text on the subject, found in 
the CSSR’s Section 9.2:

.  .  .  there is still low confidence that any reported long-term (mul-
tidecadal to centennial) increases in TC [Tropical Cyclone] activity are 
robust, after accounting for past changes in observing capabilities . . . 
This is not meant to imply that no such increases have occurred, but 
rather that the data are not of a high enough quality to determine this 
with much confidence. Furthermore, it has been argued that within 
the period of highest data quality (since around 1980), the globally 
observed changes in the environment would not necessarily support 
a detectable trend in tropical cyclone intensity. That is, the trend sig-
nal has not yet had time to rise above the background variability of 
natural processes.

Wow! Let’s step back for a second to let that last part sink in: “the 
globally observed changes  .  .  . would not necessarily support a detect-
able trend  .  .  . the trend signal has not yet had time to rise above the 
background variability of natural processes.” If we can’t have confidence 
that a durable trend exists, we certainly can’t confidently attribute one to 
human influences.

The National Academies’ review of the CSSR doubled down on bury-
ing the lede.17 On its page 38 is a recommendation that the CSSR emphasize 
the recent upward trend in PDI (a phenomenon that we saw in Figure 6.4 is 
not unusual), even if its origins are not understood.

The discussion of hurricanes in the 2017 CSSR is a profound violation 
of Feynman’s Wesson Oil caution, that a scientist must “try to give all of 
the information to help others to judge the value of your contribution; 
not just the information that leads to judgment in one particular direc-
tion or another.”

Recent research only reinforces the lack of “news” about tropical 
cyclones. A landmark paper in 2019 co-authored by eleven tropical cyclone 
experts was unusual for presenting the diversity of expert opinion.18 Those 
authors found that the strongest case for any detectable change in tropical 
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cyclone activity was a very slow northward shift of the average track of 
storms in the northwest Pacific (0.19° ± 0.125° latitude per decade over 
the past seventy years, a 1½σ result). Moreover, even for that slow, small 
change (21 km or 13 miles per decade), eight of the eleven authors had only 
low to medium confidence. Most significantly, the majority of the authors 
had only low confidence that any other observed tropical cyclone changes 
were beyond what could be attributed to natural variability.19

I’ve been unable to find any media coverage (or even a press release) 
of that paper. Instead, the media continues to promulgate unsupported 
alarm. For example, to herald the publication of a different study, USA 
Today used the headline “Global warming is making hurricanes stronger, 
study says.”20 In that study, the researchers used a new method to ana-
lyze satellite imagery of tropical cyclones to determine storm intensity.21 
They found a short-term trend toward more intense storms in the North 
Atlantic basin and linked it to a multidecadal variability that “compli-
cates detection because the climate drivers of that variability are not fully 
understood.” Their bottom-line conclusion reads:

Ultimately, there are many factors that contribute to the character-
istics and observed changes in TC intensity, and this work makes no 
attempt to formally disentangle all of these factors. In particular, the 
significant trends identified in this empirical study do not constitute 
a traditional formal detection, and cannot precisely quantify the con-
tribution from anthropogenic factors.

Yet the second sentence of the USA Today article says unequivocally: 
“Human-caused global warming has strengthened the wind speeds of hur-
ricanes, typhoons and cyclones around the globe.”

This is more than the imprecision that is so often a hallmark of cli-
mate reporting. The fact is that, while it is not unreasonable to think that 
warming might indeed lead to some kind of change in hurricane activity 
at some point, right now there simply isn’t evidence that this is happening. 
Yes, economic damages from hurricanes are increasing, but that’s because 
there are more people and more valuable infrastructure near the coasts, 
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not because storm characteristics are changing long-term.22 And while it 
is possible that storms might get worse in the future, an assessment of 
model- based storm projections under 2°C (3.6°F) of human-caused warm-
ing shows changes that can hardly be characterized as catastrophic—
medium to high confidence in a 10 to 20 percent increase in many, but not 
all, measures of storm activity.23, 24

Whatever the future holds, the descriptions of hurricane data in the 
assessment reports mislead by omission. They violate Einstein’s famous 
dictum prominently displayed on the National Academies building in Wash-
ington, DC: “The right to search for truth implies also a duty; one must not 
conceal any part of what one has recognized to be true.” As for the media, 
pointing to hurricanes as an example of the ravages of human-caused cli-
mate change is at best unconvincing, and at worst plainly dishonest.

Of course, hurricanes aren’t the only storms that wreak havoc and garner 
headlines. Although tornadoes occur all over the globe, the United States 
has the greatest number of twisters of any country. US tornadoes are most 
frequent in the spring, along a swath called Tornado Alley that extends 
from North Texas up to South Dakota. Tornadoes appear unpredictably 
and travel along a seemingly random track for an average of 8 km (5 miles). 
They’re highly localized (typically 160 meters, or 500 feet, across, although 
some can be several times larger), but along that slender path the dam-
age they cause is severe; after lightning strikes, they are perhaps the most 
“personal” of extreme weather events.

It’s natural to ask whether tornadoes have changed in response to 
changes in climate—and to wonder how they might change in the future, 
as human influences on the climate grow. For a scientist, answering these 
questions begins with a look at the data.

Figure 6.5 shows the annual number of tornadoes in the US. It cer-
tainly doesn’t look like good news: In the past two decades, tornadoes have 
been more than twice as frequent as they were in the twenty years after 
1950, the change occurring over a period when the globe warmed notably.
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But this is a perfect illustration of the perils of correlation. A quick Goo-
gle search reveals that both the number of fishing boats and the amount of 
movie violence are also among the things that have doubled since 1950, and 
certainly neither of these trends are due to changes in climate. In the case 
of tornadoes, the key to this “trend” lies in understanding how the data is 
compiled—which is often just as important as the data itself. So how are 
tornadoes counted?

Today, weather radar can detect even very weak tornadoes from dis-
tances of more than 160 km (100 miles). Before radar was widely deployed, 
however, weak tornadoes didn’t always make it into the record. While 
strong tornadoes leave an evident trail of destruction, weaker tornadoes 
can come and go without a trace, particularly in sparsely populated areas. 
To see if there’s been a real change in the number of tornadoes over the 
past seventy years, we’ve got to correct for the observing bias in favor of 
strong storms early in the record.

Figure 6.5 Number of tornadoes recorded by NOAA each 
year from 1950 to 2019 in the contiguous forty-eight states.25

US ANNUAL TORNADO COUNT (1950–2019) 
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Tornado strength is measured according to the Enhanced Fujita Scale; 
the original Fujita Scale was developed in 1971, with the enhanced version 
adopted in 2007. Strength categories range from EF0 for the very weak-
est storms to EF5 for those with winds above 260 mph. In the US today, 
60 percent of recorded tornadoes are category EF0, while back in 1950 such 
storms made up only about 20 percent of the recorded total. This suggests 
that the growth in the number of recorded tornadoes is due to counting 
more weak storms in recent decades, which according to NOAA is, in fact, 
the case.26

We can correct for the past observation bias against counting weak 
storms by looking only at storms in category EF1 and stronger (those most 
likely to cause destruction). This gives us the two graphs in Figure 6.6. The 
upper graph, an annual count of US tornadoes strength EF1 or greater, 
shows no trend over the past sixty years, although there is a hint of a 
forty-year cycle. The lower graph looks at only the strongest tornadoes 
(EF3 or above) and shows that their number decreased by about 40 percent 
during the sixty years following 1954. In other words, as human influences 
have grown since the middle of the twentieth century, the number of sig-
nificant tornadoes hasn’t changed much at all, but the strongest storms 
have become less frequent.

Even as the total number has declined, there has been a shift in tor-
nadoes away from the Central and Southern Great Plains and toward the 
Midwest and Southeast.27 Trends in other tornado properties are less cer-
tain. As the CSSR notes, there has been more variability in tornado occur-
rence in recent decades—tornadoes appear on fewer days per year, and 
there seem to be more days when multiple storms appear.28 That’s shown 
in Figure 6.7, which plots annual tornado activity in the United States from 
1955 to 2013.

The natural or human causes of the changes over the past decades 
remain a mystery. Tornadoes themselves are hard to predict: We know 
they are formed by thunderstorms, but not every thunderstorm spawns 
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Figure 6.6 Number of tornadoes recorded by NOAA each year from 
1954 through 2014 in the forty-eight contiguous states. The upper panel 
shows tornadoes in category EF1 or stronger, while the lower panel shows 

only the strongest tornadoes, which have strengths EF3 or greater.29

ANNUAL COUNT OF US TORNADOES 
WITH EF3+ (1954–2014)

ANNUAL COUNT OF US TORNADOES 
WITH EF1+ (1954–2014)
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tornadoes, even if the storm’s temperature and humidity profiles, wind 
shear, and “spin” are favorable. However, we can confidently attribute one 
dramatic tornado-related change primarily to human actions, though not 
in the way that usually comes to mind—annual US deaths from tornadoes 
have fallen by more than a factor of ten since 1875 (currently about 0.02 per 
100,000 people), largely due to improved radar warnings.30

As for how tornadoes might change in the future, our discussion 
of both climate models and the factors involved in creating tornadoes 
makes it clear that predicting this is an uncertain business indeed. Yet 

Figure 6.7 Annual tornado activity in the contiguous United 
States. The black dots indicate the number of days per year with at least 

one tornado rated EF1 or greater, and the larger black circles and line 
show the decadal averages of such tornado days. The gray dots indicate 
the number of days per year with more than thirty tornadoes rated EF1 

or greater, and the corresponding larger circles and line show the decadal 
averages of these tornado outbreaks. (Adapted from CSSR Figure 9.3.)

ANNUAL TORNADO ACTIVITY IN THE US (1955–2013)
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unsurprisingly, the media cannot help at least implying that things are 
going to get worse. For example, the New York Times quotes a Stanford 
climate scientist as saying:

We do have strong evidence that at the large scale that global warm-
ing is likely to increase the atmospheric environments that create the 
kind of severe thunderstorm that produces tornadoes . . . It’s just that 
we can’t distinguish the signal from the noise.31

At the same time, the IPCC’s 2018 Special Report on Extreme Events 
states in the Executive Summary of its Chapter 3:

There is low confidence in projections of small-scale phenomena such 
as tornadoes because competing physical processes may affect future 
trends and because climate models do not simulate such phenomena.

Any credible projection of future changes in tornado properties would 
have to be able to explain the historical trends, for example, the fall in 
the number of the strongest twisters. To my knowledge, that hasn’t yet 
happened. So the best we can say is that, if anything, US tornadoes have 
become more benign as the globe has warmed over the past seventy-five 
years, and we have no credible method for projecting future changes.

Unfortunately, that last is not an unusual situation in climate sci-
ence. Remember that next time you hear someone, whether a scientist or 
a weather presenter or a politician, proclaim that humans are making our 
storms stormier and our weather worse.
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PRECIPITATION PERILS—
FROM FLOODS TO FIRES

When I joined the Obama administration in May 2009, my wife 
and I moved to Chevy Chase, a Maryland suburb just north 
of Washington, DC. The lovely spring of that year, the not-so-

lovely summer, and the pleasant fall gave way to the snowiest winter ever 
recorded in the Capital area—the largest storm, dubbed “Snowmageddon” 
by the local media, dumped twenty-eight inches over two days. On two 
separate occasions, unable to shovel our way out the front door, we were 
trapped in our house for several days with no electricity and no heat save 
for that most ancient of energy sources, wood in the fireplace. The federal 
government shut down for days as well.

As is the custom these days whenever weather surprises us, the term 
“climate change” was bandied about in describing the event. While some 
asserted that our changing climate had clearly played a role, others— 
particularly those who insist that any evidence of human-caused climate 
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change is part of a “hoax”—touted Snowmageddon as “proof” that the 
globe could not be warming after all. 

Psychology researchers at Columbia University have found that our 
views of changes in the climate are influenced by the weather in a fairly 
simplistic way: When we think it’s warmer than usual, we’re more likely 
to be concerned about a warming climate, and vice versa—despite the 
fundamental fact that, as we’ve seen throughout this book, weather and 
climate are not at all the same thing.1 The relationships between the two 
are complicated, especially for weather phenomena related to precipita-
tion, otherwise known as rain and snow. For example, though it may seem 
counterintuitive, rising temperatures can indeed lead to more snow—for 
instance, if a rise in low temperatures keeps the Arctic Ocean from freez-
ing in winter, more water will evaporate into the atmosphere.

Since climate is a statistical concept over decades, no individual 
weather event can ever be firmly attributed to human influences, but 
it’s certainly possible that human influences made Snowmageddon, well, 
snowier. Yet such a statement, as always in science, is ultimately judged 
true or false by comparison with the data—in this case, long-term changes 
in the average weather.

Luckily, it’s easy to check long-term trends in the weather for almost 
any location in the developed world. Figure 7.1 shows annual snowfall 
totals in the Washington, DC, area. The trend has been toward declining 
total snowfall, with about a 40 percent drop over the 130-year period cov-
ered (1889 to 2018). But the fifteen-year trailing average shows ups and 
downs, and the year-to-year variation is even more dramatic.

So just how unusual was Snowmaggedon? We can judge that from a list 
of the snowiest and least snowy DC winters.2 The Snowmaggedon winter 
of 2009–10 was indeed the snowiest since 1888, as is evident in Figure 7.1. 
But the (barely) second snowiest winter was 1898–99, more than a cen-
tury before that, and well before human influences on the climate were 
significant. Seven of the fifteen snowiest years, about half, occurred after 
1950, which is what you’d expect if there were no significant trends (the 
sixty-seven years from 1950 to 2017 are about half of the 130-year history). 
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On the other hand, five of the fifteen least snowy years occurred just in 
the eighteen years after 2000, whereas if there were no trend, one would 
have expected (18 × 15)/130, or about 2. With no trend, there would be less 
than a 3 percent chance of finding five or more of the fifteen least snowy 
winters during those years. So the record of extreme snowfalls agrees with 
what the trend of annual totals suggests—if anything, human influences 
are making DC less snowy, rather than more.

Of course, eighteen years is barely enough to say anything about cli-
mate, let alone changes in it. And DC is only one location on a much larger 
globe. To better judge possible changes in events related to precipitation—
snowfall and rainfall, droughts and flooding, wildfires—we need to look at 
the bigger picture of precipitation as the globe has warmed during the past 
century. Are droughts becoming more or less severe? Are floods becom-
ing more or less frequent? Are wildfires becoming more or less common? 

Figure 7.1 Annual cold season snowfall totals for Washington, 
DC, from 1889 to 2018. The dotted line shows the trend, while 

the solid line shows the fifteen-year trailing average. Data points 
are labeled by the year in which January occurred.3

ANNUAL SNOWFALL IN  
WASHINGTON, DC (1889–2018)
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We’ll turn to the data to answer these questions, and look at what those 
answers suggest about trickier queries, for instance: What might happen in 
the future as human influences grow?

The amount of water on the earth is essentially fixed. Almost all of it (some 
97 percent) is in the oceans, and almost all of the rest is on the land—in ice 
and snow (especially the Greenland and Antarctic ice sheets), in lakes and 
rivers, and in groundwater. But as we saw in Chapter 2, the one hundred- 
thousandth of the earth’s water that resides in its atmosphere plays a cen-
tral role in climate—water vapor is the most important greenhouse gas, 
and clouds account for most of the earth’s albedo.

The sun’s energy moves water among these various reservoirs to form 
what’s termed “the hydrological cycle.” The largest and most dynamic 
part of this cycle is the flow of water from the earth’s surface into the 
atmosphere (85 percent of this flow comes from evaporation of the ocean, 
the other 15 percent from the land, much of it transpired by plants). That 
water remains aloft for an average of ten days before condensing and fall-
ing back to the surface as rain or snow (77 percent falling on the ocean and 
23  percent on the land).

Precipitation depends upon both how much water vapor is in the 
air and the air’s temperature. Water vapor will condense into liquid or 
ice—and fall out of the air when the temperature drops. That’s why you 
can see your warm, moist breath on a cold day. For that reason, while the 
average annual precipitation over the globe is 980 mm (38.6 inches) of 
water—that is, if every location on earth received the same amount of 
precipitation every year, that’s about what we’d all get—in practice it var-
ies greatly with the weather, the season, and, most importantly, location.4 
Globally, rainfall is high right near the equator (where much of the evapo-
rated water comes back down as the warm, moist air rises and cools), but 
low where dry air descends, creating the bands of deserts that flank the 
equator. The driest place on Earth is in South America, on the northern 
edge of the Chilean Atacama Desert: Arica, which averages 0.6 mm (0.02 
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inches) of rain each year. The wettest is Mawsynram, India, which aver-
ages 11,871 mm (467 inches).

All else being equal, the hydrological cycle is expected to intensify as 
the globe warms: that is, there’ll be more evaporation, and the warmer air 
will be able to carry more water, leading to more precipitation. Precipita-
tion is also expected to become “lumpier,” with dry areas becoming drier 
and wet areas wetter with more periods of intense rainfall. This could lead 
to an increase in flooding in some areas, but since higher temperatures 
would also increase evaporation from land, droughts might also increase. 
There is little consensus among models about exactly how, where, and 
when these changes would play out.

Unfortunately, not only are these expectations uncertain, but also it’s 
hard to acquire and analyze data that would test them, even to answer a 
basic question like “How has average precipitation changed?” Unlike tem-
perature anomalies, precipitation can vary greatly over short times and 
 distances—it can be raining somewhere, yet be perfectly dry twenty (or 
even two) miles away. That’s because, as mentioned before, it involves a 
sudden change in the properties of water: depending upon the temperature 
and the amount of water vapor, water will either condense and fall out, or 
it won’t. So unlike with temperature, there is no easy way to combine pre-
cipitation data from scattered weather stations to get at the bigger picture.

Nevertheless, a combination of ground and satellite observations 
can give us a long-term global picture, most accurately over land, where 
weather stations are most numerous. Figure 7.2 shows global precipita-
tion anomalies (deviations from the average) over land have increased at 
an average rate of 0.2 percent per decade since 1901. But this isn’t a very 
robust statement because of the high variability of precipitation, sparse 
data, and the smallness of the change; in fact, as you can see, a steady trend 
is a poor description of the data. As the IPCC’s Fifth Assessment Report 
(AR5) of 2013 noted:

Confidence in precipitation change averaged over global land areas 
since 1901 is low prior to 1951 and medium afterwards. Averaged over 
the mid-latitude land areas of the Northern Hemisphere, precipitation 
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has increased since 1901 (medium confidence before and high confidence 
after 1951). For other latitudes area-averaged long-term positive or 
negative trends have low confidence.6 

This quote makes plain that there’s good evidence for a regional 
increase in precipitation over land in that part of the Northern Hemi-
sphere that includes the US, Europe, and temperate Asia, especially since 
1951, but a more global pattern simply isn’t there. A paper published in 2018 
reinforces that last conclusion by analyzing more than thirty-three years 
of high-quality satellite observations covering the globe between 60° S and 
60° N (everywhere except the polar regions):

.  .  .  there seems not to be any detectable and significant positive 
trends in the amount of global precipitation due to the now well- 
established increasing global temperature. While there are regional 
trends, there is no evidence of increase in precipitation at the global 
scale in response to the observed global warming.7 

This doesn’t accord with the notion that a warming globe will acceler-
ate the hydrological cycle—more rain, more floods. To be certain, though, 

Figure 7.2 Land precipitation anomalies from 1901 to 2015. The 
gray line shows the annual values, while the black line is the ten-year 

trailing average. The average annual precipitation over land is 818 mm.5

GLOBAL LAND PRECIPITATION ANOMALY (1901–2015)
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one would like data that covers the polar regions and spans more than 
thirty-three years.8

But what about those regional increases? Annual precipitation in the 
US has gone up 0.6 percent per decade since the start of the twentieth cen-
tury, as shown in Figure 7.3 (average US annual precipitation is 767 mm or 
30.21 inches). As you can see, though, a simple trend doesn’t really describe 
the data here, either: the overall change is small compared to the dramatic 
year-to-year fluctuations. 

What’s more, as the 2017 CSSR notes, there are significant regional and 
seasonal differences in how precipitation has changed across the country.9 
Since 1901, the Northeast, Midwest, and Great Plains have seen increases, 
while parts of the Southwest and Southeast have experienced decreases. 
In other words, US precipitation has indeed risen a bit overall, but the fact 
that it varies over both years and location much more than the trend itself 
makes it hard to draw any solid conclusions about the relative roles of 
human influences and natural variability.

Figure 7.3 Precipitation anomalies for the contiguous United States 
from 1901 to 2015. The gray line shows the annual values, while the black line 
is the ten-year trailing average. The average annual precipitation is 767 mm.10

PRECIPITATION ANOMALY IN THE 
CONTIGUOUS 48 STATES (1901–2015)
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One detectable change that has occurred in US precipitation is that it 
has become lumpier over the past four decades—there are more episodes 
of intense rainfall, or episodes that account for an outsized portion of the 
annual total precipitation, as shown in Figure 7.4. The increase has been 
greatest in the Northeast and Upper Midwest, while it’s much smaller in 
the West. AR5 notes, rather weakly, that something similar holds for the 
globe as a whole:

. . . it is likely that since 1951 there have been statistically significant 
increases in the number of heavy precipitation events (e.g., above the 
95th percentile) in more regions than there have been statistically 
significant decreases, but there are strong regional and subregional 
variations in the trends.11

Another aspect of precipitation of particular importance to the climate 
system is snow cover, which enhances the land’s albedo. It most obviously 

Figure 7.4 The percentage of the land area of the contiguous forty-eight 
states where a much greater than normal portion of annual precipitation 

has come from extreme single-day precipitation events. The gray line 
represents individual years, while the black line is a ten-year trailing average.12

ExTREME PRECIPITATION IN THE 
CONTIGUOUS 48 STATES (1910–2015)
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depends upon snowfall, but also upon temperature. Almost all (98 per-
cent) of the earth’s snow cover is on the land in the Northern Hemisphere. 
The amount shows a seasonal cycle—high in the winter and low in the 
summer. A Key Finding of the CSSR’s Chapter 7 is that:

Northern Hemisphere spring snow cover extent, North America 
maximum snow depth, snow water equivalent in the western United 
States, and extreme snowfall years in the southern and western 
United States have all declined, while extreme snowfall years in parts 
of the northern United States have increased (medium confidence). 

Satellite observations of Northern Hemisphere snow cover have been 
ongoing since 1967—Figure 7.5 shows the data over forty years. Indeed, as 
the CSSR notes, there is a pronounced decline in snow cover during the 
spring (and also, to some extent, in summer) as would be expected in a 
warming globe—especially one in which low temperatures are increasing, 

Figure 7.5 Seasonal snow cover extents for land in the Northern 
Hemisphere from 1967 to 2020 as determined from satellite observations.13, 14

AVERAGE NORTHERN HEMISPHERE 
SNOW COVER ExTENT (1967–2020)
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as discussed in Chapter 5—while snow cover during the fall and winter has 
been increasing modestly.

Those contrasting seasonal trends combine to produce a more grad-
ually changing annual snow cover, as shown in more detail in Figure 7.6. 
There appears to be a distinct drop of about 0.8 million km2 (3 percent 
of the annual average of 25 million km2) between relatively constant val-
ues before and after 1989. Declining snow cover is again consistent with 
a warming globe, though another factor might be dust and soot on the 
snow, which accelerates melting by absorbing more sunlight. However, a 
straight-line trend doesn’t really describe the data, since there has been no 
change in the ten-year average during the thirty years since 1990, even as 
the globe has warmed 0.5°C (0.9°F). I’m surprised not to have seen that in 
the CSSR’s Key Finding (or, in fact, anywhere else in the report).

Figure 7.6 Anomalies in Northern Hemisphere snow cover 
extent, 1967–2020. The spiky gray line shows the twelve-month trailing 

average of the monthly values, while the black curve is the ten-year 
trailing average. Anomalies are relative to the 1981–2010 baseline.15

NORTHERN HEMISPHERE SNOW 
COVER ANOMALIES (1967–2020)
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Of course it’s the extremes associated with precipitation—floods and 
droughts—that land “climate” in the news. The modest changes in US 
rainfall during the past century haven’t changed the average incidence of 
floods. However, trends in flooding vary across the country, with some 
locations experiencing increases and some decreases, as seen in Figure 7.7, 
which shows location-specific changes in the size of flooding events in riv-
ers and streams.

Figure 7.7 Changes in the size of flooding events in rivers and 
streams in the United States between 1965 and 2015. Upward-pointing 

symbols show locations where floods have become larger; downward-pointing 
symbols show locations where floods have become smaller. The larger, solid 
symbols represent stations where the change was statistically significant.16

CHANGE IN THE MAGNITUDE OF RIVER FLOODING 
IN THE UNITED STATES (1965–2015)
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As for changes in floods globally, AR5 expresses “low confidence regard-
ing the sign of trend in the magnitude and/or frequency of floods on a 
global scale.” In other words, we don’t know whether floods globally are 
increasing, decreasing, or doing nothing at all. The report offers a longer- 
term perspective in the conclusion of its Section 5.5:

In summary, there is high confidence that past floods larger than 
those recorded since the 20th century have occurred during the 
past 500 years in northern and central Europe, western Mediterra-
nean region, and eastern Asia. There is, however, medium confidence 
that in the Near East, India, central North America, modern large 
floods are comparable to or surpass historical floods in magnitude 
and/or frequency. 

Droughts are even more difficult to assess than floods, since they 
are not solely the result of precipitation (or rather the lack of it). Instead, 
droughts involve some combination of temperature, precipitation, surface 
runoff, and soil moisture. Human activities, such as irrigation that depletes 
groundwater or the overplowing of the US Great Plains during the 1930s 
Dust Bowl, can also play a role.

One common measure of drought is the Palmer Drought Severity 
Index (PDSI), which estimates dryness by combining readily available 
temperature and precipitation data.17 The PDSI for a location can range 
from –10 (very dry) to +10 (very wet), but most values fall in the range of –4 
to +4. Although far from perfect, the PDSI has been reasonably successful 
at quantifying long-term drought.

Figure 7.8 shows annual values of the PDSI from 1895 to 2015, aver-
aged over the forty-eight contiguous US states. While there have been 
brief regional variations across the country during that time, and the 
past fifty years have been slightly wetter than average, it’s difficult to see 
much long-term change. The AR5 says pretty much the same thing for 
the globe as a whole, expressing—no doubt to the surprise of many—“low 
confidence in a global-scale trend in drought or dryness since the middle 
of the 20th century.”
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But drought is a serious issue for regions within the US, as it has been 
for millennia. You can see that in Figure 7.9, which charts droughts in 
the Southwest United States over some 1,200 years. The record, derived 

Figure 7.8 Annual values of the Palmer Drought Severity 
Index averaged over the forty-eight contiguous states from 

1895 to 2015. The solid line is a ten-year trailing average.18

AVERAGE DROUGHT CONDITIONS IN THE 
CONTIGUOUS 48 STATES (1895–2015)

Figure 7.9 Annual values of the Palmer Drought Severity 
Index for the Southwest US. The heavy black line is smoothed 

behavior over nine-year intervals. (AR5 WGI Figure 5.13.)19
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mostly from tree ring data, shows many droughts that last for decades. Any 
before 1900 cannot have been due to human influence, and the so-called 
megadroughts from 900 to 1300 AD are thought to be associated with the 
naturally warmer globe at that time.20 

Models project that the Southwest will become steadily drier as 
the globe warms, but the data shown for the twentieth century are well 
within the historical context and, as the AR5 notes, the current impact of 
human influences seems weak in comparison with natural variability.21 A 
study published in 2020 confirms the notion that a leading cause of mul-
tiyear US droughts over the past millennium has been internal variability 
of the atmosphere.22

The 2009 National Climate Assessment explicitly noted the large nat-
ural variability in Southwest droughts by including a graph of the Colorado 
River flow reconstructed back over 1,200 years.23 The accompanying text 
says, “These data reveal that some droughts in the past have been more 
severe and longer lasting than any experienced in the last 100 years.” In 
2014, the IPCC’s AR5 was similarly straightforward in one of the summary 
statements for its Chapter 5:

There is high confidence for droughts during the last millennium of 
greater magnitude and longer duration than those observed since the 
beginning of the 20th century in many regions.

Figure 7.10 Colorado River flow over 1,200 years, reconstructed 
primarily from tree ring analyses. (Figure from NCA2009.)24
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That kind of long-term perspective makes it difficult to attribute 
recent droughts solely to human influences. But, oddly, it’s entirely absent 
from the 2014 National Climate Assessment. The subsequent CSSR of 2017 
doesn’t offer any figure like our Figures 7.9 and 7.10, but it does have half 
a page of text describing the past millennium.25 Alas, it then spends about 
twice as long discussing the then most recent six-year California drought, 
which that state’s governor had declared over six months before the CSSR 
was released.26 As you can see from Figure 7.11, which shows the Palmer 
Drought Severity Index for California since 1901, that six-year drought 
was at its worst during 2014; by 2019 coverage was of the “wet” winter. It 
is hard to justify a climate assessment analyzing any “trend” shorter than 
ten years, even if that makes its conclusions less newsworthy. On longer 
timescales, the state has moved toward drought since 2000; it remains to 
be seen whether that will persist in the coming decades.

Figure 7.11 Palmer Drought Severity Index for California from January 
1901 to October 2020. The gray curve shows the twelve-month trailing average 
of monthly values, while the black curve shows the five-year trailing average.27

CALIFORNIA DROUGHT SEVERITY INDEx 
(JANUARY 1901–OCTOBER 2020)
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Drought exacerbates wildfires, which garner more dire headlines than any 
other precipitation-related phenomenon. Media coverage of devastating 
fires around the world—most recently in Brazil, Australia, and  California—
portrays them as a horrendous consequence of a warming globe. They can 
indeed be horrendous: 2020 saw record-breaking fires on the West Coast 
of the US that destroyed millions of acres, incinerating homes and com-
munities and tragically killing many people, while keeping thousands more 
trapped inside due to poor air quality. These fires spawned an outpouring 
of articles with titles like “Western wildfires: An ‘unprecedented’ climate 
change fueled event, experts say.”28 And in fact, changes in climate do play 
a role in the frequency, location, and character of wildfires. But under-
standing that role, and the part humans play (and might play in the future), 
requires we dig deeper than headlines.

Sophisticated satellite sensors first began monitoring wildfires glob-
ally in 1998. Unexpectedly, analysis of the images showed that the area 
burned annually declined by about 25 percent from 1998 to 2015.29 That’s 
evident in Figure 7.12 from NASA, which shows the global area burned 
by fires each year from 2003 to 2015, with the straight line indicating the 
trend. Despite the very destructive wildfires in 2020, that year was among 
the least active globally since 2003.30

Researchers attribute this decline to human activities, specifically the 
expansion and intensification of agriculture:

As populations have increased in fire-prone regions of Africa, South 
America, and Central Asia, grasslands and savannas have become 
more developed and converted into farmland. As a result, long- 
standing habits of burning grasslands (to clear shrubs and land for 
cattle or other reasons) have decreased . . . And instead of using fire, 
people increasingly use machines to clear crops.31

In other words, whatever influence a changing climate might have had 
on wildfires globally in recent decades, human factors unrelated to climate 
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were dominant. But the satellite data also showed a significant increase in 
the intensity and reach of fires in the western United States. In fact, Key 
Finding 6 of the CSSR’s Chapter 8 is:

The incidence of large forest fires in the western United States and 
Alaska has increased since the early 1980s (high confidence) and is pro-
jected to further increase in those regions as the climate warms, with 
profound changes to certain ecosystems (medium confidence).

There’s a bit more detail in the report’s Section 8.3:

State-level fire data over the 20th century indicates that area 
burned in the western United States decreased from 1916 to about 
1940, was at low levels until the 1970s, then increased into the more 
recent period. 

Climate changes are surely playing a role here. Less rainfall and higher 
temperatures make for drier “fuel” that’s easier to ignite and promotes 

Figure 7.12 Normalized values of the global area burned 
by fires each month (gray line) together with their trend.32

GLOBAL BURNED AREA (2003–2015)
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a fire’s rapid spread and intensification. The IPCC’s SR15 report of 2018 
makes that explicit in its Chapter 3:

There is additional evidence for attribution of increased forest fire 
in North America to anthropogenic climate change during 1984–
2015, via the mechanism of increasing fuel aridity almost doubling 
the western US forest fire area compared to what would have been 
expected in the absence of climate change.

The 2016 study cited to support that statement compared dryness 
of fuel in climates with and without human influences as simulated by 
twenty-seven CMIP5 models.33 Those differences in dryness then result 
in different fire properties. Of course, attributing all of the increase in 
fire area to human causes assumes that the models correctly reproduce 
internal variability, which they don’t. That’s particularly true because of 
the high longer-term variability of drought in the Southwest as shown in 
Figure 7.9.

But factors other than climate must also play an important, if not 
dominant, role, since fires declined in the early part of the twentieth cen-
tury even as California’s drought conditions showed no trend, as seen in 
Figure 7.11. “Human influences” can take many forms. Forest manage-
ment (How much fuel is allowed to accumulate? Are fires suppressed or 
allowed to burn? How much development is permitted in or near forests?) 
and human-caused ignition (nearly 85 percent of US wildland fires have a 
human cause) are among the contributors.34

While we may not be able to fully quantify, much less control, the 
many climate-related influences on wildfires, we have significant power to 
address these human factors. By making the conversation about wildfires 
only one of unavoidable doom due to “climate change,” we miss an oppor-
tunity to take steps that would more directly curtail these catastrophes.35

Of course, things can (and surely will) change in coming decades. But 
how they will change is far from certain. We shouldn’t place too much 
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confidence in model projections of future changes in precipitation—after 
all, they come from the models discussed in Chapter 4. And as AR5 notes:

The simulation of large-scale patterns of precipitation has improved 
somewhat since the AR4, although models continue to perform less 
well for precipitation than for surface temperature.36

In fact, it’s even worse than that. The report states explicitly that, 
in general, the CMIP5 model ensembles “cannot be taken as a reliable 
regional probability forecast”37 for any aspect of the climate. In other 
words, the models are even worse at describing changes in regional cli-
mates than they are at describing changes in global quantities.

Because droughts and floods have such dramatic impact, however, 
politicians and other officials can’t resist citing model results to proph-
esy future catastrophes. Mark Carney, former head of Canada’s central 
bank and later head of the Bank of England, is probably the single most 
influential figure in driving investors and financial institutions around 
the world to focus on changes in climate and human influences upon it. 
A learned man, with a PhD in economics from Oxford University, he has 
been an outstanding central banker. Carney is now the United Nations’ 
Special Envoy on Climate Action and Finance. He is also a UK advisor 
for the 26th annual UN Conference of Parties (COP26), a follow-on to 
the 2015 Paris climate conference that’s due to take place in Glasgow, 
Scotland, during November 2021. So it’s important to pay close attention 
to what he says.

In a 2015 speech just before the Paris conference, speaking as governor 
of the Bank of England, Carney laid out many aspects of “the insurance 
response to climate change.”38 Extreme weather costs insurance compa-
nies a lot of money, so perhaps it is no wonder that his appeal included a 
warning about flooding:

Despite winter 2014 being England’s wettest since the time of King 
George III; forecasts suggest we can expect at least a further 10% 
increase in rainfall during future winters.



146 UNSETTLED

To support that assertion, he cited Britain’s Met Office “research into 
climate observations, projections, and impacts.” These were model fore-
casts for the next five years, so you might expect they’d be more accurate 
than those attempting to project climate fifty years out. Let’s turn to the 
data and see.

Figure 7.13 shows the observed winter precipitation (December 
through February) in England and Wales up through 2020; it’s one of 
the longest instrumental weather series available, beginning in 1766. The 
average rainfall looks pretty constant over decades from 1780 to 1870 
and again from 1920 to the present. A shift occurred somewhere over the 
fifty years in between, when human influences on the global climate were 
quite negligible.

Carney was correct that 2014 was a record wet winter (455.5 mm, or 
17.9 inches), and it was indeed the “wettest since the time of King George,” 
since George III’s reign lasted until 1820. But the Met Office models Car-
ney cited back in 2014 all turned out to be dead wrong. Rainfall during the 

Figure 7.13 Rainfall on England and Wales during December 
through February from 1767 to 2020. The spiky gray lines are the values 

for each year while the dark line is the ten-year trailing average.39

ENGLAND AND WALES WINTER 
RAINFALL (1767–2020)
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six winters after 2014 was well in context with the previous century, and it 
averaged 278 mm, 39 percent less than the 2014 record and nowhere near 
the “at least” 500 mm implied by the predicted increase. And a Met Office 
analysis published in 2018 found that the largest source of variability in UK 
extreme rainfalls during the winter months was the North Atlantic Oscil-
lation mode of natural variability, not a changing climate.40

Of course Carney could take refuge in his speech’s subjunctive “fore-
casts suggest” and the indeterminate hedging of “future winters.” Nev-
ertheless, it’s surprising that someone with a PhD in economics and 
experience with the unpredictability of financial markets and economies 
as a whole doesn’t show a greater respect for the perils of prediction—and 
more caution in depending upon models.

Floods, droughts, and fires bring great tragedy and sorrow, and their con-
sequences can be devastating. As the world gets more and more connected 
through communications, we become more and more aware of these 
events when they happen. But that does not make them “further proof” of 
climate change. In the end, the data tells us there’s not very much changing 
very quickly with precipitation, either globally or in the US. And the uncer-
tain models suggest that humanity’s long frustration with precipitation’s 
unpredictability isn’t going anywhere anytime soon. 
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SEA LEVEL SCARES

A striking image of a half-submerged Statue of Liberty filled the 
cover of the September issue of National Geographic magazine in 
2013, touting its lead story: “Rising Seas—how they are chang-

ing our coastlines.” Any curious reader could have consulted the record 
of the tide gauge at The Battery at the tip of Manhattan (less than two 
miles from the statue) and seen that sea level there has been rising at an 
average rate of about 30 cm (1 foot) per century since 1855.1 And a quick 
calculation would show that—at this rate—it would take more than twenty 
thousand years for the water to reach the level shown menacing poor Lady 
Liberty. But along with demonstrating that those who design magazine 
covers know how to get our attention with nothing but Photoshop and a 
healthy serving of artistic license (the oldest surviving human structure is 
less than six thousand years old), the cover makes one thing clear: people 
are very concerned about rising sea levels.
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Should they be? Are sea levels changing in response to our warming 
globe? And—even if our nation’s monuments are safe for another thousand 
generations—are our human futures in danger as a result?

As with precipitation, sea level is all about where the water is. After the 
oceans, the earth’s largest store of water is in the ice sheets on Greenland 
and the Antarctic. While many factors contribute to the small changes 
in sea level we observe over decades, its behavior over geological times 
depends most importantly upon how much ice is present on the land.

Slow cycles—variations in the earth’s orbit and the tilt of its axis over 
tens of thousands of years—change the amounts of sunlight absorbed 
by the Northern and Southern Hemispheres. As we’ve seen in Chapter 1, 
those changes have caused large swings in the global temperature over 
the past million years. But they also cause the ice sheets covering the 
continents to grow or melt (the intervals are technically called “glacia-
tions” and “interglacials,” respectively), putting less or more water in the 
oceans, and so causing sea levels to fall or rise accordingly. Figure 8.1 

Figure 8.1 Global sea level over the past 400,000 
years as estimated from geological proxies. The typical 

uncertainty in these estimates is 10 meters.2

RELATIVE SEA LEVEL HEIGHT
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shows geological estimates of the global sea level extending back more 
than 400,000 years.

As you can see, the past half-million years tell a story of repeating epi-
sodes in which sea level dropped slowly by about 120 meters (400 feet) every 
100,000 years as continental-scale glaciers built up, but then rose back up 
rapidly over about 20,000 years as the glaciers melted again. During the 
last interglacial (low-ice) period 125,000 years ago, known as the “Eemian,” 
sea levels were some 6 meters (20 feet) higher than they are today!

The Last Glacial Maximum occurred about 22,000 years ago, when 
the continental glaciers started melting once again. The earth today is in 
the Holocene interglacial, which geologists deem to have started about 
12,000 years ago. According to the geological record, sea level has risen by 
about 120 meters (400 feet) since the Last Glacial Maximum, as rapidly as 
120 mm (5 inches) per decade until about 7,000 years ago, when the rate of 
rise slowed dramatically; that’s shown in Figure 8.2.

Figure 8.2 Geological estimates of sea level change 
since the Last Glacial Maximum 22,000 years ago. The solid 
curve is the average of estimates from various sites around the 

globe, shown by the individual representative points.3

GLOBAL SEA LEVEL SINCE THE 
LAST GLACIAL MAxIMUM
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So the question is not whether sea level is rising—it’s been doing that 
for the past 20,000 years. Instead, what we want to know is whether human 
influences are accelerating that rise. Since human influences increased 
dramatically after about 1950, the best way to assess whether sea levels are 
going up faster than they would without us is to compare measurements 
since then with those in the more distant past. Shorter timescales mean 
smaller amounts of rise, so we’ll need something more precise than the 
geological estimates we relied upon for the bigger picture. Luckily, some 
sea level records are available starting in the eighteenth century from tide 
gauges at ports in Europe and North America. Today, we have measure-
ments from more than two thousand tide gauges around the globe and, 
starting in 1992, from satellite observations that use radar to measure the 
height of the ocean surface.

To talk about the level of water in the ocean, climate scientists use the 
concept of Global Mean Sea Level (GMSL), which is inferred from mea-
surements over the whole globe; even though “water seeks its own level,” 
there are variations that are important given the fraction-of-a-millimeter 
precision required—the GMSL is rising today at a rate of only a few mil-
limeters per year. The height of the sea surface is affected by small differ-
ences in the earth’s gravity from place to place, by ocean currents (think of 
the lower water level in the swirl around a bathtub drain), by the tempera-
ture/salinity of the ocean, and even by the weather-dependent air pressure.

As you can imagine, getting a clear picture of global sea level over the 
past century or so isn’t easy, but even measuring the average sea level at 
some particular coastal location with a tide gauge isn’t so simple, either. 
You need to average out the waves every few seconds, the tides every six 
hours, and the changes from season to season. Over time, local sinking 
(subsidence) of the coast due to natural or human-caused changes in 
the water table can affect the elevation of the gauge, as can earthquakes 
and tectonic motion in general. For example, withdrawals of groundwa-
ter in the Houston-Galveston area over the past century have caused the 
ground to compact, lowering the land surface there by as much as 3 meters 
(10 feet). And of course there are all the usual problems caused by changes 
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in instrumentation or observing protocols. But for better or worse, tide 
gauge data is what we’ve got, and some long and precise records are avail-
able, for instance through NOAA.4

Determining the Global Mean Sea Level requires sophisticated analy-
ses of tide gauge data from many different coastal locations, because just 
as the ocean isn’t “level” across the globe, its rate of rise differs from place 
to place as well. For example, the local rates of rise along the US coasts 
vary enormously due to local conditions—Eugene Island on the Gulf Coast 
is experiencing a rise of 9.65 mm (0.38 inches) per year, while in Skagway, 
Alaska, the sea is retreating at a rate of 17.91 mm (0.71 inches) per year.

At least four independent groups have analyzed tide gauge data to 
determine the Global Mean Sea Level over more than a century. The results 
of one such analysis are depicted in Figure 8.3. They show that the GMSL 
was rising at the end of the nineteenth century—well before there were 

Figure 8.3 Changes in Global Mean Sea Level relative to 
1880 as estimated from tide gauge data. The solid curve indicates 

the average value and the dashed lines the uncertainty.5

GLOBAL MEAN SEA LEVEL (1880–2019)
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significant human influences on the climate—and since 1880 risen by some 
250 mm (10 inches), for an average rate of 1.8 mm (0.07 inches) per year. 
The average rate of rise over shorter periods has fluctuated; for the past 
three decades it’s been about 3 mm (0.12 inches) per year. In the context of 
the earth’s hydrological cycle, these are small numbers—3 mm of sea level 
rise per year is roughly 0.3 percent of the planet’s annual precipitation—so 
it’s not surprising that there are variations from decade to decade.

As mentioned earlier, global sea level has also been measured by sat-
ellite since late 1992.6 In satellite altimetry, a satellite measures its height 
above a broad patch of the ocean using radar. If the position of the sat-
ellite is known precisely, the height of the sea surface can then be deter-
mined. Today, radar altimetry provides essentially continuous global 
coverage of the open ocean, complementary to the coastal measurements 
of tide gauges.

Figure 8.4 Changes in Global Mean Sea Level as measured 
by satellite altimetry. A seasonal cycle of about 7 mm (0.2 inches) is 

superimposed on a trend of 3.0 ± 0.4 mm/yr (0.12 ± 0.02 in/yr).7

GLOBAL MEAN SEA LEVEL (1993–2020)
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Four independent groups analyze the data from the eleven satellite 
altimeters that have flown so far. It’s quite a feat to measure the aver-
age ocean height to fractions of a millimeter from a satellite 600 km 
(370 miles) above the surface, and to do so consistently for decades. After 
some years of refinement, identifying corrections for things like drifts in 
satellite orbits, results such as those shown in Figure 8.4, from the NOAA 
group, have emerged.

As measured over twenty-seven years by this series of satellites, the 
Global Mean Sea Level shows a clear seasonal cycle (ups and downs of 
about 7 mm or 0.2 inches) superimposed on an average rate of rise of 3.0 ± 
0.4 mm (0.12 ± 0.02 in) per year. 

So for the past three decades, sea level has been going up by about 
3 mm (0.12 inches) each year—higher than the overall average rate (1.8 mm 
or 0.07 inches per year) since 1880. To judge how the rate of sea level rise 
might have increased under growing human influences, IPCC’s AR5 pres-
ents a figure (reproduced as Figure 8.5) that displays year-by-year eighteen- 
year trends (rates of rise) and their uncertainties from three different tide 
gauge analyses, as well as the eighteen-year trend in the satellite data then 
available. (Each year’s plot point is the trend over the eighteen years that 
follow; the single point for satellite data plotted in 1994 therefore reflects 
the average over the interval from 1994 to 2011.)

While the rate in more recent decades is indeed higher than the aver-
age rate over the twentieth century, it has to be viewed in context with 
the substantial variability over past decades, which is evident from even a 
glance at Figure 8.5. As the IPCC put it:

It is very likely that the mean rate of global averaged sea level rise was 
1.7 [1.5 to 1.9] mm/year between 1901 and 2010 . . . and 3.2 [2.8 to 3.6] 
mm/year between 1993 and 2010. It is likely that similarly high rates 
occurred between 1920 and 1950. 

In fact, the rate of rise between 1925 and 1940—a period almost as long as 
the eighteen-year satellite record then available—was almost the same as 
that recent satellite value, about 3 mm (0.12 inches) per year.
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Since the rate varies so much, it’s hard to know for recent years what’s 
human-caused and what’s natural. And while the IPCC’s 2019 Special Report 
on the Oceans and Cryosphere in a Changing Climate (or SROCC) expresses 
high confi dence that the satellite data from 1993 to 2015 shows an accelera-
tion (that is, the rate of rise is increasing), the implications are murky both 
because of the shortness of the record and because there was acceleration 
well before human infl uences were signifi cant. The AR5 had this to say:

It has been clear for some time that there was a signifi cant increase 
in the rate of sea level rise in the four oldest records from Northern 
Europe starting in the early to mid-19th century. The results are con-
sistent and indicate a signifi cant acceleration that started in the early 
to mid-19th century, although some have argued it may have started 
in the late 1700s.9

Figure 8.5 Eighteen-year leading trends in Global Mean Sea Level 
since 1900. Estimates from three diff erent tide gauge analyses are shown, 
together with a single value from satellite altimetry. Uncertainties are 90 
percent confi dence levels; that is, there is only a 10 percent chance that 

the true values lie outside the shaded area.8 (AR5 WGI Figure 3.14.)
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When a draft of the CSSR was released in August 2017, I read it carefully, 
as did many other independent scientists, and immediately identified var-
ious problems and misrepresentations—several of which we’ve already 
discussed in previous chapters. I considered raising some of these issues 
directly with the report’s authors. But I also wanted to make a broader 
point that had become clear to me: that whether or not the climate itself 
was broken, the assessment report process clearly was. I decided to publish 
an Op-Ed calling out one of the more egregious misrepresentations in the 
CSSR to highlight an example of the kind of thing that showed the need for 
a more rigorous review. I did just that right after the CSSR was formally 
published in November 2017, and the example I chose was sea level rise.10

Although decade-by-decade changes in the rate of sea level rise over 
the past century are central to untangling the effect of human influences 
from natural influences, the recent assessment reports (the CSSR and 
the IPCC’s 2019 SROCC) hardly mention them.11 There are no graphs like 
Figure 8.5, where it’s very easy to see how that rate changes—sometimes 
 dramatically—over decades. Rather, the reports are filled with graphs of 
the rising sea level itself, such as Figures 8.3 and 8.4, from which it’s almost 
impossible to judge the variations in, and significance of, how quickly sea 
level is going up.

All of the assessment reports have plenty of text emphasizing that the 
rate of sea level rise in the past two decades is higher than the average of 
the twentieth century. For example, the CSSR offers this on page 16 of its 
Executive Summary:

Global mean sea level (GMSL) has risen by about 7–8 inches (about 
16–21 cm) since 1900, with about 3 of those inches (about 7 cm) occur-
ring since 1993 (very high confidence). 

That statement was a red flag for me, because it compares the rise over 
the past twenty years with that over more than a century. The fact that 
three of the seven inches of rise since the dawn of the twentieth century 
occurred in the past twenty-five years does indeed seem alarming—but 
suddenly less so if you know that it also rose almost as much (6 cm, as 
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opposed to 7  cm) in the twenty-five years between 1935 and 1960. The 
CSSR makes no mention of that at all, even though its primary reference 
for sea level rise describes variability like that shown in Figure 8.5.12 The 
rate of rise over the most recent twenty-five years should be compared to 
that over other twenty-five-year periods to understand just how significant 
the recent rate is.

When I made that point way back in my 2014 Wall Street Journal Op-Ed, 
I was criticized roundly. Here’s one example:

He [Koonin] claims that the rate of sea level rise now is no greater 
than it was early in the 20th century, but this is a conclusion one 
could draw only through the most shameless cherry-picking. In real-
ity, according to the data, the sea level trend was .8 millimeters of 
rise per year from 1870 to 1924, 1.9 millimeters per year from 1925 to 
1992, and 3.2 millimeters per year from 1993 to 2014—i.e., the rate has 
actually quadrupled since preindustrial times.13

Notice that the historical intervals cited are fifty-four years (1870–1924) 
and sixty-seven years (1925–1992), while the recent interval (1993–2014) 
is twenty-one years. This disingenuously obscures the higher rates in the 
twenty years from 1925 to 1945, which can be seen quite clearly in Fig-
ure 8.5. In the spirit of fruit metaphors, I wasn’t cherry-picking, but rather 
comparing apples to apples. And, at any rate, I was only quoting what the 
IPCC itself said.

The CSSR, on the other hand, follows the lead of some prominent 
climate scientists in hiding the large fluctuations in the rate of sea level 
rise over the past century, presumably because they make the past three 
decades seem less unusual. The report misleads by omission in not men-
tioning either the strong decadal variability of sea level rise during the 
twentieth century or the fact that the then most recent values of the rate 
were statistically indistinguishable from those during the first half of the 
twentieth century.

Before publishing the Op-Ed pointing this out, I sent a more techni-
cal discussion of the issue to Don Wuebbles of the University of Illinois 
(the CSSR’s senior lead author) and to Robert Kopp of Rutgers University 
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(the main author of the CSSR chapter on sea level rise). Both agreed that 
my criticism was valid; an October 15, 2017, email to me from Kopp read, 
in part:

I think the point about interdecadal variability is a useful one, and 
had it come during the public review period for the draft, I’m sure it 
would have been taken into account.

Both Kopp and Wuebbles said that I was the first to raise the point—
surprising, since the problem is elementary and many eyes had already 
been on the draft. Both also said that they would have added a discussion 
of sea level rise variability in the twentieth century, but that it was then 
too late (the draft was in final copyedits) and the report was already too 
long. (That last was another surprise, given the length already and how 
little space it would have taken to fix the problem.) Wuebbles also said 
he’d see about including text in the second part of NCA2018 that would 
remedy the omission; I’ve not been able to identify any such text in the 
released version.

To be clear, sea levels do rise as the globe warms. When the earth’s sur-
face temperature increases, land ice melts—and as oceans warm, the water 
in them expands. Levels rise and fall seasonally, over the longer term in 
response to the orbital cycles we discussed earlier, and in response to other 
natural or human influences. While rates of rise over the past century have 
had significant ups and downs, a warming globe does indeed put more 
water into the oceans. What, then, of future sea level rise? The answer 
largely depends upon how much of the ice on the land melts as tempera-
tures increase, together with the expansion of the warming oceans.

Insights into why the rate of sea level rise has changed during the past 
century come from a recent paper that successfully closed the sea level 
rise “budget.”14 Scientists have struggled in recent years to balance that 
budget—that is, to reconcile the observed rise in sea levels with what is 
known about the various factors contributing to it. The new work tallies all 
of the observed changes since 1900 in land ice (Greenland, Antarctica, and 
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mountain glaciers) and in liquid water stored on the land in aquifers and 
behind dams, and combines them with estimates of the thermal expansion 
of the ocean. The paper then compares those contributions with changes 
in sea level as measured by tide gauges and satellites.

The results are shown in Figure 8.6. The top panel shows how moun-
tain glaciers, land water storage, and the Greenland and Antarctic ice 
sheets have each contributed to changes in the global sea level. There are 
a few surprises here, given that the globe has warmed since 1900: the con-
tribution from glacier melting has slightly declined since 1900 and is the 
same now as it was fifty years ago; the contribution from Greenland went 
through a minimum around 1985 and is now no higher than it was in 1935; 
and changes in terrestrial water storage were an important (negative) con-
tributor during the flurry of dam building in the 1970s.

So future global sea level rise is uncertain not only because of all 
of the model uncertainties in the global temperature rise discussed in 
Chapter 4, but also because the dynamics of the Greenland and Antarc-
tic ice sheets are quite uncertain. The IPCC summarizes the situation 
(SMB is the Surface Mass Balance, measuring the net change in ice due 
to atmospheric processes):

.  .  .  for periods prior to 1970, significant discrepancies between cli-
mate models and observations arise from the inability of climate 
models to reproduce some observed regional changes in glacier and 
GIS [Greenland Ice Sheet] SMB around the southern tip of Green-
land. It is not clear whether this bias in climate models is due to the 
internal variability of the climate system or deficiencies in climate 
models. For this reason, there is still medium confidence in the abil-
ity of climate models to simulate past and future changes in glaciers 
mass loss and Greenland SMB.15

Nevertheless, the report offers projections of Global Mean Sea 
Level rise under the various emissions scenarios discussed in Chapter 3. 
Under RCP2.6 (the most emissions-lite scenario, which has global emis-
sions vanishing in the latter half of this century), the IPCC projects levels 
will rise 0.43 m (with a two-thirds chance of the value being between 
0.29 and 0.59  m) over the twenty-first century, while for the extreme, 
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Figure 8.6 Contributions to the rate of global sea level rise from 
1929 to 2018. The upper panel shows contributions to changes in the mass 

of water in the ocean from four sources. The middle panel shows the sum of 
those changes, as well as the change that results from expansion of ocean 

waters. The lowest panel shows the sum of all contributions compared with the 
observed rates of rise. All trends are calculated as thirty-year trailing averages. 

Uncertainties are small enough so that the variations are highly significant.
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emissions-heavy RCP8.5, the projected rise is 0.84 m (two-thirds likely 
value between  0.61 and 1.10 m).16 These projections correspond to aver-
age rates of rise of 4.3 and 8.4 mm/yr, respectively. Both rates are signifi-
cantly larger than the current 3 mm/yr, though less than the maximal rate 
shown in Figure 8.2 of 12 mm/yr 9,000 years ago at the peak of ice-sheet 
melting. More importantly, these projections depend upon the dubious 
climate models we’ve discussed—and their shaky grasp of the changes 
in the Antarctic and Greenland ice sheets that account for the bulk of sea 
level rise.

Whatever the future changes in the global average, local sea level is what 
matters for planning adaptation measures, and in the coastal places that 
matter most to humans, it’s been measured far longer and more accurately 
than global values. Local sea level rise is related to global rise, but it differs 
because of local factors like land motion due to tectonics or subsidence and 
changes in ocean temperatures and currents.17 Nevertheless, the climate 
models offer projections, however imperfect, for various cities around the 
globe under the various emissions scenarios. These projections are even 
more uncertain than those for global sea level—it’s easier to project aver-
age changes in the global ocean heat content than specific spatial vari-
ations in temperature and changes in local effects like currents. As the 
World Climate Research Programme said in 2017:

Despite considerable progress during the last decade, major gaps 
remain in our understanding of past and contemporary sea level 
change and their causes, particularly for prediction/projection of sea 
level rise on regional and local scales  .  .  . These uncertainties arise 
from limitations in our current conceptual understanding of rele-
vant physical processes, deficiencies in our observing and monitor-
ing systems, and inaccuracies in statistical and numerical modeling 
approaches to simulate or forecast sea level.18

The need for such caveats becomes clear when you compare the pro-
jections with the historical data. As an example, Figure 8.7 shows the 
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monthly mean sea level anomaly (corrected for seasonal variation) at the 
tip of Manhattan, which has been measured by The Battery tide gauge, 
referenced at the beginning of this chapter, for more than 160 years. The 
solid line shows the average behavior, while the two arrows show the rate 
of rise between 2020 and 2100 projected in the AR5 under two different 
RCP scenarios.

The long-term rate of rise is 2.87 ± 0.09 mm per year, not very dif-
ferent from the 3 mm per year rate of rise seen in the GMSL over the 
past few decades. The AR5 gives projections of New York City sea level 
rise from 2000 to 2100 that range from about 550 mm (22 inches) to 
800 mm (31 inches) as the scenarios range from RCP2.6 to RCP8.5; uncer-
tainties in each projection are about ± 300 mm (12 inches).

Figure 8.7 Monthly mean sea level anomaly (after correction 
for the seasonal cycle) as measured since 1856 by the tide gauge 

at The Battery at the southern tip of Manhattan. The straight 
line shows the trend; the arrows show the average rise from 2020 

to 2100 projected in AR5 under two different scenarios.19

SEA LEVEL AT THE BATTERY (1856–2020)
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But, as I mentioned, graphs of the sea level itself, rather than the rate 
at which it’s rising, can be deceptive and, in any event, we’ve got to take the 
long-term view. Figure 8.8, which shows the rate of rise for The Battery sea 
level over the past century, should calm any sense of alarm.

Each year’s point reflects the trend during the thirty years preceding 
it, making this an excellent way to evaluate the big picture of the trend 
in sea level rise. You can see that the rate has varied a lot over the past 
century, from lows of less than 2 mm (0.08 inches) per year in the thirty 
years before 1930 and 1990 to highs of almost 5 mm (0.2 inches) per year 
in the three decades before 1955 and 2015, even as it’s averaged about 3 
mm per year over the whole century. The records of other tide gauges 
along the US northeast coast also show this sixty-year cycle, which is 
in sync with the Atlantic Multidecadal Oscillation (AMO) discussed in 
Chapter 4.20 So it’s reasonable to expect that the rate will decline again 
during the next few decades. The average rates projected by the IPCC, 

Figure 8.8 Thirty-year trailing trends in the sea level at The 
Battery from 1923 to 2020. Uncertainties (1σ) are about 0.35 mm/yr. The 

horizontal line indicates the average rate of 3.02 mm (0.12 inches) per year.

BATTERY SEA LEVEL TRENDS (1923–2020)
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on the other hand—even the low RCP2.6 rate of 5.5 mm/yr—would be so 
unusually high that they would fall outside the scale of this chart. The 
next few decades will tell.

The media is as confused about the state of local sea level rise as the 
models are. For example, a recent article about sea level rise on Oahu, 
Hawaii, had dramatic pictures of flooding over the past few years and 
showed maps of which areas of Honolulu would be inundated if the sea 
level rose 30, 60, or 100 cm above the current level.21 But it failed to men-
tion that the NOAA tide gauge record for Honolulu shows an average rate 
of 1.5 mm (0.06 inches) of rise per year since 1905, meaning that, absent 
some very dramatic acceleration, it would take two hundred years to 
achieve even the lowest mapped rise of 30 cm (one foot). Omitting that 
kind of context is, unfortunately, even more common in media coverage 
than it is in the assessment reports.

In summary, we don’t know how much of the rise in global sea levels is due 
to human-caused warming and how much is a product of long-term natural 
cycles. The CSSR and other assessment discussions of sea level rise omit 
important details that weaken the case for the rate of rise in recent decades 
being outside the scope of historical variability, and hence for attribution 
to human influences. There’s little doubt that by contributing to warming 
we have contributed to sea level rise, but there’s also scant evidence that 
this contribution has been or will be significant, much less disastrous.

Humanity’s tendency to construct cities near coasts has made rising 
waters a threat since ancient times, and insurance companies believe sea 
level rise is one of the major risks associated with a changing climate.22 The 
nature and extent of that risk, however, are still very much up in the air.

Solving a problem ideally begins with understanding its cause and 
what actions we can take to affect it. The message put forth that human-
caused warming is the sole source of rising sea levels gives the impres-
sion that reducing emissions is a solution—alas, because ice melting lags 
behind warming (and also because of the persistence of CO2 discussed in 
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Chapter 3), even if we were the culprit and ceased all emissions tomorrow, 
global sea level would continue to rise. What’s more, as we’ve seen, local 
sea level changes and their effects are far more complicated still, involving 
ocean currents, erosion, weather patterns, and land use and composition. 
Clear and unbiased communication of these nuances is essential. If sea 
level does become a serious threat in coming decades, there’s no doubt 
that we’ll be better prepared having devoted resources to further research 
and adaptation—unlikely to be a priority if we insist we already know all 
the answers.
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APOCALYPSES THAT AIN’T

The media, and hence popular and political opinion, attribute all 
manner of impending societal catastrophes to human influences 
on the climate, including death and destruction, disease, agricul-

tural collapse, and economic ruin. Luckily for us, the historical data doesn’t 
support such claims, and projections of future impacts (exemplified by the 
familiar “could be as bad as . . .”) stem from implausibly extreme scenarios 
fed into models that, as we’ve seen, are clearly not up to the task. But to 
understand just how badly The Science is misrepresented when it comes 
to such impacts, you really need to see the details of a few examples. This 
chapter offers three vignettes of headline “apocalypses that ain’t.” One is 
“climate-related deaths,” a menace based on speculation, strained assump-
tions, and incorrect use of data. The second is a future agricultural “disas-
ter” that is belied by the evidence and requires acrobatic distortion to even 
detect. And the third is purportedly “enormous” economic costs—which 
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turn out, even based on the data presented, to be minimal, if not too small 
to measure.

I first met Michael Greenstone during my time in the Obama administra-
tion when he was leading an interagency effort to determine the economic 
impact of greenhouse gas emissions; our paths have crossed a few times 
since. Greenstone is now the director of the Energy Policy Institute at the 
University of Chicago, and I’ve found him an astute and careful energy 
economist. In 2019, Michael testified to Congress about some of the find-
ings of his ongoing research into the economic effects of local and global 
changes in climate:

. .  . the increase in the global mortality rate due to climate change–
induced temperature changes in 2100 is larger than the current 
mortality rate due to all infectious diseases . . . we estimate the full 
mortality risk due to climate change to be an additional 85 deaths per 
100,000 in 2100 . . .1

Let’s break down those numbers. In 2018, all infectious diseases glob-
ally accounted for about 75 deaths per 100,000—about one tenth of total 
deaths from any cause, which have an annual rate of 770 per 100,000. 
Since the global population is about eight billion, that amounts to six mil-
lion deaths each year from infectious diseases.2 So if future temperature 
changes were to cause at least as many additional deaths, that would indeed 
be a very big deal. (To set a scale for these numbers, US COVID- related 
deaths in 2020 amounted to 100 per 100,000. Globally, the rate was 23 per 
100,000 or one-third the rate from all infectious diseases.)

Evaluating Greenstone’s alarming assertion means asking some ques-
tions. In particular: What are the current numbers of climate-related 
deaths? And how have climate-related deaths trended over the past cen-
tury? More basically, you might be wondering: What’s a “climate-related 
death” in the first place? 
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Well, people don’t die from climate. Climate changes slowly and societ-
ies largely adapt to that (or migrate). But people do die from climate- related 
weather events—droughts and floods, storms, temperature extremes, and 
wildfires. We’ve already seen that it is far from certain that changes in cli-
mate have already increased these phenomena, but let’s start by looking at 
the record of weather-related deaths over the past century.

The Centre for Research on the Epidemiology of Disasters (CRED) 
within the Université catholique de Louvain maintains an Emergency 
Events database covering over 22,000 mass disasters globally, starting from 
1900.3 Data on deaths due to natural disasters are easily downloaded from 
that site and can be separated into those that are weather related (droughts, 
floods, storms, wildfires, and extreme temperatures) and others that are 
not (earthquakes, tsunamis, and volcanoes). While there are large year-to-
year fluctuations in those counts because of particular events, and deaths 
in the early years have been underreported, some sense of the trends can be 
had by looking at averages over each decade, as shown in Figure 9.1.

One takeaway from this graph is that weather-related death rates fell 
dramatically during the past one hundred years even as the globe warmed 
1.2°C (2.2°F); they’re about 80 times less frequent today than they were 
a century ago. That’s largely due to better tracking of storms, better 
flood control, better medical care, and improved resilience as countries 
have developed. A recent UN report confirms the trend over the past two 
decades.4 A second point is that in the most recent decade, extreme tem-
peratures caused 0.16 deaths per 100,000 each year, about five hundred 
times smaller than Greenstone’s projection for 2100.

So how did Greenstone come up with his alarming prediction? In fur-
ther testimony,5 Greenstone provided some details of those findings from 
a paper that had just been published.6 The analysis uses historical records 
to understand how temperatures influence deaths, and then combines 
that with climate model projections of temperatures to estimate deaths in 
2100. This is done over 24,378 different geographical regions, accounting 
for differences in their current climates, incomes, and age distributions. 
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The researchers also claim to have at least partially accounted for future 
economic development and adaptation to higher temperatures.

As the research paper (but not the coverage of Greenstone’s testi-
mony) acknowledges, the analysis is fraught with assumptions and uncer-
tainties. In fact, the authors note that “our full set of estimates reveals 
a remarkable degree of uncertainty,” at least some of which is “funda-
mentally unresolvable.” Even apart from the economic and demographic 
dimensions, as we’ve seen in Chapter 4, there are great uncertainties in 
both the temperature changes the models project and in the emissions 
scenarios used to drive them. It turns out that the 85 deaths per 100,000 
in 2100 quoted with great confidence in Greenstone’s 2019 testimony is 
actually the average value under the implausibly high emissions scenario 
RCP8.5, with an 80 percent probability of the value lying between −21 and 

Figure 9.1 Decadal averages of annual death rates from weather-
related catastrophes over the past century. The scale is logarithmic 
and decades are labeled by the year in which they ended. Deaths from 

wildfires in any decade are too small to be visible on this chart.7

WEATHER-RELATED DEATH RATES (1920–2020)
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201. So Greenstone begins his testimony by taking an unrealistic, extreme 
scenario as his starting point. According to his own model, under the far 
more plausible RCP4.5 scenario, the average death rate shrinks sixfold 
from 85 to 14, with a very wide probable range between −45 and 63. In 
other words, under that mid-range scenario there’s a good chance that 
deaths would actually decrease.

There are other reasons not to place much confidence in these results. 
A crucial measure of a model’s credibility is its ability to reproduce the past. 
That is, if the model were run using only the data we had as of, say, 1980, 
how well would its projections match the number of deaths that actually 
took place in the subsequent forty years? Such “hindcasting” is an import-
ant test of the climate models themselves. But that basic check is absent 
from Greenstone’s analysis. Without it, the results require an even greater 
helping of salt than the climate model projections they’re built upon.

Creating alarming headlines through highly uncertain projections 
of the future is one thing, but promoting the specter of climate-related 
deaths by distorting existing data is quite another. A 2019 article in Foreign 
Affairs by the Director-General of the World Health Organization, Tedros 
Ghebreyesus, was entitled “Climate Change Is Already Killing Us.”8 Yet 
the text doesn’t deliver on the catchy title. Astoundingly, the article con-
flates deaths due to ambient and household air pollution (which cause an 
estimated 100 per 100,000 premature deaths each year, or about one-
eighth of total deaths from all causes) with deaths due to human-induced 
climate change. The World Health Organization itself has said that indoor 
air pollution in poor countries—the result of cooking with wood and ani-
mal and crop waste—is the most serious environmental problem in the 
world, affecting up to three billion people.9 This is not the result of cli-
mate change. It’s the result of poverty. That pollution does indeed affect 
the climate (as we’ve seen, the aerosols are actually a cooling influence), 
but pollution deaths aren’t caused by a changing climate; it’s the pollution 
itself that kills. Such brazen misinformation by the WHO’s leadership is 
particularly upsetting for its potential to diminish confidence in the orga-
nization’s vital public health mission.
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In August 2019, the New York Times ran the headline “Climate Change 
Threatens the World’s Food Supply, United Nations Warns.”10 The article 
announced the release of the Summary for Policymakers of the IPCC’s 
Special Report on Climate Change and Land (SRCCL).11 The Times’s 
description of the report’s findings followed the standard template for 
such coverage: 

• it’s already bad (“climate change is already hurting the availability 
of food because of decreased yields”),

• it’s going to get a lot worse (“. . . if emissions of greenhouse gases 
continue to rise, so will food costs”),

• but we can take prompt and drastic action to avert the worst 
(“. . . there is still time to address the threats by making the food 
system more efficient”).

By now, I trust that reading this litany of woe naturally raises the famil-
iar questions about historical context and what the data shows. What have 
agricultural yields been doing in recent decades—have they already been 
impacted, and if so, how? What exactly do projections of future catastro-
phe say, and how solid are they?

Answering these questions requires careful reading of the IPCC Spe-
cial Report itself. The SRCCL’s Key Finding A.1.4 says:

Data available since 1961 shows the per capita supply of vegetable oils 
and meat has more than doubled and the supply of food calories per 
capita has increased by about one third (high confidence).

That’s supported by data in the report’s Technical Summary, which 
shows that global production of both crop and animal calories has gone 
up dramatically since 1960, and that beginning in 1965, more than enough 
food calories have been produced every year to satisfy humanity’s nutri-
tional requirements. Indeed, annual deaths due to famine have averaged 
about two to four per 100,000 since 1980; the rate was ten to twenty times 
larger in the first half of the twentieth century.12 That’s not to say hunger 
is no longer an issue—poverty and problems with food distribution are 
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among the factors leaving about 10 percent of the global population still 
undernourished, and the same Key Finding mentioned above notes that 
about a quarter of the food produced is lost or wasted.

But we do have the ability to feed all of humanity, and that ability 
stems largely from improvements in crop yields, such as those shown in 
Figure 9.2. In the fifty years from 1961 to 2011, global yields of wheat, rice, 
and maize (corn) have each more than doubled, and US corn yields have 
more than tripled.13

Crop yields depend upon several factors—plant genetics, nutrients 
available in the soil, agricultural practices, and the weather manifesta-
tions of climate (temperature, insolation, and rainfall). But you might be 
surprised to learn that the increasing concentration of carbon dioxide has 
been a significant factor in yield improvements, as it boosts the rate of pho-
tosynthesis and alters plant physiology to use water more efficiently.14,  15 
Increasing CO2 in the atmosphere has also fertilized the natural world.16 
As the SRCCL notes in its Key Finding A.2.3, during the past four decades 
the Leaf Area Index (the fractional area covered by leaves) observed by 

Figure 9.2 Trends in the global yields of wheat, rice, 
and corn—the top three crops grown in the world.17

GLOBAL CROP YIELDS (1961–2011)
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satellites has increased markedly (“greened”) over 25–50 percent of the 
vegetated areas of globe, while it has decreased (“browned”) over less than 
4 percent of the globe.

Despite the yield improvements over the past decades, the SRCCL 
makes the following claim:

. . . climate change between 1981 and 2010 has decreased global mean 
yields of maize, wheat, and soybeans by 4.1, 1.8 and 4.5%, respec-
tively, relative to preindustrial climate, even when CO2 fertilisation 
and agronomic adjustments are considered. Uncertainties (90% 
probability interval) in the yield impacts are –8.5 to +0.5% for maize, 
–7.5 to +4.3% for wheat, and –8.4 to –0.5% for soybeans. For rice, no 
significant impacts were detected. This study suggests that climate 
change has modulated recent yields on the global scale and led to 
production losses, and that adaptations to date have not been suffi-
cient to offset the negative impacts of climate change, particularly at 
lower latitudes.18

In other words, although the actual wheat yield went up by about 
100 percent from 1981 to 2010, it would have gone up even more (104 per-
cent) if there hadn’t been any human-caused changes in the climate. Sim-
ilarly, the maize yield would have gone up by 77 percent, instead of by 
70 percent.

Unfortunately, it’s far from simple to judge how, and by how much, 
yields have been affected by human-caused changes in the climate. You 
need to know both what the climate would have been absent human influ-
ences and how agriculture was affected by those differences. In other 
words, we’d need to do a counterfactual analysis, one that can never be 
tested against observations.

Aside from the acknowledged limitations of the methodology and 
the climate and crop models used to make those estimates above,19 the 
impacts they came up with are pretty small—comparable to the precision 
with which yields are measured in the first place (data from the UN’s Food 
and Agriculture Organization20 have a sampling precision of no better than 
3 percent, among other uncertainties).
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As for catastrophes to come, the IPCC’s report contains plenty of qual-
itative warnings of future food problems, many based upon the dubious 
climate projections discussed in Chapter 4. Among them are a concern 
that crops grown under elevated CO2 and significantly higher tempera-
tures will have about 10 percent lower nutritional value, which the report 
notes could be mitigated by changes in crop genetics. But saying “yields 
will be impacted” is pretty meaningless, if not misleading, unless one also 
says by how much.

Alas, it’s tough to find any quantitative projections of future yields in 
the SRCCL. However, the report’s Key Finding A.5.4 has this to offer for a 
“middle of the road” future scenario in which development follows histor-
ical trends: 

.  .  .  global crop and economic models project a median increase of 
7.6% (range of 1–23%) in cereal prices in 2050 due to climate change 
(RCP6.0), leading to higher food prices and increased risk of food 
insecurity and hunger (medium confidence). 

That’s a remarkable statement, not just for what it says, but for what 
it’s about—prices, not yields. Prices for food commodities are set in global 
markets by the balance of two large numbers, supply and demand, and 
small changes in one or the other can induce large price swings. Appar-
ently the SRCCL’s reasoning is that changes in climate will decrease yields, 
and thus supply, raising prices. But the profound difficulties in modeling 
supply and demand are compounded by the uncertainties in climate pro-
jections. And there are many factors beyond climate that affect supply.

But let’s put all that aside and take the Key Finding at face value. The 
median projected price increase is 7.6 percent by 2050, or an average of 
about one-quarter of one percent per year. We’ll go a step further, however, 
and take the highest projection offered by any of the models—23 percent 
over the next three decades, or an average of about three-quarters of a 
percent per year. What would be the impact of that sort of price increase? 

Figure 9.3 shows a fifty-year history of corn and wheat prices. You can 
see that inflation-adjusted prices grew by a factor of two during the 1970s, 
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and have been on a downward trend since, suggesting there’s a lot more 
than a changing climate influencing prices. And there are substantial ups 
and downs over few-year periods that are much larger than any projected 
climate-related increases over the next three decades. In other words, even 
if they came to pass, climate impacts would hardly be apparent.

To sum up, agricultural yields, and the food supply overall, have 
surged during the past century even as the globe has warmed; 2020 saw 
record high grain production.21 The IPCC assesses that whatever climate 
changes occurred between 1981 and 2010 had minimal impact on that 
strong growth. Projected price impacts of future human-induced climate 
changes through 2050 are not only uncertain, but also much smaller than 
past variations and so should hardly be noticeable amid ordinary market 
dynamics. In short, the science says that crop failures because of “climate” 
are yet another apocalypse that ain’t.

Figure 9.3 Inflation-adjusted corn and wheat prices from 1913 to 
2016. The plot is on a logarithmic scale. Each price is relative to its maximum 
around 1920. The vertical bar shows that the maximum projected increase in 
2050, 23 percent, is small compared with the historical variation in prices.22

INFLATION-ADJUSTED GRAIN PRICES (1913–2016)
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In 2018, on the day after Thanksgiving (Black Friday), the second volume 
of the Fourth National Climate Assessment (NCA2018) was released. It 
deals with the projected impacts of human-induced climate change, and it 
immediately generated the now familiar headlines warning of impending 
economic disaster, among them:

• “Climate change will wallop the US economy” (NBC News23)
• “Climate report warns of grim economic consequences” (Fox 

News24)
• “Climate change could cost US billions” (Financial Times25)
• “US climate report warns of damaged environment and shrinking 

economy” (New York Times26)

Indeed, Key Message 2 of the report’s Chapter 29 reads: 

In the absence of more significant global mitigation efforts, climate 
change is projected to impose substantial damages on the US econ-
omy, human health, and the environment. Under scenarios with high 
emissions and limited or no adaptation, annual losses in some sectors 
are estimated to grow to hundreds of billions of dollars by the end of 
the century. 

Both the Key Message and the heated headlines greatly dismayed 
me—they’re clearly intended to be frightening. Yet I had studied the issue 
and knew that the projected net economic impacts were minimal. Let me 
explain.

I first looked into the economic impacts of climate change the year 
before, in 2017, when one of the world’s largest investment organizations 
requested my advice on climate science. Since they’d asked that I cover 
economic impacts, I had carefully read what the UN’s Fifth Assessment 
Report (AR5) had to say on the matter.

Projections of the economic impacts of a changing climate are highly 
uncertain. Of course, we already know there are great uncertainties in 
how the climate will change because of inadequate climate models and 
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uncertainty in future emissions. And climate uncertainties are larger at 
the regional level than they are at the global level. For example, for the first 
five or six years of the recent California drought, many climate scientists 
said that human influences on the climate increased the risk of drought.27 
Yet it took only about a year after the drought broke dramatically in 2016 
for papers to appear claiming that a warming world would also mean a 
wetter California.28 Perhaps this is just the process of scientific under-
standing being refined. Less charitably, I get the distinct sense that the 
science is unsettled enough that any unusual weather can be “attributed” 
to human influences.

In addition, climate is only one of many factors influencing economic 
development and well-being. Economic policies, trade, technology, and 
governance are also important, and these are different in different coun-
tries and can change in unpredictable ways. Economic measures are highly 
regional, and their future uncertainties are compounded by the uncer-
tainty of regional climate predictions. It is particularly difficult to predict 
how, and how much, a rising temperature would damage a society econom-
ically in the face of so many unknowns—among them the role that might 
be played by adaptation measures like the raising of sea walls or shifts in 
what crops are cultivated that minimize, or sometimes even exploit, the 
impact of climate changes.

Despite those challenges, the AR5’s Working Group II—whose part of 
the assessment is devoted to the ecological and societal impacts of the 
changes in climate outlined by Working Group I—does say something 
about how world economic activity would be affected by a warming globe. 
Figure 9.4 plots some twenty published estimates showing that the (by 
now familiar) projected global temperature rise of up to 3°C by 2100 would 
negatively impact the global economy by—wait for it—3 percent or less.

For my talk to the investors, I provided some important context that 
was missing from the UN report. An impact of 3 percent in 2100—some 
eighty years from now—translates to a decrease in the annual growth rate 
by an average of 3 percent divided by 80, or about 0.04 percent per year. 
The IPCC scenarios (discussed in Chapter 3) assume an average global 
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annual growth rate of about 2 percent through 2100; the climate impact 
would then be a 0.04 percent decrease in that 2 percent growth rate, for a 
resulting growth rate of 1.96 percent. In other words, the UN report says 
that the economic impact of human-induced climate change is negligible, 
at most a bump in the road. In fact, the first point in the Executive Sum-
mary to its Chapter 10 is: 

For most economic sectors, the impact of climate change will be 
small relative to the impacts of other drivers (medium evidence, high 
agreement). Changes in population, age, income, technology, relative 
prices, lifestyle, regulation, governance, and many other aspects of 
socioeconomic development will have an impact on the supply and 
demand of economic goods and services that is large relative to the 
impact of climate change.

A 2018 article written by one of the IPCC’s coordinating lead authors 
reviewed a further four years of published papers and came to a similar 
conclusion:

Figure 9.4 Estimates of the net global economic 
impact in 2100 from rising global temperatures.29

ESTIMATES OF TOTAL IMPACT OF CLIMATE CHANGE
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.  .  .  the total economic impacts of climate change are negative, but 
modest on average, and that the severe impacts on less developed 
countries are caused primarily by poverty.30

The consensus on the minimal overall economic impact of rising tem-
peratures is well known to experts, though it’s an inconvenient one for 
those wishing to sound the alarm on climate. I was dumbfounded when I 
asked a prominent environmental policymaker about the UN assessment 
and the response was: “Yes, it’s unfortunate that the impact numbers are 
so small.”

Figure 9.5 Projected damages to the US economy at the end 
of the century. The horizontal axis is the change in global average 

temperature (in degrees Fahrenheit) from the interval of 1980–2010 
to that of 2080–2099. The dots show the median impact, and the lines 

and shading show the uncertainties. (Figure 29.3 of NCA2018.)

DIRECT DAMAGE TO US ECONOMY
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At any rate, this background left me primed to weigh in on the breath-
less coverage that accompanied the release of Volume II of NCA2018. The 
last figure in that report’s last chapter (reproduced in Figure 9.5) is based 
on a 2017 paper published in Science magazine.31 It shows that projected 
direct damages to the US economy at the end of the century grow with 
increasing global average temperature (shown as the anomaly relative 
to the 1980–2010 average). As in the IPCC projection for the world econ-
omy, the impacts on the US are small: a very large warming of 5°C (9°F) at 
the end of the century would diminish the US economy by 4 percent. (It’s 
worth noting that this 5°C warming is relative to today’s temperatures, 
which are up 1°C from preindustrial values, making this equal to 6°C of 
warming by the Paris Agreement accounting, which has set 1.5°C as a goal.)

Like the UN report, NCA2018 fails to put this in context, but I can 
do so quite simply: The US economy has grown at an average annual 
rate of 3.2  percent since 1930 (it’s almost twenty times larger now that 
it was ninety years ago). Under the conservative assumption that annual 
economic growth will average 2 percent for the next seventy years, the 
US economy will be four times larger in 2090 than it is today. The pur-
ported climate impact of 4 percent in 2090 then corresponds to two years 
of growth. In other words, an additional warming of 5°C (9°F) by 2090 
would delay the growth of the US economy to that time—seventy years 
from now—by only two years.

Figure 9.6 makes that point graphically. Notice the bunching of the 
three curves. One curve shows that, absent any climate impact, a US econ-
omy growing at the assumed 2 percent average annual rate would see the 
GDP rise from today’s $20 trillion to $80 trillion in 2090. Another assumes 
a warming of 5°C, which according to NCA2018 would produce a slightly 
delayed growth curve, 4 percent less in 2090 than it would be otherwise. 
Finally, there’s the curve for a warming of 7.2°C (13°F)—a level of warming 
well beyond what’s projected under even the most extreme IPCC scenario. 
According to NCA2018, this would result in a 10 percent hit between now 
and 2090, which still amounts to only a five-year delay in growth seventy 
years from now.
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Within a few hours of the NCA2018’s release on Black Friday, I had 
drafted a short Op-Ed saying more or less what I have said here, which the 
Wall Street Journal published online on Monday.32 The next day, a prom-
inent US energy economist sent an email thanking me for making the 
point—alas, that person could never express that thanks publicly. The next 
week, one of the authors of the original 2017 research paper from which the 
estimates used in the assessment report were drawn expressed dismay at 
the way their results were portrayed in the media.33

The climate science establishment, most notably the authors of 
NCA2018, reacted to my Op-Ed with silence. They did nothing to address 
the media’s catastrophizing. Perhaps they were embarrassed by their own 
doom mongering. Or perhaps, like the policymaker I mentioned earlier 
who wished the impact numbers had been greater, it was precisely the cov-
erage they’d been hoping for.

As you’ve no doubt noticed yourself, the notion of climate-related eco-
nomic disaster remains alive and well in the media and political dialogue. 

Figure 9.6 Constant-dollar projections of the US GDP to 2090. 
Shown are curves assuming a nominal 2 percent annual growth rate with no 
climate impact, as well as 4 percent and 10 percent climate-related impacts 
in 2090. The impacts are assumed to set in linearly over the time shown.
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Economics has been called the “dismal science,” and I once joked to a 
prominent economist that the compounding of climate and economic pro-
jections is a “doubly dismal” enterprise. It is reasonable to expect that fac-
tors related to climate changes—including shifts in agricultural conditions 
or variations in storm patterns—will have different economic impacts 
(and benefits) on certain populations and economic sectors. Yet contrary 
to popular belief, even the official assessment reports indicate that signif-
icant human-induced climate change would have negligible net economic 
impact on either the world or the US economies by the end of this century.

It’s clear that media, politicians, and often the assessment reports them-
selves blatantly misrepresent what the science says about climate and 
catastrophes. Those failures indict the scientists who write and too- 
casually review the reports, the reporters who uncritically repeat them, 
the editors who allow that to happen, the activists and their organizations 
who fan the fires of alarm, and the experts whose public silence endorses 
the deception. The constant repetition of these and many other climate 
fallacies turns them into accepted “truths.”

Over the course of this book, we’ve explored the chasm between what 
is presented as settled when it comes to climate and what the science 
actually tells us. So how did we get here? The next chapter will look more 
closely at the perfect storm of interests that leads to a fervent belief in a 
consensus that isn’t.
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WHO BROKE “THE 
SCIENCE” AND WHY

If crucial parts of the science really are unsettled, as we’ve seen over the 
past chapters, why is the narrative of The Science so different? Can it really 
be that the multiplicity of stakeholders in climate matters— scientists, 

scientific institutions, activists and NGOs, the media,  politicians— are all 
contributing to misinformation in the service of persuasion? And why has 
The Science gained such prominence over science?

Observing this scene over the years, I’ve given a lot of thought to how 
the communication of climate science works. I’m no expert on human 
behavior, but I have seen this process up close, and my direct experiences, 
along with some universal truths about humans, suggest not some secret 
cabal, but rather a self-reinforcing alignment of perspectives and interests. 
Let’s look at the most important players in turn.
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THE MEDIA

When I moved to the UK in 2004, I naturally began reading the British 
newspapers. I was struck by how much more international coverage there 
was than in the US, no doubt because the smaller UK necessarily has more 
foreign interactions, as well as ties to the rest of Europe and historical rela-
tionships with Commonwealth countries once part of the British Empire. 
And of course, soccer—that is, football—got many more column inches. 
But what surprised me most wasn’t only a matter of content, but tone. 
The British papers were often overtly partisan, not just in their editorials, 
but also in their reporting. Although I had read widely among US national 
newspapers, including the New York Times, the Wall Street Journal, and the 
Washington Post, it was a revelation to see the stark differences in what was 
covered, and how it was covered, among the UK’s Guardian, the (London) 
Times, the Telegraph, and the Financial Times.

In the years since, US media outlets have developed more explicit 
and more differentiated points of view themselves, and those have like-
wise seeped from their editorial pieces into their reporting. Most notably, 
as the age of the internet advanced, headlines became more provoca-
tive to encourage clicks—even when the article itself didn’t support the 
provocation. Today, the shift toward the alarming—and shareable—has 
traveled well beyond the headlines. That’s especially true in climate and 
energy matters.

Whatever its noble intentions, news is ultimately a business, one that 
in this digital era increasingly depends upon eyeballs in the form of clicks 
and shares. Reporting on the scientific reality that there’s been hardly any 
long-term change in extreme weather doesn’t fit the ethos of If it bleeds it 
leads. On the other hand, there is always an extreme weather story some-
where in the world to support a sensational headline.

Changes in staffing also contribute to the media miscommunica-
tion of the science. Many newsrooms are shrinking, and serious in-depth 
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reporting is becoming less common. Many people reporting on climate 
don’t have a background in science. This is a particular problem because, 
as we’ve seen, the assessment reports themselves can be misleading, espe-
cially to non-experts. Science stories are almost always stories of nuance; 
they require time and research. Unfortunately, the pace of the news cycle 
has only become more frantic, and reporters and editors have less time 
than ever. The diversity and ubiquity of modern media have increased the 
demand for fresh “content” and the competition to be the first to post a 
story. And as with scientists, a professional code that calls for lack of bias 
doesn’t mean none creeps in.

As I interact with journalists, I realize that, for some, “climate change” 
has become a cause and a mission—to save the world from destruction by 
humans—so that packing alarm into whatever the story is becomes the 
“right” thing to do, even an obligation. This has been compounded by the 
rise of a new job category: “climate reporters.” Their mission is largely pre-
determined; if they don’t have a narrative of doom to report, they won’t get 
into the paper (whether digital or print) or on the air. 

Here’s an example. A recent front-page story in the Washington Post 
reported that the Biden administration’s climate policy would aim “to 
rapidly shrink the nation’s carbon emissions,” explaining that “a warm-
ing planet has made the issue increasingly hard to ignore, as the litany of 
climate- related catastrophes has grown with each passing year.”1

Of course, as you have already read, the data does not at all support 
that “climate-related catastrophes” are growing “with each passing year.” 

There’s much factual reporting in the full-page story that follows 
about plans for the new administration. But without those initial alarm 
bells, would the story have made it to the front page?

In short, the general lack of knowledge of what the science actually 
says, the drama of extreme weather events and their heart-rending impact 
on people, and pressures within the industry all work against balanced 
coverage in the popular media. 
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POLITICIANS

Politicians win elections by arousing passion and commitment from 
 voters—by motivating and persuading. This is not new. H. L. Mencken’s 
1918 book In Defense of Women noted:

The whole aim of practical politics is to keep the populace alarmed 
(and hence clamorous to be led to safety) by menacing it with an end-
less series of hobgoblins, most of them imaginary.2

The threat of climate catastrophe—whether storms, droughts, rising 
seas, failed crops, or economic collapse—resonates with everyone. And 
this threat can be portrayed as both urgent (by invoking a recent deadly 
weather event, for instance) and yet distant enough so that a politician’s 
dire predictions will be tested only decades after they’ve left office. Unfor-
tunately, while climate science and associated energy issues are compli-
cated, complexity and nuance don’t lend themselves at all well to political 
messaging. So the science is jettisoned in favor of The Science, and “sim-
plified” for use in the political arena, which allows the required actions to 
be portrayed simply as well—just eliminate fossil fuels to save the planet.

Of course, this isn’t a climate-specific problem, and the electorate—
which abhors a gray area—bears part of the blame. It’s hard to rally the 
base with uncertainty. There would surely be less support for, say, promot-
ing renewable energy sources if they were more realistically portrayed as 
a possible way to mitigate a possible future problem instead of an essential 
solution to an imminent crisis. And uncertainty can be a political weapon. 
Politicians on the right who deny even the basics that science has settled—
that human influences have played a role in warming the globe—are not 
above exploiting climate science uncertainties, offering them as “proof” 
that the climate isn’t changing after all.

Politicians on the left find it inconvenient to discuss scientific uncer-
tainties or the magnitude of the challenge in reducing human influences. 
Instead, they declare the science settled and label anyone who questions that 
conclusion “a denier,” lumping conscientious scientists advocating for less 
persuasion and more research in with those openly hostile to science itself. 
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Some politicians have gone far beyond name-calling, brazenly attempt-
ing to undermine the scientific process. Two billionaire politicians, Michael 
Bloomberg and Tom Steyer, whose goal was “making the climate threat 
feel real, immediate, and potentially devastating to the business world,” 
conspired with some scientists and others to produce a series of reports 
mischaracterizing the extreme emissions scenario RCP8.5 as “business 
as usual” (that is, a world without further efforts to rein in emissions).3, 4 
The reports were accompanied by a sophisticated campaign to infuse that 
notion into scientific conferences and journals.5 Those who seek to corrupt 
the scientific process in that way are playing the same game as the anti-
science crowd they loudly decry. Fortunately, the deception is now being 
called out in leading scientific journals.6, 7

Finally, it is standard practice to suggest that many of the politicians 
on the right who promulgate the idea of a “climate change hoax” are influ-
enced by ties to industries negatively affected by restrictive environmental 
regulation. Alas, as the alternative energy industry grows, there is finan-
cial incentive for politicians to hype climate catastrophe as well. Science 
should not be partisan, but climate science’s intersection with energy pol-
icy and politics all but guaranteed that it would become so.

SCIENTIFIC INSTITUTIONS

Trust in scientific institutions underpins our ability—and the ability of 
the media and politicians as well—to trust what is presented to us as The 
Science. Yet when it comes to climate, those institutions frequently seem 
more concerned with making the science fit a narrative than with ensuring 
the narrative fits the science. We’ve already seen that the institutions that 
prepare the official assessment reports have a communication problem, 
often summarizing or describing the data in ways that are actively mis-
leading. In the next chapter, we’ll delve a bit further into how this happens; 
I won’t belabor the point here.

Other scientific institutions, or their leaders, have also been overwill-
ing to persuade rather than inform. The National Academies of Sciences, 
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Engineering, and Medicine (NASEM) is a private, nonprofit institution 
chartered by the US Congress in 1863 to advise the nation. To quote from 
their website:

The National Academies of Sciences, Engineering, and Medicine are 
the nation’s pre-eminent source of high-quality, objective advice on 
science, engineering, and health matters.8

The Academies provide that advice largely through written reports 
sponsored by federal agencies. Some two hundred reports are published 
each year, dealing with a great range of topics in science, engineering, med-
icine, and the societal issues associated with them.9 

Academies reports undergo an extensive authoring and review pro-
cess. I know that process well, having led two Academies studies and 
reviewed the reports of several others, along with for six years oversee-
ing all the Academies’ report activities in Engineering and the Physical 
Sciences (including several in Energy, but none in Climate Science). This 
process does indeed result in reports that are almost always objective and 
of the highest quality. Unfortunately, as we’ve seen, their reviews of the 
National Climate Assessments (they don’t write the assessments them-
selves) in 2014 and 2017/18 didn’t quite meet that standard.

On June 28, 2019, the presidents of the National Academies of Science, 
Engineering, and Medicine issued a statement affirming “the Scientific 
Evidence of Climate Change.” The sole paragraph dealing with the science 
itself read:

Scientists have known for some time, from multiple lines of evidence, 
that humans are changing Earth’s climate, primarily through green-
house gas emissions. The evidence on the impacts of climate change 
is also clear and growing. The atmosphere and the Earth’s oceans are 
warming, the magnitude and frequency of certain extreme events are 
increasing, and sea level is rising along our coasts.10

Even given the need for brevity, this is a misleadingly incomplete 
and imprecise accounting of the state of climate science. It conflates 
human-caused warming with the changing climate in general, erroneously 



 WHO BROKE “THE SCIENCE” AND WHY 191

implying that human influences are solely responsible for these changes. It 
invokes “certain extreme events” while omitting the fact that most types 
(including those that pop most readily to mind when one reads the phrase 
“extreme events,” like hurricanes) show no significant trend at all. And it 
states that “sea level is rising” in a way that not only suggests that this, too, 
is solely attributable to human-caused warming, but elides the fact that the 
rise is nothing new.

I’m quite sure that this personal statement issued by the presidents in 
a news release was not reviewed by the usual Academies procedures; if it 
had been, its deficiencies would have been corrected. The statement there-
fore carries the weight of the Academies’ name without being subject to 
its customary rigor. Ironically, the statement goes on to say the Academies 
“need to more clearly communicate what we know.” Which in this case 
they didn’t.

When communication of climate science is corrupted like this, it under-
mines the confidence people have in what the scientific establishment says 
about other crucial societal issues (COVID-19 being the outstanding recent 
example). As Philip Handler, a prior president of the National Academy of 
Sciences, wrote in the 1980 editorial I mentioned in the Introduction:

It is time to return to the ethics and norms of science so that the 
political process may go on with greater confidence. The public may 
wonder why we do not already know that which appears vital to 
 decision—but science will retain its place in public esteem only if we 
steadfastly admit the magnitude of our uncertainties and then assert 
the need for further research. And we shall lose that place if we dis-
semble or if we argue as if all necessary information and understand-
ing were in hand. Scientists best serve public policy by living within 
the ethics of science, not those of politics.11 

SCIENTISTS

This book’s introduction described Stephen Schneider’s false choice 
between being effective and being honest. But there are other factors that 
encourage climate researchers’ monolithic portrayal of the science as 
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settled, however vigorous their internal debates might be. Feynman closes 
his Cargo Cult speech by wishing the Caltech graduates

the good luck to be somewhere where you are free to maintain the 
kind of integrity I have described, and where you do not feel forced 
by a need to maintain your position in the organization, or financial 
support, or so on, to lose your integrity. 

I know from experience that such institutional pressures are real; 
whether you’re working for the government, a corporation, or an NGO, 
there is a message to be adhered to. For academics, there is pressure to gen-
erate press and to secure funding through grants. There’s also the matter of 
promotion and tenure. And there is peer pressure: more than a few climate 
contrarians have suffered public opprobrium and diminished career pros-
pects for publicizing data that doesn’t support the “broken climate” meme.

Carl Wunsch, a prominent oceanographer from MIT who has long 
urged scientists to be realistic in their portrayal of the science,12 has writ-
ten about the pressures on climate scientists to produce splashy results:

The central problem of climate science is to ask what you do and say 
when your data are, by almost any standard, inadequate? If I spend 
three years analyzing my data, and the only defensible inference is 
that “the data are inadequate to answer the question,” how do you 
publish? How do you get your grant renewed? A common answer is 
to distort the calculation of the uncertainty, or ignore it all together, 
and proclaim an exciting story that the New York Times will pick up.

A lot of this is somewhat like what goes on in the medical busi-
ness: Small, poorly controlled studies are used to proclaim the efficacy 
of some new drug or treatment. How many such stories have been 
withdrawn years later when enough adequate data became available?13

Scientists not involved with climate research are also to be faulted. 
While they’re in a unique position to evaluate climate science’s claims, 
they’re prone to a phenomenon I call “climate simple.” The phrase “blood 
simple,” first used by Dashiell Hammett in his 1929 novel Red Harvest, 
describes the deranged mindset of people after a prolonged immersion 
in violent situations; “climate simple” is an analogous ailment, in which 
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otherwise rigorous and analytical scientists abandon their critical facul-
ties when discussing climate and energy issues. For example, the diagnosis 
was climate simple when one of my senior scientific colleagues asked me 
to stop “the distraction” of pointing out inconvenient sections of an IPCC 
report. This was an eyes-shut-fingers-in-the-ears position I’ve never heard 
in any other scientific discussion.

What causes climate simple? Perhaps it is a lack of knowledge of the 
subject, or fear of speaking out, particularly against scientific peers. Or 
perhaps it is simple conviction born more of faith in the proclaimed con-
sensus than of the evidence presented.

Leo Tolstoy’s 1894 philosophical treatise The Kingdom of God Is Within 
You contains the following thought:

The most difficult subjects can be explained to the most slow-witted 
man if he has not formed any idea of them already; but the simplest 
thing cannot be made clear to the most intelligent man if he is firmly 
persuaded that he knows already, without a shadow of doubt, what is 
laid before him.14

Whatever its cause, climate simple is a problem. Major changes in soci-
ety are being advocated and trillions will be spent, all based on the find-
ings of climate science. That science should be open to intense scrutiny 
and questioning, and scientists should approach it with their usual critical 
objectivity. And they shouldn’t have to be afraid when they do.

ACTIVISTS AND NONGOVERNMENTAL 
ORGANIZATIONS (NGOS)

My inbox fills with fundraising appeals from such organizations as 350 
.org, the Union of Concerned Scientists, and the Natural Resources 
Defense Council. If you believe there is a “climate emergency,” have built 
an organization on that premise, and rely upon your donors’ continuing 
commitment to the cause, projecting urgency is crucial. Hence statements 
like “The climate crisis is immense—we must be daring and courageous 
in response” (from the 350.org website15) or “Climate change is one of the 
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most devastating problems that humanity has ever faced—and the clock 
is running out” (from the UCS website16). It’s hardly in your best interest 
to tell your donors that the climate shows no sign of being broken or that 
projections of future disasters rely on models of dubious validity.

The media tend to accord NGOs an authoritative stance. But these 
are also interest groups, with their own climate and energy agendas. And 
they are powerful political actors, who mobilize supporters, raise money, 
run campaigns, and wield political power. For many, the “climate crisis” is 
their entire raison d’etre. They also have to worry about being outflanked 
by more militant groups.

I have no problem with activism, and the efforts of NGOs have made 
the world better in countless ways. But distorting science to further a 
cause is inexcusable, particularly with the complicity of those scientists 
who serve on their advisory boards.

THE PUBLIC

Fear of extreme weather events is understandable, and concerns about 
changes in climate are as old as humanity. Short-term weather events 
(storms, floods, droughts) have stressed and challenged societies, while 
changes extending over decades induced mass migrations or even 
destroyed entire civilizations. For example, repeated crop failures devas-
tated communities in the southwest United States during the twenty-five-
year-long Great Drought about 750 years ago.17 

The notion that our behavior might be causing such calamities is also 
as old as humanity—as is the hope that we might avoid the worst of climate 
disasters by changing our behavior. Leviticus 26:3–4 promises regular rain 
(very important in the Middle East) and its ensuing benefits in return for 
doing the right thing:

If ye walk in my statutes, and keep my commandments, and do them; 
Then I will give you rain in due season, and the land shall yield her 
increase, and the trees of the field shall yield their fruit.
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We like to think public attitudes toward climate today are more dis-
cerning, but they still mostly involve unquestioning acceptance of wisdom 
handed down from on high. As around the world, most citizens in America 
are not scientists, and the educational system does not deliver much in 
the way of scientific literacy to the wider public. Most people do not have 
the ability to examine the science themselves, and they have neither time 
nor the inclination to do so. Many increasingly get their information from 
social media, where it is far too easy to promote misinformation or disin-
formation. And in my experience, people tend to believe—and trust—their 
chosen media in areas outside their expertise.

Michael Crichton, the bestselling author of The Andromeda Strain 
and Jurassic Park, lived near Caltech and was a prominent member of 
Pasadena’s extended intellectual community until his death in 2008. 
Crichton, who was a physician before he became a writer, was an outspo-
ken advocate for scientific integrity, and he looked askance at the public 
presentation of climate science (his 2004 novel State of Fear deals with 
that subject). Crichton’s conversations with Caltech professor Murray 
Gell-Mann (the Nobel prize–winning physicist who was one of the first 
researchers to hypothesize quarks) led him to describe the “Gell-Mann 
Amnesia” effect:

You open the newspaper to an article on some subject you know well. 
In Murray’s case, physics. In mine, show business . . .

In any case, you read with exasperation or amusement the mul-
tiple errors in a story, and then turn the page to national or interna-
tional affairs, and read as if the rest of the newspaper was somehow 
more accurate about Palestine than the baloney you just read. You 
turn the page, and forget what you know.18

It certainly doesn’t help that, at this point, even attempting a discus-
sion of The Science is to enter a political minefield. When I tell people 
some of the things the assessment reports really say about climate, many 
immediately ask whether I was a Trump supporter. My reply is that I was 
not, and that, as a scientist, I have always supported truth.
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As a scientist, I’m disappointed that so many individuals and organiza-
tions in the scientific community are demonstrably misrepresenting the 
science in an effort to persuade rather than inform. But you also should be 
concerned as a citizen. In a democracy, voters will ultimately decide how 
society responds to a changing climate. Major decisions made without full 
knowledge of what the science says (and doesn’t say) or, even worse, on the 
basis of misinformation, are much less likely to lead to positive outcomes. 
COVID-19 offered a sobering illustration of this, and it’s as true for climate 
and energy as it is for pandemics.



197

11

FIxING THE BROKEN 
SCIENCE

In early 2017, it had been three years since the American Physical Society 
workshop that opened my eyes to problems with “The Science.” I had 
been tracking the misrepresentation of climate science by the media and 

politicians ever since, and I was freshly irked by the misleading presen-
tation of hurricane data in the 2014 National Climate Assessment that I 
had stumbled upon six months earlier, as I described in Chapter 6. I was 
increasingly convinced that The Science needed a Red Team exercise, a 
concept I’d already been refining for a few years.

In such an exercise, a group of scientists (the “Red Team”) would be 
charged with rigorously questioning one of the assessment reports, try-
ing to identify and evaluate its weak spots. In essence, a qualified adver-
sarial group would be asked “What’s wrong with this argument?” And, of 
course, the “Blue Team” (presumably the report’s authors) would have 



198 UNSETTLED

the opportunity to rebut the Red Team’s findings. Red Team exercises 
are commonly used to inform high-consequence decisions such as test-
ing national intelligence findings or validating complex engineering proj-
ects like aircraft or spacecraft; they’re also common in cybersecurity. Red 
Teams catch errors or gaps, identify blind spots, and often help to avoid 
catastrophic failures. In essence, they’re an important part of a prudent, 
belt-and-suspenders approach to decision-making. (Note that the use of 
“Red” and “Blue” is traditional in the military, where these exercises orig-
inated; it has nothing to do with US politics.)

A Red Team review of a climate assessment report could bolster con-
fidence in the assessment, as well as demonstrate the robustness (or lack 
thereof) of its conclusions. It would both underscore the reliability of the 
science that stands up to its scrutiny and highlight for non-experts uncer-
tainties or “inconvenient” points that had been obscured or downplayed. 
In short, it would improve and bolster The Science with science.

Of course, both the UN’s IPCC and the US government claim that their 
respective assessment reports are authoritative because they’re already 
subject to rigorous peer review before publication. So why call for yet 
another level of review? The most direct answer is that—as the previous 
chapters of this book have highlighted—these reports have some egregious 
failures. And an important reason for those failures is the way the reports 
are reviewed. Let me explain.

Science is a body of knowledge that grows by testing, one step build-
ing on the next. If each step is solid, researchers can get to some amazing 
places pretty quickly, like rapid vaccine development or modern informa-
tion technology. To know that a researcher has produced a sound new piece 
of knowledge, other researchers scrutinize, and often challenge, results 
from experiments or observations, or formulate new models and theories. 
Have the measurements been done properly? Were there adequate controls on 
the experiments? Are the results consistent with prior understanding? What are 
the reasons for an unexpected result? Satisfactory answers to questions like 
those are the hurdle for accepting new results into the ever-growing body 
of scientific knowledge.
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The peer review of scientific journals is one mechanism for scrutiniz-
ing and challenging new research results. In that process, individual inde-
pendent experts analyze and criticize a draft paper describing the results; 
the authors’ responses to those criticisms are adjudicated by a third-party 
referee, who will then recommend publication (or not) to the journal’s edi-
tor or suggest how the paper should be revised.

I have participated in many such peer reviews over the course of my 
forty-five-year scientific career—sometimes as an author, sometimes as a 
reviewer, sometimes as a referee, and a few times as an editor. I can tell you 
from those experiences that peer review can improve a paper’s presenta-
tion and will usually catch major errors, but it is far from perfect, and in 
no sense guarantees the correctness of what gets published.1 Independent 
reproduction or refutation of the results by other researchers conducting 
their own studies is a much stronger guarantee of correctness. That even-
tually happens for all important findings.

But an assessment report is not a research article—in fact, it’s a very 
different sort of document with a very different purpose. Journal papers 
are focused presentations written by experts for experts. In contrast, 
assessment authors must judge the validity and importance of many 
diverse research papers, and then synthesize them into a set of high-
level statements meant to inform non-experts. So an assessment report’s 
“story” really matters, as does the language used to tell it—especially for 
something as important as climate.

The processes for drafting and reviewing the climate science assess-
ment reports do not promote objectivity. Government officials from sci-
entific and environmental agencies (who might themselves have a point of 
view) nominate or choose the authors, who are not subject to conflict of 
interest constraints. That is, an author might work for a fossil fuel company 
or for an NGO promoting “climate action.” This increases the chances of 
persuasion being favored over information.

A large group of volunteer expert reviewers (including, for the 
National Climate Assessment, a group convened by the National Acad-
emies) reviews the draft. But unlike the peer review of research papers, 
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disagreements among reviewers and lead authors are not resolved by an 
independent referee; the lead author can choose to reject a criticism simply 
by saying “We disagree.” The final versions of assessments are then subject 
to government approval (through an interagency process for the US gov-
ernment and often-contentious meetings of experts and politicians for the 
IPCC). And—a very key point—the IPCC’s “Summaries for Policymakers” 
are heavily influenced, if not written, by governments that have interests 
in promoting particular policies. In short, there are many opportunities to 
corrupt the objectivity of the process and product.

I presented the Red Team idea in early February 2017 at the Fourth Santa 
Fe Conference on Global and Regional Climate Change, a forum that tradi-
tionally embraced a diversity of viewpoints. At the end of my pitch, I asked 
the few hundred people in the room for a show of hands and was surprised 
at the favorable reaction—most of the audience of experts thought that 
such an exercise could be useful, if executed well. Perhaps those research-
ers “in the trenches” were more uncomfortable than I’d realized with the 
way their science was being portrayed to non-experts. In any event, their 
endorsement emboldened me to take the idea to a wider audience.

The inaugural March for Science was to take place on April 22 (Earth 
Day), 2017, with rallies and marches in six hundred cities around the world. 
Since one of the march’s goals was to call for evidence-based policy in 
the public’s best interest, I thought it would be a good moment to make 
an important point about climate science and how it’s communicated to 
non-experts. The moment seemed especially opportune since a major US 
government assessment (the first part of NCA2018, the Climate Science 
Special Report or CSSR) was scheduled to be released in the fall.

Two days before the March for Science, the Wall Street Journal pub-
lished an opinion piece in which I advocated for a Red Team review of 
climate science assessments.2 I used NCA2014’s misleadingly alarming 
description of hurricane data to illustrate the need for such a review, and 
outlined how it could be carried out.

My opinion piece drew almost 750 online comments from readers, the 
great majority of them supportive. Some in the Trump administration also 
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took notice, and given the administration’s reluctance to publicly accept 
even the basics of climate understanding, their interest in a climate sci-
ence Red Team engendered some very strong objections to the proposal. 
Most prominent were pieces published in late July 2017 by John Holdren 
(the Obama administration’s science adviser who had been the sponsor of 
the CSSR),3 and one published the following week by Eric Davidson (pres-
ident of the American Geophysical Union) and Marcia McNutt (president 
of the National Academy of Sciences).4 Their essential point was that a Red 
Team exercise was superfluous since climate research, and the assessment 
reports, were already peer reviewed. As Davidson and McNutt put it,

. . . if the idea is to have the red team poke holes in the mainstream 
scientific community’s (the blue team) consensus on climate change, 
it discounts that such challenges have already been applied thousands 
of times while that consensus was gradually developed.

Holdren’s language was more pointed:

Some proponents may believe, naively, that such a rag-tag process 
could unearth flaws in mainstream climate science that the rigor-
ous, decades-long scrutiny of the global climate-science community, 
through multiple layers of formal and informal expert peer review, 
has somehow missed.

It’s telling that neither article addressed the NCA2014 misrepresen-
tation of hurricane data that I had highlighted nor explained how it had 
survived the “decades-long scrutiny” of “multiple layers of formal and 
informal expert peer review.” That’s especially disappointing since we sci-
entists are trained to focus on specifics. Instead the opinion pieces offered 
only vague and anodyne assurances of the rigor with which the reports are 
written and reviewed. Of course, as I’ve already noted, while the research 
contained in them might indeed be subject to the type of peer review the 
public expects of scientific findings, the reports’ summaries and conclu-
sions are not, and the hurricane example was only one of many report 
errors and misrepresentations, some of which I’ve described in this book’s 
earlier chapters. 
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As administration interest in a Red Team review continued through 
mid-2019, there were further objections from non-scientist politicians who 
have been misled into believing that the science is settled. On March 7, 2019, 
Senator Schumer (together with Senators Carper, Reed, Van Hollen, White-
house, Markey, Schatz, Smith, Blumenthal, Shaheen, Booker, Stabenow, 
Klobuchar, Hassan, Merkley, and Feinstein) introduced Senate bill S.729

. . . to prohibit the use of funds to Federal agencies to establish a panel, 
task force, advisory committee, or other effort to challenge the scien-
tific consensus on climate change, and for other purposes.5

Although the bill never went anywhere, and it certainly wasn’t the 
first time Congress has attempted to stop an administration from doing 
something, I confess to being shocked—an “effort to challenge the sci-
entific consensus” could easily include many climate science research 
studies, and enshrining a certain scientific viewpoint as an inviolable 
consensus is hardly the role of government (at least in a democracy). I 
can’t imagine Congress trying to do such a thing for any other important 
field of research, say COVID-19 therapies. And as a student of history, I 
found the bill uncomfortably reminiscent of a 1546 decree by the Coun-
cil of Trent that attempted to suppress challenges to Church doctrine.6 
Some human behaviors are timeless, even as we suppose modern times 
to be so enlightened.

I still believe that a Red Team review is an important tool that should be 
called upon to fix the assessment report process. But the way those assess-
ments are communicated through the media also needs to be improved. In 
February 2018, after the National Academies established a Climate Com-
munications Initiative,7 I organized thirty-four other Academies mem-
bers to author and send a letter urging that the initiative remain true to 
the Academies’ stated stance of informing rather than persuading and of 
avoiding advocacy. We also urged that the Academies adopt a set of princi-
ples that would help ensure their communications on climate were trans-
parent, complete, and unbiased.
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The Academies’ presidents, all of whom I know personally, responded 
in a polite email to me on February 21, 2018:

We thank you and the other signatories to this letter for taking the 
time to provide this thoughtful input. We agree that the new Climate 
Communications Initiative must avoid advocacy, adopt guidelines for 
CCI material, and establish a review mechanism. We will share your 
letter with the Advisory Committee members, so that it may inform 
their deliberations, and let them know that they may reach out to you 
or other signatories for clarification or further input as they under-
take their task.

I never heard from the Advisory Committee. But perhaps the public 
and decision makers would find better use for such principles, which can 
help them to approach climate “news” more critically. You might think 
it’s almost impossible for a non-expert to know what (or who) to believe 
when it comes to climate science. But even if you’re not willing or able 
to invest too much time in ferreting out the facts, it’s still pretty easy to 
watch for a few red flags that should trigger skepticism. Here’s what to 
look for:

Anyone referring to a scientist with the pejoratives “denier” or 
“alarmist” is engaging in politics or propaganda. And using the term 
“climate change” without distinguishing between natural and human 
causes signals a (perhaps deliberate) sloppiness in thinking. Many an arti-
cle that purports to be about how humans have broken the climate (or how 
we must reduce our emissions to “fix” it) is nevertheless filled with exam-
ples of climate trends that are not attributable to (or fixable by) humans.

Any appeal to the alleged “97 percent consensus” among scien-
tists is another red flag. The study that produced that number has been 
convincingly debunked.8 And in any event, nobody has ever specified 
exactly what those 97 percent of scientists are supposed to be agreed upon. 
That the climate is changing? Sure, count me in! That humans are influ-
encing the climate? Absolutely, I’m there! That we’re already seeing disas-
trous weather impacts and face an even more catastrophic future? Not at 
all obvious (for reasons I hope you understand, having read this far).
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Confusing weather and climate is another danger sign. One year’s 
bad weather does not make for a changing climate; climate is determined 
over decades. And a headline might say “Most active storm season in thirty 
years!” . .  . but if it happened before, when human influences were much 
weaker, natural variability must play a major role.

Omitting numbers is also a red flag. Hearing that “sea level is ris-
ing” sounds alarming, but much less so when you’re told it’s been going 
up at less than 30 cm (one foot) per century for the past 150 years. When 
numbers are included, omission of uncertainty estimates is another thing 
to watch out for in non-expert discussions of climate science, as has been 
recognized by at least one prominent journalist.9 

Yet another common tactic is quoting alarming quantities with-
out context. A headline that reads “Oceans are warming at the same rate 
as if five Hiroshima bombs were dropped in every second” does indeed 
sound scary, particularly as it invokes nuclear weapons.10 But if you read 
further into that article, you learn that ocean temperatures are rising at 
only 0.04ºC (0.07ºF) per decade. And a basic science refresher would tell 
you that the earth absorbs sunlight (and radiates an equal amount of heat 
energy) equivalent to two thousand Hiroshima bombs each second. It’s 
pretty easy to scare people in the service of persuasion if you don’t give 
any numerical context.

Non-expert discussions of climate science also often confuse the 
climate that has been (observations) with the climate that could be 
(model projections under various scenarios). Chapters 3 and 4 have 
shown just how uncertain climate projections are, so watch out for the story 
that got onto the front page because it predicts a coming apocalypse “based 
on models.” And wordings in press coverage such as “might be,” “could pos-
sibly be,” “as much as,” and “cannot be ruled out” are more signals of our 
ignorance than they are prophesies of doom. At the very least, worst and 
best cases should be presented, though as I’ve discussed, readers should be 
particularly wary of worst-case scenarios described as “business as usual.”

Anyone can (and should) read coverage of climate science with these 
red flags in mind. Checking on the consistency (or inconsistency) of 
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coverage among various mass media outlets can help put a climate news 
story in context. Broadcast media is poorly suited for this, as their stories 
are brief and tuned to sound bites. (Beware particularly of weather present-
ers who have morphed into “climate and weather presenters”—reporting 
on thirty-year changes does not exactly qualify as “breaking news.”) Print 
and online news media is better (with the exception of the headlines). 

If you have time, checking up on what you’ve read in the media by look-
ing at the primary research cited is a good next step. Summaries of original 
research papers are available from the journals in which they appear, and 
for a particularly important piece of research, the paper itself is sometimes 
available online without charge. There are also a few blogs that seriously 
and consistently cover recent climate science. On the consensus side, 
Real Climate (realclimate.org) is worth looking at, while Judith Curry’s 
site Climate Etc. (judithcurry.com) hosts serious discussions from a non- 
consensus point of view.

But there’s nothing like going directly to the data—which is, in the 
end, the arbiter of all science. Climate data is readily available online from 
the US government, for example, from the EPA (at www.epa.gov/climate 

- indicators) and NOAA (at www.noaa.gov/climate). So if you read a story 
about sea level rise, hurricanes, or average temperatures and want to dig 
a bit deeper, doing so requires only an internet connection and a sense of 
what questions might offer insight (hopefully something any reader of this 
book has by now).





PART II

THE RESPONSE
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Scientists aren’t fortune-tellers. There’s no crystal ball that tells us 
how to (or even whether we’ll need to) keep our planet safe from 
any given natural or human-caused climate problem that might 

arise. What we do have is our data, as imperfect as it is, and our ability to 
apply critical thinking and problem-solving skills to use that data to iden-
tify, or even anticipate, problems and come up with solutions.

Lots of people have lots of different ideas about what those solutions 
might be. You’ve probably heard at least a few. At one extreme, we could 
undertake a “moon shot” to completely eliminate human greenhouse gas 
emissions within the next several decades, as is advocated by many gov-
ernments, the UN, and virtually every NGO. At the other extreme, we 
could carry on with business as usual, taking the position that the climate 
is pretty insensitive to human influences and that we’ll be able to adapt to 
any changes that do occur.

There are many things we could do to reduce human influences on the 
climate (though they wouldn’t necessarily stop the climate from chang-
ing). That could discussion is mostly about science and technology, since 
we’d need to know how the climate would change absent human influences 
and whether what we did would make a significant beneficial difference.

The could question is very different from the question of “What should 
we do?” Any discussion of how the world should respond to a changing 
climate is best informed by scientific certainties and uncertainties. But it’s 
ultimately a discussion of values—one that weighs development, environ-
ment, and intergenerational and geographical equities in light of imper-
fect projections of future climates. And the could and should questions are 
different still from asking “What will we do?” Answering that involves 
assessing the realities of politics, economics, and technology development. 
Indeed, the simple truth is that there are many things the world could do 
and perhaps even should do—such as eliminating poverty—but which it 
will not do for various reasons. Importantly, making a judgment about will 
is not at all the same as stating an opinion about should.

I was asking myself those could, should, and will questions in 2004 
when I left my job as professor and provost at Caltech to become BP’s 
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chief scientist and begin a serious study of energy technologies “beyond 
petroleum.” I soon understood that I didn’t have anything enlightening 
to say about the should question—my value judgments in such complex 
matters were not especially better than anyone else’s, and I’m not a phi-
losopher or ethicist. But within a year or so, by framing the issues clearly 
for non- experts and setting forth the advantages and drawbacks of vari-
ous response strategies, I began contributing usefully to the could and will 
questions. That work came naturally to me, as it involved gathering, ana-
lyzing, and presenting data with scientific dispassion and was little differ-
ent from what I had been doing in government advising.

I have been working on the could question for the past fifteen years 
now, and laying out the big picture in innumerable public presentations. 
The various assessment reports from the UN’s IPCC urge that the world 
should (actually, must) reduce greenhouse gas emissions promptly to pre-
vent the worst impacts of human-caused climate change. And those same 
reports urge that “mitigation” of emissions (largely of energy-related car-
bon dioxide) should be accomplished by transitioning to “low-carbon” 
energy sources and agricultural practices and by using less energy and food 
(conservation). The general goal has become to get to “net zero carbon” by 
midcentury. While in principle there are no absolute barriers to such reduc-
tions, multiple scientific, technical, economic, and social factors combine to 
make it highly implausible that the world will make them. Fortunately, not 
only is it far from certain that a climate disaster is pending (as we’ve seen in 
the first section of this book), but we have other strategies for responding 
to changes in climate, in particular adaptation and geoengineering.

So here’s my high-level view of the context for society’s response:

• Keeping human influences on the climate below levels deemed 
prudent by the UN and many governments would require that 
global carbon dioxide emissions, which have been rising for 
decades, vanish sometime in the latter half of this century. 

• Emissions reductions would have to take place in the face of 
strongly growing energy demand driven by demographics and 
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development, the dominance of fossil fuels, and the current draw-
backs of low-emissions technologies. 

• These barriers, combined with the uncertainty and vague nature 
of future climate impacts, mean that the most likely societal 
response will be to adapt to a changing climate, and that adapta-
tion will very likely be effective. 

Let me take you through the data and analyses that support my view.
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THE CHIMERA OF 
CARBON-FREE

In October 2004, I was sitting in a large conference hall in Kyoto, Japan, 
as a participant in the first Science and Technology in Society Forum. 
Mr. Koji Omi, a former Japanese minister of science and technology, had 

convened this global gathering of scientists, technologists, business exec-
utives, policymakers, and media to discuss the roles that science and tech-
nology might play in addressing global problems; the changing climate was 
foremost among them. The STS forum has since become an annual event, 
which I’ve attended in most recent years; I’m also a director of its Ameri-
can Associates. Meetings like these are an excellent way to get a sense of 
what’s happening around the world at the intersection of science, technol-
ogy, and policy.

My jet-lagged thoughts drifted away from the plenary presentations to 
the problem of how to talk to non-experts about reducing carbon dioxide’s 
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influence on the climate. Virtually all of the policy discussions focused 
on mitigating emissions, but it’s the concentration of the gas in the atmo-
sphere that influences the climate. There seemed to be a widespread lack of 
understanding of how emissions impact that concentration. Unfortunately, 
as I discussed in Chapter 3, that simple bit of science greatly increases the 
challenge of reducing human influences.

The concentration of carbon dioxide in the atmosphere grows by 
roughly half of the amount emitted each year. If the current concentra-
tion is 415 ppm, emitting 37 billion tons of CO2 (as we currently do each 
year) will increase that concentration by about 2 ppm. But the concentra-
tion is the result of cumulative emissions, and as we saw earlier, the CO2 
we’ve added to the atmosphere doesn’t go away when we stop emitting it. 
Emissions accumulate in the atmosphere and remain there for centuries as 
they are slowly absorbed by plants and the oceans. Modest reductions in 
emissions will only delay, but not prevent, the rise in concentration. So just 
how plausible was it that global CO2 emissions could be reduced enough to 
stabilize, never mind reduce, human influences—whatever their impact—
within the coming decades? I returned to London from Kyoto determined 
to find out, and to present my findings simply for others.

About a year later, I understood the science and the societal challenges 
well enough to see that a straightforward synthesis of a handful of basic 
facts led directly to the conclusion that even stabilizing human influences 
was so difficult as to be essentially impossible. Saying that directly and 
publicly while I was working for BP (and later the Obama Department of 
Energy) would probably have gotten me fired. But I was able to reconcile 
my organizational responsibilities with my scientific integrity by simply 
organizing and presenting the data and letting others follow the arrows 
for themselves.

I finally published the essence of my 2005 analysis as a New York Times 
Op-Ed1 in November 2015, about a month before the Paris meeting where 
the world’s countries were to pledge to reduce their emissions through 
2030. The main points are quite simple:
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• According to the IPCC, just stabilizing human influences on the 
climate would require global annual per capita emissions of CO2 
to fall to less than one ton by 2075, a level comparable to today’s 
emissions from such countries as Haiti, Yemen, and Malawi. For 
comparison, 2015 annual per capita emissions from the United 
States, Europe, and China were, respectively, about 17, 7, and 
6 tons.

• Energy demand increases strongly and universally with rising 
economic activity and quality of life; global demand is expected 
to grow by about 50 percent through midcentury as most of the 
world’s people improve their lot.

• Fossil fuels supply 80 percent of the world’s energy today and 
remain the most reliable and convenient means of meeting grow-
ing energy demand.

• The energy-supply infrastructure of electric generating plants, 
transmission lines, refineries, and pipelines changes slowly for 
unavoidable structural reasons.

• Developed countries would certainly have to reduce their emis-
sions, but even if those were to halve, and per capita emissions of 
the developing world grew only to those of today’s lower-emitting 
developed countries, annual global emissions would still increase 
by midcentury.

• The tension between emissions reductions and economic devel-
opment is complicated by uncertainties in how the climate will 
change under human and natural influences and how those 
changes will affect natural and human systems.

All else being equal, it might be a good thing to eliminate, or even just 
reduce, CO2 emissions. But all else isn’t equal, so decisions must balance 
the cost and efficacy of mitigation measures against the certainties and 
uncertainties in climate science. And where your interests come out in that 
balancing act will depend in part upon what country you’re in, how wealthy 
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you are, and how much you care about (or whether you’re a member of) the 
forty percent of humanity that doesn’t have access to adequate energy.

I had been out of the government for four years in December 2015 when 
politicians and activists from 194 countries came together in Paris and 
agreed to limit human influences on the climate sufficiently to keep the 
global temperature from rising more than 2ºC (3.6ºF). A fact sheet released 
by the Obama White House shortly after that 21st Conference of Parties 
(COP21) stated:

The Agreement sets a goal of keeping warming well below 2 degrees 
Celsius and for the first time agrees to pursue efforts to limit the 
increase in temperatures to 1.5 degrees Celsius. It also acknowledges 
that in order to meet that target, countries should aim to peak green-
house gas emissions as soon as possible.2

Take a moment to read that again, carefully. When you do, you’ll prob-
ably realize that there are a few unstated assumptions.

One is that there’s an agreed-upon temperature baseline from which 
to measure warming, and that it’s defined within 0.5ºC—otherwise, we 
couldn’t distinguish between 1.5ºC and 2.0ºC of warming. As you can see 
by looking back at Figure 1.1, if the baseline were the temperature in 1910, 
the world has already warmed by about 1.3ºC, whereas if the baseline were 
the average from 1951 to 1980 (the zero line of that graph), the warming 
today would be 0.9ºC, or 0.4ºC smaller. Adopting a reference further back 
in time, say during the Little Ice Age around 1650, would mean even more 
apparent warming has already occurred (even as the world has prospered). 
Or perhaps we should choose a baseline from the Medieval Warm Period 
around 1000 ad, which would mean the warming to date would be only 
about 0.4ºC (see Figure 1.8). In fact, the temperature from which we’re 
supposed to judge future warming is ambiguous, with the IPCC reports 
usually measuring relative to the latter half of the nineteenth century 
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and the Paris Agreement advocating a baseline of “preindustrial” values.3 
Without clarity on this point, future politicians and policymakers could 
declare either victory or failure, as might be convenient at the time.

Another assumption in the statement is that greenhouse gas emissions 
alone determine warming, and that we know how the climate will respond 
to them to within 25 percent (the precision required for our projections to 
distinguish the difference between warming of 1.5ºC and 2ºC). In fact, as 
discussed in Chapter 4, the climate’s response to greenhouse gases is so 
uncertain that if we thought our emissions had been reduced enough to 
keep us “safe” at a warming of 2ºC, the actual temperature might rise any-
where between 1ºC and 3ºC. And the newest generation of models is even 
more uncertain, as we’ve also seen in Chapter 4.

A third assumption is that warming of 1.5ºC or 2.0ºC will be net det-
rimental. In fact, many analyses suggest that a warming of less than 2ºC 
is likely to have a small net positive economic impact, thanks to improved 
agricultural conditions and reduced heating costs in the temperate north-
ern latitudes.4 And, as we’ve seen in Chapter 9, warming of 2 to 5°C (3.6–
9°F) is projected to have little net economic impact over time.

The Yale economist William Nordhaus first articulated the notion of 
a “guardrail” of about 2ºC warming in the 1970s, work for which he would 
later be awarded the Nobel Prize in Economics.5 But it is Hans Joachim 
Schellnhuber, a physicist turned climate scientist, who is known as “the 
father of the 2 degrees limit” for his unceasing promotion of that idea, 
especially across Europe.6 Some dozen years before 1.5ºC became fash-
ionable, I had a chat with Schellnhuber during which I asked him, “Why 
2ºC and not 1.5 or 2.5 or whatever?” His response was something like “2ºC 
is about right, and it’s an easy number for politicians to remember.” Evi-
dently, politicians’ memories have improved during the last decade.

Each of the assumptions in the Obama White House statement is dubi-
ous, if not just plain wrong, at least according to the science presented in 
the assessment reports and discussed in Part I of this book. But even if 
they’re all correct, there is still the bottom-line assumption that the world 
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could reduce emissions enough to keep the warming below 2ºC. Unfortu-
nately, scientific, technological, and societal realities make that the shaki-
est assumption of the lot.

In fact, according to the UN’s IPCC, if the goal is to limit warming to 
2ºC, global carbon dioxide emissions must vanish by 2075; if the goal is a 
rise of no more than 1.5ºC, this date becomes 2050, just thirty years from 
now.7 In other words, to achieve the stated Paris goals, the world must 
almost completely forswear fossil fuels within the next thirty to fifty years. 
(Carbon capture schemes that remove carbon dioxide from the atmosphere 
can create negative emissions, so fossil fuel use wouldn’t have to vanish 
entirely. I’ll discuss those schemes and their feasibility in Chapter 14.)

But how realistic is it to believe that net global emissions can be elimi-
nated within thirty to fifty years? Fossil fuels aren’t burned “just because.” 
They provide the energy that’s essential to developed and developing soci-
eties. And the world will need much more energy in the coming decades, 
in part because of demographics. Today’s global population of just under 
eight billion will grow to over nine billion by midcentury, with virtually all 
of that growth occurring outside the developed world.8

That last detail is important, because the economic betterment of 
most of humanity in the coming decades will drive energy demand even 
more strongly than population growth. Figure 12.1 shows the trajectories 
of annual per capita energy consumption for the four decades between 
1980 and 2017 plotted against annual per capita GDP for some representa-
tive developed and developing countries and for the world as a whole.

People in every developing country (including China, India, Mexico, 
and Brazil) consume more energy as their economies grow—they build 
infrastructure, ramp up industrial activities, demand more food, electric-
ity, transportation, and so on. People in developed countries show a high 
but slow-growing energy demand, with differences among them depending 
upon the nature of their economic activity, their infrastructure, and their 
climate (because of heating and cooling needs). Large energy- producing 
countries like Canada, the US, and Australia show relatively outsized 
energy demand. Perhaps the most salient point to be gleaned here is that 
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there are only about 1.3 billion people in the developed countries of the 
Organization for Economic Cooperation and Development (OECD) that 
make up the upper portion of this chart, with some 6.5 billion people in the 
lower portion, increasing their energy use as they become better off.

Combined, the drivers of population and development are expected 
to grow energy demand by about 50 percent through 2050. Figure 12.2 
shows projections by the US government’s Energy Information Agency. 
The upper panel shows that growth will be strongest in Asia, with smaller 
and slower growth in the rest of the world. The lower panel shows that 
fossil fuels provide about 80 percent of the world’s energy today (as they 
have for many prior decades), and that this dominance is projected to per-
sist through midcentury under today’s policies, although a strong growth 
in renewable sources like wind and solar will decrease the share of the 
world’s energy provided by fossil fuels to about 70 percent.

Figure 12.1 Annual energy use per capita vs. GDP per capita 
for select countries and the world from 1980 to 2017. Energy use 
is measured in gigajoules (Gj) while GDP is measured in constant 

2017 US dollars, adjusted for purchasing power parity (PPP).9

PER CAPITA ENERGY VS. GDP (1980–2017)
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Figure 12.2 Projections to 2050 of energy consumption by 
global region (upper panel). Projections to 2050 of global energy 

sources (lower panel). Energy is measured in quads (quadrillion BTUs, 
or about 1018 joules); the US uses about 100 quads each year. Values for 

2010 are historical and 2020 values are projections pre-COVID.10

GLOBAL PRIMARY ENERGY 
CONSUMPTION (2010–2050)

GLOBAL PRIMARY ENERGY SOURCES (2010–2050)



 THE CHIMERA OF CARBON-FREE 219

Remember, because of carbon dioxide’s long lifetime in the atmo-
sphere, it’s cumulative CO2 emissions (the total amount emitted over time) 
that determine the concentration, and hence human influences on the cli-
mate. Figure 12.3 shows those cumulative emissions; the challenge is to 
flatten this steeply rising curve in the face of growing energy demand. You 
can also see that cumulative emissions to date have been dominated by 
today’s developed countries.

Because there are five times as many people “developing” as there are 
“developed,” the total emissions from the developed and developing worlds 
are now just about equal. But the very different growth rates of these two 
worlds have some sobering implications. First, over the course of this cen-
tury, cumulative emissions (that is, the total amount emitted) from the 
developing world will be larger than those from the developed world. And 

Figure 12.3 Cumulative emissions of carbon dioxide by region 
from 1900 through 2018. ROW is the Rest of the World beyond the regions 
listed. Emissions from fossil fuel use and cement production are included, 

but the much smaller emissions from land use changes are not.11

CUMULATIVE CO2 EMISSIONS BY 
REGION (1900–2018)



220 UNSETTLED

under current trends, every 10 percent reduction that the developed world 
makes in its emissions (a reduction it has barely managed in fifteen years) 
will offset less than four years of growth in the developing world. Finally, 
to give you a sense of the growth in emissions expected as the develop-
ing world improves itself: if nothing changed except that India’s per capita 
emissions grew to be equal to those today of, say, Japan—one of the lowest 
emitting of the developed countries—global emissions would increase by 
more than 25 percent. These fundamental trends of demography and devel-
opment show that eliminating global energy-related CO2 emissions within 
some fifty years would require an enormous transformation of the world’s 
energy system.

The world’s governments expect to begin that transformation to a “net 
zero” world through the Paris Agreement. Developed countries pledged to 
cut their emissions by individually determined amounts (Intended Nation-
ally Determined Contributions, or INDCs) by 2020, 2025, and finally 2030, 
while the developing countries pledged to make best efforts to moderate 
growth in their emissions and expand renewable energy sources such as 
wind and solar.

Progress under the agreement is being reviewed every five years 
(beginning in 2020), with each country self-reporting its accomplishments. 
The phrase “self-reporting” likely raised your eyebrows on its own, but the 
agreement also has no enforcement mechanism and is  nonbinding—as the 
Trump administration demonstrated in November 2020, when it withdrew 
the US, and the Biden Administration demonstrated again by initiating the 
process to rejoin as one of its first official acts in January 2020. Beyond 
their pledges of emissions reductions, the developed countries are also 
expected to contribute to the Green Climate Fund to help the developing 
countries moderate their own emissions through investments in carbon- 
lite energy projects. The fund’s stated goal had been to grow to $100B per 
year by 2020, but governments had pledged a total of only $10.3B as of late 
2019. A further $10B in pledges was secured by the end of 2020.
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Although some view the Paris Agreement as a crucial step toward 
mobilizing national and international action to mitigate global emissions, 
it will hardly do anything directly to reduce human influences on the cli-
mate given the 100 percent reduction needed to stabilize the carbon diox-
ide concentration. The aggregate impact of the reductions pledged by all 
nations would reduce global emissions by less than 10 percent in 2030. 
These efforts are quite feeble compared to a requirement of zero emissions 
by 2075, let alone by 2050.

This was clear even in 2015, when the agreement was signed.12 It is even 
more apparent now, as can be seen in Figure 12.4. The modest reductions 

Figure 12.4 Global annual greenhouse gas emissions from 2000 
to 2030. The historical record and IPCC AR5 projections from 2015 are 

shown, as are projections under both current policies and assuming 
all Paris targets and pledges are met. Future emissions paths thought 
to be compatible with global temperature increases of 1.5ºC and 2ºC 

are also shown. The vertical bars show the uncertainties in projections 
at 2030. Disruptions due to COVID-19 are evident in 2020.13, 14

PARIS AGREEMENT AND GLOBAL EMISSIONS
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in 2030 emissions that would be achieved if all Paris pledges were met in 
2030 are a long way from what would be needed to see emissions vanish.

Developments since 2015 have only strengthened the sense that the 
Paris Agreement is unlikely to even slow the growth of human influences 
on the climate, let alone reduce them. Here’s the glum assessment of the 
UN’s Emissions Gap Report of 2019, issued just before the Paris signato-
ries convened that December at the COP25 conference in Madrid to review 
their progress:

The summary findings are bleak. Countries collectively failed to stop 
the growth in global GHG emissions, meaning that deeper and faster 
cuts are now required . . . it is evident that incremental changes will not 
be enough and there is a need for rapid and transformational action.15

Figure 12.5 from the report shows the recent history of emissions from 
the top signatories of the Paris agreement.

Although the G20 countries (currently those with per capita GDP 
greater than or equal to Mexico’s) are on track to meet their 2020 pledges, 

Figure 12.5 Annual carbon dioxide gas emissions from 
selected countries and international transport, 1990–2018.

ANNUAL CO2 EMISSIONS (1990–2018)
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they are projected to fall short in aggregate in 2030. In particular, as of the 
end of 2019 the US was on track to achieve its pledge of a 17 percent reduc-
tion in 2020 (relative to 2005), but will miss its 2030 goal without further 
policy changes. Japan was on track to meet its pledge of a 15 percent reduc-
tion by 2030, but it’s building more coal-fired power plants following the 
Fukushima nuclear power disaster. The EU, which accounts for less than 
10 percent of today’s emissions, has pledged a 40 percent reduction by 2030 
and has legislated a 100 percent net reduction (!) by 2050. In contrast, 
almost all high-emitting developing economies are expected to increase 
emissions significantly by 2030—China and India are building coal-fired 
power stations that will double and triple their emissions, respectively, 
while Russia (the world’s fourth largest emitter) also proposes investments 
that will increase its emissions substantially.

In our globalized world, emissions restraints would have to be in 
place everywhere to be effective, or else carbon-intensive activities like 
heavy manufacturing will simply shift to regions without restraints. And 
we have yet to see serious international consideration of the emissions 
“embodied” when a low-emitting country imports goods manufactured in 
a high- emitting country. The EU has proposed a carbon-based border tax 
to level the emissions playing field for all countries and keep their indus-
tries competitive.16 But even if all of the member countries agree to that 
in principle, I’d guess that establishing the details of implementation will 
lead to prolonged and contentious—and ultimately failed—negotiations.

The fact that any effective policy must cover all of the major emitting 
nations around the globe is the nub of the challenge in reducing human 
influences. The prosperous countries have the resources to reduce their 
emissions while maintaining their prosperity, and many have started on 
that path. There are uncertainties about how far they can or will go, in 
part because there will be costs and disruption in creating a minimally 
emitting society. Yet, the developing world has a host of far more immedi-
ate and pressing problems facing it (including adequate energy, transpor-
tation, housing, public health issues like clean water and sanitation, and 
education—not to mention recovery from COVID-19). The importance 
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and urgency of these problems make emissions reductions a lower prior-
ity and, in fact, solving many of them would actually increase emissions. 
Unless emissions-lite technologies are developed to the point where they 
are essentially no more costly than emitting technologies, or efforts like 
the Green Climate Fund become much more substantial, it’s natural to ask 
“Who will pay the developing world not to emit?” I have been posing that 
simple question to many people for more than fifteen years and have yet to 
hear a convincing answer.

An optimist would say that mitigation efforts must start somewhere, 
and that by raising awareness of the problem, reviewing country-by- 
country emissions every five years, and securing pledges of reductions, 
however insufficient, the Paris Agreement is the first step on a long and 
challenging journey. But considering the voluntary nature of even these 
modest steps and the record so far, there is ample reason to doubt that the 
Paris 2030 goal can be achieved. A similarly realistic view of the longer 
term is that the world is very unlikely to zero out its net emissions by 2075, 
let alone by 2050, and so society will largely respond by adapting. I’m in 
that latter camp, and I have more than a few informed camp mates.
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COULD THE US CATCH 
THE CHIMERA?

I once asked a well-to-do audience in the US if they really understood 
what it would mean to eliminate their “carbon footprint” next year. 
That is, to zero out the emissions associated with their personal behav-

iors. Air travel, large homes (and surely second homes), and meat would 
all be verboten. There wasn’t much enthusiasm for any of that, although 
some were interested in “meatless meat.” More than a few thought that 
vague, unspecified “technology” and “policies” could let their children and 
grandchildren have a “carbon-neutral” existence without too much pain.

That kind of transformation in energy use would have to happen in 
every country around the globe, even as most of the world’s people need 
more energy to have even the minimal quality of life we take for granted in 
the developed world. Countries vary greatly—in their degree of develop-
ment, the nature of their economy, their endowment of energy resources, 
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their climate, and their existing energy system. It’s hard to generalize 
about paths to zero-emissions futures other than to say that technology, 
economics, policy, and behavior would all have to play a role. What might 
work for Switzerland will not work for Sri Lanka. But let’s focus on just one 
country, and explore what it would take for the United States to get to zero 
greenhouse gas emissions.

The obvious place to start is by looking at which activities in the US 
are emitting greenhouse gases now. Figure 13.1 shows that transportation, 
electricity generation, and industrial activities account for the great major-
ity of emissions and, importantly, neither the major sources of emissions 
nor their amounts have changed all that much over the past thirty years. 
While the top three sectors are huge challenges in their own right, the fig-
ure also shows that to “get to zero,” agriculture, residential, and commer-
cial emissions would also have to be dealt with, either by direct reductions 
or by offsetting activities like growing more trees that remove CO2 directly 
from the atmosphere.

Figure 13.1 US greenhouse gas emissions by economic sector, 1990–2018.1

ANNUAL US GREENHOUSE GAS 
EMISSIONS (1990–2018)
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Still, the fact that the total in 2018 was about what it was in 1990 could 
be construed as progress toward reducing emissions, given that the coun-
try’s population grew 31 percent during that time and its real GDP dou-
bled. Total US energy-related emissions fell 16 percent from their peak in 
2005, mostly because of changes in electricity generation led by natural 
gas replacing coal. The off-shoring of energy-intensive manufacturing also 
played a role, though it bears noting that this simply shifts emissions to 
other countries. In the end, the problem with this “progress” is that the 
average reduction of 1 percent a year from 2005 is pretty meaningless both 
because of the scientific realities of how concentration relates to emissions 
and because the reductions that matter are global—while US emissions 
declined in the period after 2005, global emissions still increased by about 
one-third (visible back in Figure 3.2).

The economic slowdown caused by the COVID-19 pandemic demon-
strates just how challenging it will be to reduce emissions rapidly. Global 
CO2 emissions during the first half of 2020 were down only 8.8 percent com-
pared to the same period in 2019, with 40 percent of that reduction coming 
from surface transport and 22 percent from the electricity sector. And emis-
sions rebounded promptly in many countries as restrictions eased.2

Enduring structural changes in the energy system take decades. 
Figure 13.2 shows that energy demand grew strongly as the US devel-
oped after 1950, and that demand was met by growth in fossil fuels (oil, 
coal, and natural gas). Nuclear power, introduced in the 1970s, added 
to the supply but didn’t displace any of the other sources. But in the 
most recent decades, as demand growth has slowed, coal used to gen-
erate electricity has been displaced by the inexpensive natural gas pro-
duced by fracking and, to a lesser extent, by the growth of renewables 
(wind and solar). Even as new sources of energy have come online, older 
sources have not disappeared. For instance, you may be surprised to 
hear that the amount of energy provided by wood (by far the leading 
energy source for most of the nineteenth century) is today the same as 
it was at the time of the Civil War, though other sources of energy have 
grown enormously since then.
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Energy systems change slowly for good reasons.4 An important one is 
that delivery of energy must be highly reliable—when fuel supplies are dis-
rupted or there’s an electrical blackout, society comes to a halt and chaos 
ensues. Indeed, the expectation in the US is that the regional electrical 
grids (not the more fragile local systems that distribute power to users) 
shouldn’t be disrupted more than one day over a decade. That kind of high 
reliability comes only after decades of developing and optimizing hard-
ware and operating procedures. Given that, it’s natural (indeed, essential) 
to take a very conservative approach to making changes, including intro-
ducing new technologies.

Another factor hindering change is that energy supply facilities such 
as power plants or refineries require large up-front investments and last 
for decades (over which those investments are gradually paid off). They 
must also be compatible with other parts of the infrastructure—for exam-
ple, fuels, fueling infrastructure, and vehicles must all work together. 

Figure 13.2 Sources of US energy since 1950. Annual 
energy use is measured in quads (one quad is about 1018, or a billion 

billion, joules). Renewables include wind and solar power.3

SOURCES OF US ENERGY (1950–2019)
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Moreover, those energy facilities—which in the US are virtually all pri-
vate sector entities—supply commodities. The electrons in a grid are the 
same whether they come from a wind turbine, a nuclear power plant, or a 
coal-fired power plant. In the same way, fuel molecules for transportation 
have to be standardized within a class (although configured to satisfy dif-
ferent regional air quality regulations). So for those who build and operate 
the energy supply system, cost and reliability are the main considerations 
after meeting safety and regulatory requirements. Energy-use systems can 
evolve somewhat more quickly than those for energy supply, although cars 
in the US remain on the road for as many as fifteen years and buildings are 
refreshed only after many decades.

Energy systems also change slowly because energy is important to 
everyone—and to everything we do. The energy infrastructure that 
enables heat, light, mobility, and much else in a developed society is evi-
dent everywhere, from power lines to filling stations to the outlet into 
which you plug your refrigerator. It’s so ubiquitous that we hardly give it 
a thought as we go about our daily lives. Yet that very ubiquity not only 
creates the reliability requirement discussed above, it also generates direct 
interests from many different players: industry, consumers, governments, 
and NGOs. Those interests are often not aligned, which makes changes 
difficult to agree upon in principle, much less in the details. For example, 
there are often yearslong disputes over the routing of pipelines or the sit-
ing of power plants.

Thus, while it is often invoked as an example, a “Manhattan Project” 
isn’t a very apt or useful way of thinking about energy change. The real 
Manhattan Project in the early 1940s produced a few specific atomic “gad-
gets” for a single customer (the US military); it did not aspire to transform 
a large system already embedded throughout society. It also didn’t have to 
compete with an existing capability, while we already have perfectly ser-
viceable ways of providing electricity and fuels. The Manhattan Project 
was carried out in secret, so public opinion and acceptance wasn’t an issue 
(although it turned out that spies let the Soviet Union in on the secret). And 
finally, it had an almost unconstrained budget (it was a national wartime 
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priority), while those aiming to produce alternatives to our current energy 
system have to worry not only about their costs, but also about consumer 
energy prices. These same categories of difference (except for secrecy) also 
apply to the commonly invoked “moon shot” analogy to the US space pro-
gram of the 1960s.5 So the phrase “energy revolution” is self-contradictory. 
Rather, bringing about energy change at scale—that is, reducing emissions 
enough to make a difference—would be a process of slow transition, more 
like orthodontia than tooth extraction.

For greenhouse gas emissions to decrease enough (and at a sufficiently 
rapid pace) to stabilize human influences on the climate in the foresee-
able future, there would have to be dramatic changes in policies—the rules 
under which the energy system is created and operated. One possibility 
is outright regulation: Coal-fired power plants shall cease operation within a 
decade or New gasoline-powered cars cannot be sold after 2035. Alternatively, 
the government could induce lower emissions by imposing a financial pen-
alty for every ton of greenhouse gas emitted into the atmosphere. Such a 
“carbon price” could be created by a tax or by a market in emissions rights, 
in which emitters could buy and sell government-issued permits giving 
them the right to emit CO2. Whatever the mechanism, it’s clear that even 
an accelerated energy transformation in the US would take decades.

To be effective, greenhouse gas policies (aka “climate policies”) must 
have a number of features:

Consistency: The political timescale is a few years, the business 
timescale is a quarter, and the news cycle is a day—or hours. But CO2 per-
sists in the atmosphere for centuries, and the energy infrastructure lasts 
for decades; emissions policies would have to be consistent over decades 
as well. For someone to invest an extra billion dollars in an emissions-lite 
power plant lasting fifty years, they will need a reasonable expectation 
that those emissions reductions would still be valued decades later. (That’s 
more than a few Congresses and presidential terms!)
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The US (like almost all countries) is not well equipped to handle the 
long timescales inherent in reducing greenhouse gas emissions. Thus, we 
see politicians outbidding one another by proposing ever greater reduc-
tions thirty years in the future through programs that won’t even begin 
until after they’ve left office. The haggling over emissions reductions that 
we’ve seen among EU countries and between EU industries and the gov-
ernments suggests that implementing those programs won’t be simple. 
Emissions policies would have to be sheltered from the political winds, 
much as the US attempts to isolate its monetary policy and interest rates 
by delegating decisions to the Federal Reserve.

James Madison understood the importance of predictable policies 
when he wrote Federalist Paper No. 62 more than two hundred years ago.6 
Madison was explaining why the US government needed a Senate that was 
more deliberate and stable than the House of Representatives; the follow-
ing reason, among the more than a half dozen he listed, is highly relevant 
to the challenge of energy policy today:

In another point of view, great injury results from an unstable gov-
ernment. The want of confidence in the public councils damps every 
useful undertaking, the success and profit of which may depend on a 
continuance of existing arrangements. What prudent merchant will 
hazard his fortunes in any new branch of commerce when he knows 
not but that his plans may be rendered unlawful before they can 
be executed? What farmer or manufacturer will lay himself out for 
the encouragement given to any particular cultivation or establish-
ment, when he can have no assurance that his preparatory labors and 
advances will not render him a victim to an inconstant government?

Significance: Greenhouse gas emissions would have to be reduced sig-
nificantly to even begin stabilizing human influences on the climate; the 
usual societal response of implementing a partial solution to a problem 
and declaring victory might buy us a delay, but not a reprieve. That means 
something or somebody would to have to change significantly—and that 
means political pushback.
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As you can see from Figure 13.1, the three major sectors (electric-
ity, transportation, and industry) all produce comparable emissions. But 
they’d be affected very differently by an economy-wide carbon price. For 
example, coal fueled about one-quarter of US electricity in 2019, and each 
metric ton of that coal was sold for about $39.7 A carbon price of $40 for 
each ton of CO2 emitted would effectively double that cost to power plant 
operators and so be a strong inducement for them to forswear coal. In con-
trast, that same carbon price would increase the effective price of crude 
oil by only about 40 percent above $60 per barrel. And if that cost were 
passed through to the pump, gasoline would increase by only some $0.35 
per gallon. Since that’s small compared to how much pump prices have 
varied historically, consumers wouldn’t have much incentive to move away 
from gasoline. So reductions in emissions from power (and, as it turns out, 
heat) are much easier to encourage than reductions from transportation, 
fundamentally because oil packs a lot more energy per carbon atom than 
does coal.

Focus: Emissions-reduction policies would be most effective if they 
were focused—on reducing emissions. However, given the political need 
to secure broad support, it’s inevitable that emissions policies get diluted 
by other, quite distinct issues, such as trade protectionism, energy secu-
rity, or the promotion of particular technologies. For example, the US 
imposes tariffs8 that significantly increase the cost of solar panels, while 
the EU has imposed9 substantial import duties on energy-efficient light 
bulbs. And many state-level standards for electricity generation require a 
certain percentage to be renewable, rather than simply low-carbon. That 
disfavors nuclear power, one of the most significant emissions-lite tech-
nologies. When actions to reduce emissions are weakened by conflating 
them with other goals, it belies claims that we’re facing an imminent 
existential threat.

Systems thinking: Energy is produced and delivered by systems, and 
so focusing efforts on changing just one piece of the puzzle might be not 
just ineffective, but even counterproductive. Having a high fraction of 
electricity generation that depends upon rapidly changing weather (wind 
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turbines and solar panels) will threaten the grid’s reliability unless there’s 
reliable backup that can be called upon at short notice. Similarly, vehicles 
are useful only if there’s a system to produce and deliver their fuel.

In 2011, I led the Department of Energy’s Quadrennial Technology 
Review to develop strategies for government support of emerging clean 
energy technologies. In one town hall meeting, I faced advocates for four 
different vehicle technologies—internal combustion engines powered 
by biofuels, compressed natural gas, hydrogen-powered fuel cells, and 
battery- powered plug-ins. Each of them believed that their technology was 
the optimal vision for the future, and that all the government had to do 
was support the development of the appropriate fueling infrastructure. 
When I reminded them that the country could probably deploy no more 
than two new fueling technologies at scale, a squabble ensued. There are 
several reasons I believe that electricity will fuel the passenger vehicles of 
the future, but one of them is that the existing electrical grid is a good start 
on the fueling infrastructure. If a widespread transition to plug-in electric 
cars does come about, systems thinking will be even more important as 
the electrical and transportation systems would have to work together to 
accommodate charging millions of vehicles.

Technical practicality: Many policymakers believe that we only need 
to get the regulations and economic incentives right to see new technolo-
gies developed and deployed. But scientists and engineers know that there 
are powerful physical constraints that any technology must respect. For 
example, no policy can circumvent the fundamental limits on energy effi-
ciency imposed by the Second Law of Thermodynamics—we cannot “cre-
ate” energy, only convert it from one form to another, and that process of 
conversion will always “cost” some amount of energy itself.

To be effective, policies need to be informed by technical knowledge. 
It is possible to make plausible judgments about how rapidly technologies 
will (or will not) evolve over a decade or so. We must assess technologies 
against their ability to scale, their economics, and their potential to be 
improved. The deployment of ineffective “feel good” technologies is triply 
bad—aside from the obvious problem of being ineffective, it also lessens 
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urgency by creating the illusion of doing something; perhaps worst of all, 
it diverts potential resources from more urgent needs. An apt example 
involves our old friend cooking oil: used vegetable oil can be processed into 
“carbon neutral” biodiesel. While that might solve the problem of what to 
do with the spent oil, we can’t fry enough potatoes to make a significant 
difference in emissions. Processing all of the two hundred million metric 
tons of vegetable oil the world uses each year would satisfy just one day of 
global diesel demand. It’s true that “there are no silver bullets,” but some 
bullets have a bigger caliber than others.

Government has an important role to play in supporting both basic 
research and research into technologies that aren’t yet ready for the 
marketplace—things like advanced solar, fission, fusion, and the next 
generation of biofuels. But it’s also important that its policies promote 
the development and deployment of a technology at the right time: in 
other words, when the technology will be effective, not simply when the 
government wants it to be. There have been many examples around the 
world of premature deployment of technologies leading to little impact 
at huge expense. A good one is the “hydrogen highway” that Califor-
nia inaugurated in 2004. After sixteen years, just over seven thousand 
of California’s thirty- five million vehicles run on hydrogen. The cost 
of hydrogen- powered cars (today more than double that of gasoline- 
powered cars) has hindered wider adoption, as has a lack of hydrogen 
filling stations—there are only forty-four in California today, mainly in 
cities.10 And perhaps most importantly, hydrogen is currently produced 
from natural gas, releasing carbon dioxide, and will be for at least the 
next few decades. So much for “zero emissions.”

Promotion of conservation rather than efficiency: One often hears 
that we can reduce emissions by using energy more efficiently. It is a bad 
thing to waste energy. But efficiency is about how well we use energy, not 
about how much we use—that is conservation. And for the purposes of 
reducing emissions, conservation is what matters. Economists have known 
for 150 years about “rebound”—that is, that efficiency improvements often 
lead to less conservation than might be expected. For example, you might 
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keep your lights on more if you know they’re using less electricity. Or you 
might tend to drive an energy-efficient car more than a gas-guzzler. In my 
opinion, the only sure ways to promote conservation are through regula-
tion or price increases. Either of those is a difficult act for a government 
to pull off. 

What would the US energy system look like under an effective greenhouse 
gas policy? The answer would emerge from a complex interaction among 
technology development, economics, policy, and behavior. There are cer-
tainly ways to change how we produce and use energy that would signifi-
cantly reduce US greenhouse gas emissions.11 In fact, the country could 
have any sort of energy system it wants, as long as it doesn’t violate the 
laws of physics. But because of the central role that energy plays in society, 
creating an emissions-free energy system will be broadly  disruptive—both 
economically and behaviorally. The question is whether the country will 
choose to invest the financial and political capital needed to bring that 
transformation about. Given the barriers I’ve discussed, and the other 
more tangible and immediate demands on the nation’s attention and 
resources, I think that’s unlikely to happen anytime soon.

Even if such a transformation did come to pass, it would make very 
little direct difference, if any, to the climate: the US accounts for only some 
13 percent of global greenhouse gas. Of course, there is the argument that 
the rest of the world would follow our lead. But how likely are they to do 
so when their energy needs are so pressing and the benefits of reductions 
so murky?
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PLANS B

As the daunting challenges of effectively mitigating greenhouse 
gas emissions became clear to me, I grew interested in other, 
perhaps more feasible, strategies for responding to a changing 

climate. One such strategy was geoengineering—if humans were uninten-
tionally exerting a net warming influence on the climate through green-
house gas and aerosol emissions, could we do something intentional to 
counteract that influence? More colloquially, could we usefully “hack the 
planet”? The other strategy was simply to adapt to the changing climate, 
both by planning for future probabilities and responding to changes in the 
present. Together, geoengineering and adaptation constitute the “Plans B.”

Most of those convinced the climate is in crisis avoid discussions of 
these strategies. Yet in the unlikely (in my opinion) event that human 
influences push the climate over some “tipping point,” with deleterious 
changes happening very rapidly (see several bad Hollywood movies for 
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dramatizations of such), the world would have no recourse other than to 
try to adapt—and to geoengineer. It’s therefore important to know what 
options there are, and to understand their respective benefits, downsides, 
costs, unintended side effects, and so on. In fact, it’s irresponsible for any-
one who believes that there’s an impending “climate catastrophe” not to 
support such research, especially since, as we’ve just seen, current mit-
igation efforts are highly unlikely to be successful at restraining human 
influences. We understand the importance of contingency planning in 
other areas of our lives—it’s why we buy insurance, why we don’t counsel 
students to apply to only one college, and so on. When it comes to climate, 
regarding the exploration of Plans B as “betraying” our efforts toward Plan 
A is dangerously wrongheaded.

The notion of geoengineering has a long history that began with weather 
modification.1 The prospect of controlling weather has always been an 
enticing one, and as humanity learned more about how weather worked, 
appeals to physical processes supplanted appeals to deities. In the 1830s, 
James Pollard Espy, the US government’s first official meteorologist—who 
was known as “The Storm King”—proposed inducing rain by setting “great 
fires” in the Appalachian forests to create clouds.2 Needless to say, neither 
Congress nor the public had much enthusiasm for that idea. 

Cloud-seeding experiments in the 1930s and 1940s were more serious 
and informed efforts to modify the weather. And in 1974, the Soviet clima-
tologist Mikhail Budyko proposed that if warming ever became a pressing 
problem, a haze in the stratosphere could be created to cool the planet, as 
happens naturally after major volcanic eruptions. So when I began look-
ing into geoengineering in the mid-2000s, I was hardly the first or the 
only scientist to think this was a strategy worth exploring, even if only to 
understand what the downsides might be.

But I soon discovered that any mention of geoengineering to govern-
ments or NGOs was met with tight-lipped silence, if not actual hostility. 
The focus was on reducing emissions, and any distraction from that goal, 
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especially one that could allow the world to continue to use fossil fuels, 
was not to be contemplated.

But scientists are trained to explore all possible solutions to a prob-
lem, and an important part of science advising is to lay out the full spec-
trum of options, along with the advantages and drawbacks of each. So I 
persisted in learning about, and quietly discussing, geoengineering. I was 
eventually able to secure enough support to convene nine other scientists 
with a diversity of skills to have a serious look at the subject. The funding 
came from Novim—then a start-up foundation; today Novim continues to 
assemble teams of experts “to break down complex issues in such a way 
as to render them comprehensible to non-scientists.” Our group met for 
a week in August 2008 to consider what an exploratory geoengineering 
research program would look like. Novim issued a formal report on the 
study in July 2009.3

Geoengineering was still verboten in most circles when I joined the US 
government in May 2009. John Holdren, the president’s science adviser, 
had ignited a media firestorm in April of that year merely by mentioning 
the concept publicly, and he was forced to backtrack soon after.4 Admin-
istration higher-ups subsequently discouraged my own efforts to fund an 
exploratory research program based on the Novim study. Again, the man-
date was to keep the focus on reducing emissions.

But a decade later, as the challenges of reducing emissions have 
become evident to all, geoengineering can be discussed in polite company, 
even by governments. The UK Royal Society, commendably frank and 
 forward-looking, broke the ice with a study5 issued in September 2009, 
and the US National Academies issued reports on two separate approaches 
to “Climate Intervention”—the geoengineering strategies we’re about to 
discuss—in 2015.6, 7

There are at least two ways to counter warming of the planet. One is to 
make the earth a bit more reflective (increase its albedo), so that it absorbs 
a bit less energy from the sun. This strategy is termed Solar Radiation 
Management, or SRM, and would be appropriate whether the warming is 
natural or the result of human influences. Alternatively, we could pursue 
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Carbon Dioxide Removal (CDR), which is just what it sounds like: sucking 
some of the CO2 back out of the atmosphere to directly offset human emis-
sions. These two strategies are very different in terms of their practical 
challenges and potential impacts (positive and negative), but both merit 
discussion. Let’s start with SRM.

Humans have been inadvertently increasing the earth’s albedo for almost 
two centuries, as the burning of sulphur-laden coal produces tiny particles 
(aerosols) in the lower atmosphere that enhance the planet’s reflectivity. 
One of my first calculations upon joining BP in 2004 had to do with that 
aerosol cooling. The company was embarking on a campaign to brand nat-
ural gas as “a bridge to a low-carbon future,” as it produces only half as 
much carbon dioxide per unit of energy as coal. However, I quickly esti-
mated, literally on the back of an envelope, that a sizable portion of that 
CO2 reduction would be negated by the loss of aerosol cooling from the 
coal. BP management was not pleased when I pointed that out.

There are many ways we might further enhance the albedo, including 
brightening the land surface with “white roofs” on buildings, engineering 
crops to be more reflective, brightening the ocean with microbubbles on 
the surface, and putting up giant reflectors in space, to name a handful. 
However, creating aerosols in the stratosphere might be the most plausi-
ble way to make a significant global impact. The haze in the stratosphere 
that occurs naturally after major volcanic eruptions demonstrably cools 
the planet for a few years as the haze particles settle out. As we saw in 
 Chapter 2, such cooling events are evident in the global temperature record.

It is well within the capabilities of current technology to create a 
stratospheric haze via any of a number of methods, including additives 
to jet fuel or artillery shells that disperse the gas hydrogen sulfide (H2S, 
which smells like rotten eggs) at high altitude. This would not be a onetime 
exercise: the haze would have to be refreshed constantly, as the particles 
settle out over a year or two. The amount of sulfur that would have to be 
added to the stratosphere each year would be only about one-tenth of that 
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humans currently emit at much lower altitudes, so direct health impacts 
would be minimal. And projected costs are low enough that a small nation 
or even a single wealthy individual could carry out the entire project them-
selves. As far as I know, the notion that “chemtrails” are evidence of covert 
geoengineering is entirely unfounded. 

But Solar Radiation Management has several significant downsides. 
First, if the haze were not sustained, the global temperature would rebound 
rapidly when the cooling influence was lost (it would be like suddenly closing 
your parasol in the bright sunlight). Second, increasing the albedo doesn’t 
exactly cancel out greenhouse warming—greenhouse gases warm all of the 
time over all of the globe, while albedo modification cools only when and 
where the sunshine it reflects is significant; it’s ineffective at night and less 
effective during the winter, particularly at high latitudes. Climate models 
also suggest that SRM would cause small changes in precipitation and other 
aspects of the climate system, although these would be different from those 
caused by greenhouse gases alone, and would differ from place to place 
based on local conditions. In short, there are likely collateral effects that, at 
least for some, could be worse than the warming we’re trying to counteract.

Thus even if it’s technically and economically feasible, SRM would 
raise thorny societal questions that demand international cooperation. 
Who gets to determine whether it should be undertaken? There will no 
doubt be winners and losers in the resultant climate changes; if they’re 
harmful for some, will there be compensation? Given the difficulty of pin-
pointing the causes of climate and weather phenomena (and our poor track 
record in doing so), how will those changes be attributed to SRM?

Then there are the ethical issues—and no doubt strong public 
 opposition—attendant in deliberately messing with the climate in this 
way. What’s more, because the costs are low enough that a single small 
nation, a subnational organization, or even a wealthy individual could “just 
do it,” there is also the possibility of rogue SRM. How would the world 
respond in that case?

Nevertheless, Solar Radiation Management merits serious research, 
and in fact the US Congress has recently provided funds for exploratory 
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work.8 The first and largest part of that work should be a more careful and 
intense monitoring of the climate system, to establish a baseline against 
which to judge the effects of intervention. Intense observations of the 
effects of future volcanic eruptions would also be important. Fortunately, 
that monitoring would also lead to a better understanding of the climate 
system itself. 

Beyond monitoring, we’d have to begin by asking What field experiments 
would be permissible? and Who, and through what process, would give permis-
sion to do them? The scientific and policy communities are just beginning to 
grapple with these questions. For now, since we’ve seen in previous chap-
ters that extreme weather events show little sign of an imminent climate 
catastrophe, there’s time to figure all that out.

In lieu of making the earth shinier, we could geoengineer our way out of 
some warming by directly removing CO2 from the atmosphere. Carbon 
Dioxide Removal is a twin of mitigation—taking it out of the atmosphere 
instead of (or in addition to) putting less of it up there in the first place.

There are seeming advantages to CDR. It would make the issue of 
“whose CO2 is it” less relevant and thus less contentious; assigning respon-
sibility for emissions is one of the largest impediments to current inter-
national efforts to reduce them. It would also allow the continued use of 
fossil fuels as demand, economics, and technology might require (although 
some would consider that a drawback). Finally, since CDR works by directly 
“undoing” human influences, there would likely be little collateral impact 
to worry about—it would simply be restoring the CO2 concentration to 
what it would have been.

It’s not difficult to design a chemical plant that would capture CO2 
directly from the atmosphere. The capture technologies are similar to 
those used in the exhaust systems of power plants,9 though there’s the 
additional challenge of having to move a large amount of air through the 
system. So the real questions are about scale and cost.



 PLANS B 243

The scale of carbon dioxide removal required to materially reduce 
human influences is daunting. The annual global consumption of energy 
materials is measured in gigatons. Every year the world as a whole uses 
about 4.5 Gt of oil and 8 Gt of coal, so removing even 10 Gt of CO2 per 
year (about one-third of current emissions) would require a comparable 
infrastructure just to capture and handle the material. Needless to say, 
this wouldn’t be cheap. Recent estimates are that it would cost upward of 
$100 to capture and compress one ton of CO2, meaning a cost of at least 
one trillion dollars to remove 10 Gt of CO2 per year.10

And then there is the issue of what to do with the CO2 once it’s removed 
from the atmosphere. The world today uses only 0.2 Gt of CO2 each year—
about 0.13 Gt to produce urea (fertilizer) and 0.08 Gt to enhance oil pro-
duction (pumping CO2 into oil fields through “injection wells” helps move 
the oil underground toward “production wells”). Those current uses of 
CO2 are one hundred times too small to accommodate what would need to 
be taken out of the air. Unfortunately, it’s difficult to imagine significant 
new uses. The largest global material flows after fuels are cement (less 
than 3 Gt each year) and plastics (about 0.5 Gt per year). And since CO2 is 
the product of burning fuels to produce energy, it would take more energy 
(presumably “clean”) to turn it back into a fuel. In short, the best thing to 
do with CO2 removed from the atmosphere is to sequester it, either under-
ground or in the ocean. Needless to say, this would be an enormous under-
taking at the scale required.

Instead of using chemical plants to remove carbon dioxide from the 
atmosphere, another option might be to remove it using natural plants—
that is, vegetation. About 200 Gt of carbon flow up and back between the 
earth’s surface and the atmosphere each year as part of a seasonal cycle, 
more or less in equilibrium, as discussed in Chapter 3. By digging fossil 
fuels out of the ground, humans are adding about 8 Gt of carbon (in the 
form of 30 Gt of CO2) to that cycle each year. About half of that excess 
is absorbed through photosynthesis. If we could induce more photosyn-
thesis, more CO2 could be removed. Hence the calls for planting some 
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trillion trees (reforestation) to save the planet.11 But while we might be 
planting trees now, forest growth takes decades; that’s much too slow to 
be a response to the kind of “climate emergency” that would trigger SRM 
geoengineering, though it would remove CO2 longer term. And we’ve yet to 
understand just how much CO2 forests could absorb or what the ecological 
impacts of vast areas of new growth would be.

There has been a recent push for a massive US government research 
program to improve carbon dioxide removal technologies.12 No doubt 
progress could be made. For example, it should be possible to genetically 
alter plants to better capture and store carbon (though this would surely 
be accompanied by environmental concerns about the widespread deploy-
ment of these altered plants).13 Even so, I find it difficult to imagine that 
this could be achieved on the scale necessary to meaningfully reduce 
human influences on the climate. There is, however, money to be made 
if the cost to remove a ton of CO2 from the atmosphere could be brought 
below the going price of carbon. As is often the case in the climate/energy 
business, it would then be possible to do well financially without actually 
doing much good.

Let’s talk about our other Plan B: Adaptation.
I lived for thirty years in Southern California, where earthquakes are 

an unpleasant reality. As the US Geological Survey describes it:

Each year the southern California area has about 10,000 earthquakes. 
Most of them are so small that they are not felt. Only several hundred 
are greater than magnitude 3.0, and only about 15-20 are greater than 
magnitude 4.0. If there is a large earthquake, however, the aftershock 
sequence will produce many more earthquakes of all magnitudes for 
many months.14

The small quakes are merely a nuisance, but the larger ones damage 
buildings and roads and can kill people. In the past century, California’s 
earthquakes have killed hundreds of people and injured thousands more. 
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They are an entirely natural phenomenon; we can’t stop them, and, as it 
happens, we can’t predict them, except in a statistical sense.

Despite the earthquake hazard, my family and I didn’t rush to move 
away from Pasadena—the weather, the community, and Caltech were pow-
erful attractions. However, like millions of others in Southern California, 
we did take precautions. We bolted our house to its foundation and the 
shelves to the walls, we carried earthquake insurance, we stored a few days 
of food and water, we drilled our children in earthquake safety, and we 
formulated emergency contact and travel plans. Our family’s steps comple-
mented those of the larger society, where building codes, first-responder 
preparation, and, now, a warning system help minimize quake damage. In 
short, we all adapted, individually and as communities—shaping our infra-
structure and behavior to thrive where we chose to live. People living in 
other places, with other natural hazards such as frequent floods and sea-
sonal storms, have adapted in other, comparable ways.

Given the enormous challenges of effectively reducing human emis-
sions, and the various concerns that make geoengineering likely to be 
deployed only in extremis, it seems all but certain that our efforts to reduce 
emissions will be complemented, if not overshadowed, by adaptation to a 
changing climate. To put this in the context of the questions I mentioned 
at the beginning of Part II: this is not a statement about what I think we 
should do; rather it is my judgment about what we will do.

Here’s why I think adaptation will be our primary response:

• Adaptation is agnostic. Humans have been successfully adapting 
to changes in climate for millennia, and for most of that time, they 
did so without the foggiest notion of what (besides the vengeful 
gods) might be causing them. While the information we have now 
will help guide adaptation strategies, society can adapt to climate 
changes whether they are natural phenomena or the result of 
human influences.

• Adaptation is proportional. Modest initial measures can be bol-
stered as and if the climate changes more.
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• Adaptation is local. Adaptation is naturally tailored to the dif-
ferent needs and priorities of different populations and locations. 
This also makes it more politically feasible. Spending for the “here 
and now” (e.g., flood control for a local river) is far more palatable 
than spending to counter a vague and uncertain threat thousands 
of miles and two generations away. Further, local adaptation does 
not require the global consensus, commitment, and coordination 
that have proved so far elusive in mitigation efforts.

• Adaptation is autonomous. It is what societies do, and have been 
doing, since humanity first formed them—the Dutch, for example, 
have been building and improving dikes for centuries to claim land 
from the North Sea. Adaptation will happen on its own, whether 
we plan for it or not.

• Adaptation is effective. Societies have thrived in environments 
ranging from the Arctic to the Tropics. Adapting to a changing 
climate always acts to reduce net impacts from what they would 
be otherwise—after all, we wouldn’t change society to make 
things worse! 

Despite the obvious importance of adaptation and its possible interplay 
with efforts to reduce emissions, today the two strategies are addressed 
separately—with much greater focus on mitigation. That imbalance might 
be due to the fact that adaptation is the “business as usual” response to 
ongoing natural climate change, but it might also be that we have no sim-
ple framework for thinking about adaptation. We have such a framework 
for emissions—the so-called “stabilization wedges,”15 as illustrated in Fig-
ure 14.1. This approach catalogs a number of emission-reduction strategies 
and gives a sense of the scale each could achieve during this century, thus 
allowing the cost and efficacy of each strategy to be easily assessed and 
compared. This framework encourages a “systems perspective” on how 
various strategies should be prioritized and how they might interact with 
each other. It has led to specific policy proposals such as emissions pric-
ing through charges or cap and trade, renewable electricity standards, and 
efficiency mandates.
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While the wedges concept is by no means perfect, it does provide a use-
ful way to think about emissions policy. As David Hawkins of the National 
Resources Defense Council put it:

The wedges concept is sort of the iPod of climate policy analysis. It’s 
an understandable, attractive package that people can fill with their 
own content. 

There are, as yet, no analogous adaptation wedges laying out the meth-
ods, costs, efficacies, and policy levers of various adaptation measures. 
Rather, the discussion of adaptation is, at best, a dog’s breakfast of anec-
dotes and possible strategies—more verbiage than content. Policy analysis 
of adaptation is relatively undeveloped. While numerous case studies have 
identified adaptation measures that would reduce adverse climate impacts, 
they notably do not address implementation issues, do not perform cost/
benefit analyses of different adaptation strategies, and do not compare 
adaptation and mitigation efforts. And little attention is given to the 

Figure 14.1 An illustration of the stabilization wedges 
framework for emissions reductions. Values are notional.16

STABILIZATION WEDGES 
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specific bureaucratic, political, and fiscal changes that would be needed to 
move from analysis to deliberation to action.

Like most things, effective adaptation is easier in wealthier societies, 
which have the institutional and economic resources to change as circum-
stances require. Less developed countries are more fragile. Thus, the best 
way to enable adaptation globally is to encourage the economic develop-
ment of less developed countries and strengthen their governance (such as 
the rule of law or the ability to formulate and execute national strategies). 
In that sense, the task of enabling adaptation becomes that of alleviating 
poverty, which would be a good thing for many reasons having nothing to 
do with the climate.

Of course, as alluded to above, any investments we make in adaptation 
measures today will be most effective at reducing the burden of future cli-
mate impacts if we understand what those impacts are likely to be—how 
the climate will change. Unfortunately, we’ve seen that there are still great 
uncertainties in what one might have to adapt to. Model projections of 
regional and local climates are currently nowhere near good enough to give 
guidance beyond vague statements like “sea level will continue to rise.” At 
the very least, we should be prepared for the climate changes and extreme 
weather events that have happened before; in general, alas, we’re not.



249

CLOSING THOUGHTS

Writing this book has been an opportunity to collect and syn-
thesize experiences over a fifteen-year journey in climate and 
energy. I began by believing that we were in a race to save the 

planet from climate catastrophe. Since then, I’ve evolved to become a pub-
lic critic of how The Science of climate science is presented. And, through-
out, I’ve been a student and strategist, constantly seeking to learn more 
and concerned with how the energy system could be transformed to meet 
evolving needs.

My journey has impressed me with the richness of the subjects. There 
aren’t many (probably not any) other discussions that connect the com-
position of fifty-million-year-old microfossils with the regulation of the 
electrical grid. I’m also impressed by how much is understood about the 
climate, yet still a bit surprised by the vast gaps in our knowledge and what 
those gaps tell us about the complexity of the climate system. And I’ve 
been impressed with the importance with which the subjects are treated 
by most researchers in the field. The climate is changing, humans are play-
ing a role, and yet our global energy needs are growing, too; we must be 
mindful of what that might mean for the future.

But I’ve been dismayed along the way as well. First by the willingness 
of some climate scientists—abetted by the media and politicians—to mis-
represent what the science says, and then by the many other scientists who 
are silently complicit in those misrepresentations. The public deserves 
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better. By demonstrably misinforming non-experts about what we know 
and don’t know about the changing climate, they deny governments, 
industry, and individuals the right to make fully informed decisions about 
how to respond.

I’ve also been dismayed by how difficult it is for people, the media 
included, to understand what’s actually written in the assessment reports. 
The newspaper opinion pieces I’ve written over the past six years have 
been a poor remedy for that—they’re limited in length, in technical level, 
and in format (no graphs!). This book has allowed me to tell a richer, and I 
hope more informative, story.

I’m often asked “What are your takeaways?” or “What’s the elevator 
speech?” My response is usually something like “Climate and energy are 
complex and nuanced subjects. Simplistic descriptions of ‘the problem’ or 
putative ‘solutions’ will not result in wise choices.” If my fellow passenger 
is willing to ride the elevator further, we’ll often have a longer discussion—
which I always end with an urging not to take my word for any of it, but to 
look carefully at the data and assessments for themself.

My greatest hope is that decision makers, journalists, and the larger 
public will find some surprises as they read this book, and that they’ll 
then turn to scientists and say something like “I’ve checked some of the 
things that guy Koonin says are in the assessment reports—and he’s 
right. How come I haven’t heard those things before? And what else am I 
not being told?” This could be the start of many awkward, but ultimately 
essential, conversations.

I have deliberately written this book in a descriptive manner rather than 
a prescriptive one: I’ve presented facts, the certainties and uncertainties 
in what they imply, and the options for choices to be made in response. 
That’s the appropriate stance for a scientist to take when advising non- 
experts, whether those non-experts are other scientists, the public, or 
decision makers in government or industry, and whether the subject is 
climate and energy, nuclear terrorism, or the human genome project. But 
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while responsible scientists are careful to keep the should questions dis-
tinct from the could or will, none of us can avoid having opinions. And 
I’m asked often enough “So what do you think we should do about the 
climate?” that I feel obligated, now that I’ve finished laying out the facts, 
to respond.

We can begin with sustained and improved observations of the cli-
mate system (the atmosphere, ocean, cryosphere, and biosphere). This is 
essential if we hope to understand what the climate is doing, how it is being 
affected by human and natural influences, and what it might do in the 
future. We’ve seen that climate changes resulting from human influences 
are small or subtle and happen over decades, so precision and persistence 
are essential, even in the face of institutional or funding vagaries.

We also need to better understand the tremendously complex cli-
mate models we’ve built. An awful lot of effort is being devoted to not 
very informative model simulations under varying emissions scenarios. 
It would be much better spent trying to understand why the climate 
models fail in describing the recent past and are so uncertain in their 
projections of the future. In short, there should be more thinking and 
less unproductive computing.1

We need to improve the science itself, and this begins with open and 
honest discussion that goes beyond slogans and polemics, and is free of 
accusations of skullduggery. Scientists should be welcoming of debate, 
challenges, and opportunities for clarification. Science starts with ques-
tions; it’s hard to encourage new research if we insist they’ve all been 
answered. In fact, as I’ve shown in this book, there are still plenty of 
important, even crucial, questions about climate that are as yet unsettled. 
The truth is that real science is never entirely settled—that’s how we make 
progress; it’s what science is all about. Let’s further our understanding, 
rather than repeating orthodoxy.

Climate science would also be improved by deliberate efforts to 
involve scientists from other fields in studying climate. The data is rich 
and accessible and the problems are scientifically interesting and societally 
important. The injection of working scientists from outside the field who 
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have skills in statistics or simulation would complement the perspectives 
of those in the field currently. 

We also need to get better at communicating climate science. Socie-
tal decisions that balance costs and drawbacks against risks and benefits 
must be made fully informed of the certainties and uncertainties in our 
scientific understanding. The public deserves complete, transparent, and 
unbiased assessment reports. A Red Team exercise like that I described in 
Chapter 11 would be a healthy addition to the climate science assessment 
process; it has proved its usefulness in other complex matters of national 
importance. A first Red Team review could involve the close public scru-
tiny of the UN’s AR6 report expected in July 2021 or of the next US gov-
ernment National Climate Assessment, expected in 2023. It could focus 
on the issues I’ve raised and the misrepresentations I’ve identified in this 
book. How will these upcoming reports deal with the failures of the most 
recent generation of models? Will they even mention, let alone highlight, 
that there have been no long-term trends in hurricanes or that net eco-
nomic impacts of a 3ºC warming (far above the Paris goal) are projected 
to be minimal? I’d think that kind of scrutiny of the assessment would be 
essential, particularly since the Biden administration is advocating some 
$2 trillion of spending on climate and energy. 

At the same time, we need to reduce the hysteria in climate journal-
ism. Journalists themselves need help to better understand the material 
they are presented with, and the public needs the tools to become more 
critical consumers of media coverage of climate (and many other topics, 
for that matter).

It also makes sense to pursue “easy” emissions reductions, most obvi-
ously stopping methane leaks. A few percent of the methane escapes from 
the production and distribution systems for natural gas; that’s money lost 
and so there is a financial incentive to stem leaks (often more motivating to 
producers than climate concerns). The emission of more exotic greenhouse 
gases such as the CFCs and HCFs used as refrigerants and fire suppressors 
could also be reduced without much impact on society (unfortunately, the 
impact on human influences would be similarly slight).
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Cost-effective efficiencies that lead to emissions reductions are also 
low-hanging fruit, particularly when there are side benefits. For example, 
advanced coal-fired generating plants that gasify the coal rather than burn 
it directly will also reduce local pollution and increase efficiency. And for 
vehicles, more gasoline-efficient engines, as well as a move toward hybrid 
and electric cars, can both reduce local chemical and noise pollution and 
enhance energy security by reducing dependence on the volatile global 
oil market.

A third “easy” step toward reducing emissions is further research and 
development in emissions-lite technologies. Cost and reliability are the 
primary factors by which new technologies will be judged feasible, and 
the focus should be on advances that overcome those stumbling blocks. 
Small modular fission reactors, improved solar technologies, and, in the 
longer term, nuclear fusion are all promising areas of research, as is how to 
economically store massive amounts of electricity on the grid. A win-win 
strategy is to develop and deploy more efficient, yet cost-effective, end-use 
technologies, from building ventilation systems to household appliances, 
as has happened with lighting technologies over the past few decades. 
Particularly promising here is the use of information-based approaches to 
transportation (such as suggesting more efficient routes for a trip or better 
monitoring and control of engine performance) and building operations 
(such as turning down the heating or cooling in unoccupied rooms). 

We also need to have a frank conversation about the proper role of gov-
ernment in these efforts (how much R&D to support, how and how much 
to encourage deployment of a new technology). One of my jobs in the 
Department of Energy was to start that conversation among Congress, the 
executive branch, and the private sector; I hope that discussion is about 
to resume. At least in the US, the government’s role in transforming the 
energy system has been a point of political contention for decades.

I’m less bullish on “forced and urgent” decarbonization, either through 
a price on carbon or by way of regulation. The impact of human influences 
on the climate is too uncertain (and very likely too small) compared to 
the daunting amount of change required to actually achieve the goal of 
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eliminating net global emissions by, say, 2075. And for me, the many cer-
tain downsides of mitigation outweigh the uncertain benefits: the world’s 
poor need growing amounts of reliable and affordable energy, and wide-
spread renewables or fission are currently too expensive, unreliable, or 
both. I would wait until the science becomes more settled—that is, until 
the climate’s response to human influences is better determined, or, fail-
ing that, until a values consensus emerges or zero-emissions technologies 
become more feasible—before embarking on a program to tax or regulate 
greenhouse gas emissions out of existence or to capture and store massive 
amounts of carbon dioxide from the atmosphere.

I believe the socio-technical obstacles to reducing CO2 emissions make 
it likely that human influences on the climate will not be stabilized, let 
alone reduced, in this century. If the effects of those influences become 
more evident and more severe than they have been to date, of course, the 
balance of costs and benefits might shift, and society might well shift along 
with it. But I’d be surprised if this happened anytime soon.

Advocating that we make only low-risk changes until we have a better 
understanding of why the climate is changing, and how it might change in 
the future, is a stance some might call “waffling,” but I’d prefer the terms 
“realistic” and “prudent.” I can respect the opinions of others who might 
come to different conclusions, as I hope they would respect mine. Those 
differences can only be resolved if we realize that they’re ultimately about 
values, not about the science.

Another prudent step would be to pursue adaptation strategies more 
vigorously. Adaptation can be effective. As mentioned in the previous 
chapter, humans today live in climates ranging from the Tropics to the 
Arctic and have adapted through many climate changes, including the rela-
tively recent Little Ice Age about four hundred years ago. Effective adapta-
tion would combine credible regional projections of climate change with a 
framework for assessing the costs and benefits of various adaptation strat-
egies. As we’ve seen, we’re a long way from having either of those. So the 
best strategy is to promote economic development and strong institutions 
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in developing countries in order to improve their ability to adapt (and their 
ability to do many other positive things as well).

Finally, should there be significant deterioration of the global climate, 
from whatever cause, humanity would be well served to know whether 
deliberate intervention into the climate system (geoengineering) is a plau-
sible strategy. A research program into geoengineering options like those 
discussed in the previous chapter is therefore prudent and, as I’ve noted, 
the intense monitoring of the earth system that would be a first step in 
that research program would, in any event, also improve our understand-
ing of the climate system.

What I think we should do, in short, is to begin by restoring integrity 
to the way science informs society’s decisions on climate and energy—we 
need to move from The Science back to science. And then take the steps 
most likely to result in positive outcomes for society, whatever the future 
might hold for our planet. As President Biden exhorted in his inaugural 
address, “We must reject the culture in which facts themselves are manip-
ulated, or even manufactured.”
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